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PREFACE

Dear readers,

it is my pleasure to introduce a collection of papers from the 16" annual international
scientific conference European Financial Systems 2019 organized annually by the
Department of Finance of the Faculty of Economics and Administration, Masaryk
University in Brno, Czech Republic. This year's conference focused especially on the
current issues related to financial markets, accounting, banking sector, insurance,
financial literacy, financial law, different tax systems, corporate finance, international
finance, public finance and financing of non-profit organizations.

Since the collection of papers presents the latest scientific knowledge in this area,
I believe you will get a number of new insights usable for your scientific, educational and
practical activities.

I wish you pleasant reading!

Eva Vavrova

Chairwoman of the Program Committee
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Time-based Fee for Vehicles in the Czech Republic: New Model and
Challenge?

Bretislav Andrlik!, Lucie Zborovska?

! Mendel University in Brno
Faculty of Business and Economics, Department of Accounting and Taxes
Zemeédélska 1, 613 00 Brno, Czech Republic
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2 Mendel University in Brno
Faculty of Business and Economics, Department of Accounting and Taxes
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Abstract: Road motor traffic in the European Union member states is priced not only
through tax instruments, but also through various charges and fees related to the
operation of a motor vehicle. This article examines fees based on a time period, applied
to vehicles of the maximum weight of 3.5 t. It focuses on the analysis of the current
application of time-based fees in individual countries of the EU. The goal of the
contribution is designing a new model of time-based pricing of road motor vehicles in the
territory of the Czech Republic. The contribution also includes the analysis of legal
standards regulating the issue in the Czech Republic and in the EU countries. The
outcome of the contribution is a constructed model of a time-based fee, based on pre-
defined assumptions which were determined by needs ensuing from the current
conditions that affect the operation of chargeable passenger cars and light commercial
vehicles. In conclusion, a comparison of receipts from the current system of time-based
fees with receipts resulting from the proposed model of time-based fees for the Czech
Republic is made.

Keywords: vignette, model of time-based fees, Czech Republic, road motor vehicle,
motorcycle

JEL codes: H20, H23

1 Introduction

Public budgets and special-purpose funds obtain substantial financial amounts through
various forms of road pricing (Andrlik et al., 2014). These receipts are mostly directed to
central funds and used to build and maintain motorways and other roads. Another
possibility is to allocate such resources to budgets of self-governing territorial units -
municipalities and regions, where the place of the vehicle or the owner’s registration is
decisive for determining the final recipient. Road motor traffic in the modern systems of
public budgets is priced not only through tax instruments, but also through various
charges and fees related to the operation of a motor vehicle.

The most typical forms of non-tax pricing are tolls, fees based on time and registration
fees Radvan (2007). This article deals with the time-based fee in the form of a vignette.
Time units are used for the determination of the amount of the fee. Most of the EU
countries uses the intervals of one week, one month and one year. This form of time-
based fee is mostly used for passenger cars and light commercial vehicles (N1 category).
Two forms of vignettes are currently used in the European Union: paper and electronic.

In the former case (paper form), the user physically buys a sticker to be placed on the
windshield of the vehicle. Of all the eight countries that apply vignettes for the vehicle
category of up to 3.5 t, this form is only used in Slovenia and the Czech Republic. Other
EU member states use electronic vignettes through the application of microwave or
satellite technologies.
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2 Methods and data

The achievement of the pre-set goal is based on the study of a number of specialized
texts, including legal regulations related to the topic both in the Czech Republic and the
European Union. The most important data are numerical characteristics available in
official statistics prepared by public authorities in the Czech Republic. All the sources
used in this article are listed in the bibliography section below. The underlying research is
based on the methods of description and analysis in particular concerning the section
dealing with vignettes in the Czech Republic and EU countries.

The construction of the model uses mathematical methods for the formulation of sub-
processes leading to the design of the model of time-based pricing of road motor traffic
in the Czech Republic. This includes namely the determination of shares of the different
types of vehicles in the total number of vehicles traveling along charged sections of the
infrastructure. Such shares are used for the determination of vignette prices for the new
suggested category, i.e. motorcycles. The expected receipts from the sale of vignettes
are subsequently calculated for all included categories and are compared with the current
amount of receipts from vignettes.

3 Vignettes in the Czech Republic and EU countries

Vignettes were introduced in the Czech Republic in 1995 by Act No. 134/1994 Coll.,
changing and amending Act No. 135/1961 Coll., Road Act. Until the year 2006, it was
compulsory to buy the vignette for all categories of road motor vehicles (except
motorcycles). For the following three years, this obligation applied to vehicles with the
maximum permitted weight of 12 t; since the year 2010, the vignettes apply only to
vehicles with the maximum permitted weight of 3.5 t (SFDI, 2018).

The use of vignettes is regulated by Act No. 13/1997 Coll., Road Act, as amended by
subsequent regulations. Section 20 (2) Act No. 13/1997 Coll., as amended (hereinafter
referred to as “Act No. 13/1997") stipulates two methods of pricing the selected roads. If
the decisive factors are the vehicle type and distance traveled, a toll is paid. If the fee is
based on a time period, it is in the form of a vignette. One and the same road motor
vehicle cannot be imposed both the toll payment and the vignette purchase. Vignettes
are compulsory for all vehicles with at least four wheels and the maximum permitted
weight of 3.5 t driving along roads that are subject to charges. Section 2 of Government
Regulation No. 240/2014 Coll., on the amount of time-based fees, toll rates, toll
discounts, and the procedure for applying toll discounts (hereinafter referred to as
“Regulation No. 240/2014), the time-based fee may be paid for a calendar year, month
or for 10 calendar days. The present system of paper vignettes will be replaced with
electronic vignettes (MD CR, 2019), which is supposed to save several millions CZK
annually and at the same time to increase the receipts thanks to the camera systems
utilizing the existing toll gates that have been built on charged roads. The new system
should be introduced in the year 2021.

There are exemptions from the payment of fees for road motor vehicles which carry
severely handicapped citizens who, under a special legal regulation, are disability card
holders (ZTP), with the exception of those suffering from complete or practical deafness,
or disability card holders with assistant (ZTP/P) in case the disabled person or a close
person is the vehicle owner. The exemption also applies to vehicles of armed forces,
police, fire brigades and other road motor vehicles listed in Section 20a Act No. 13/1997.
Environmentally friendly vehicles not are exempt from the duty to pay the fee at present.
The issues of benefits for environmentally friendly vehicles are examined by Andrlik
(2012, 2014). It should be added that the obligation to have a vignette or pay a toll does
not apply to motorcycles in the Czech Republic.

Czech government approved an amendment to Act No. 13/1997 on 4 February 2019, in
which the introduction of electronic vignettes is encoded since 2021. Then, the Czech
Republic will become one of the countries that apply the system of electronic vignettes,
which works on the principle of registration of the license plate number in a mobile
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application or on the Internet; payment in certain distribution points will also be possible.
The physical sale of vignettes, existing nowadays, will end upon the introduction of the
electronic system. According to MD CR (2019) almost 100 million CZK could be saved
thanks to the electronic system if compared with the current situation. Payments will be
monitored by the customs administration and the police through stationary or mobile
cameras. The system is used in Slovakia, Hungary, Austria, and pending in Germany.
The process of electronization of vignettes in the Czech Republic will be implemented by
the Austrian company ASFINAG, which has been administering electronic vignettes in
Austria since their introduction in 2018.

As set out in Section 20 (4) Act No. 13/1997, funds obtained from time-based fees are
an income of the State Fund of Transport Infrastructure (SFDI). Annex No. 2 of Decree
No. 386/2017 Coll., amending Decree No. 306/2015 Coll., on the use of roads priced
through a time-based fee, as amended by Decree No. 383/2016, mentions that vignettes
must be used on 29 sections and approximately 968 km of motorways and expressways.

As mentioned above, the Czech Republic currently imposes vignettes for all road motor
vehicles with at least four wheels and the maximum permitted weight of 3.5 t passing
along roads that are subject to charges. This duty does not apply to motorcycles, which
are not subject to any other charges on operation, either. The prices of vignettes are set
uniformly for all types of vehicles and are listed in Table 1.

Table 1 Vignette prices in CR in 2019

10 days (in 30 days (in 1 year (in
CZK) CZK) CZK)
Vehiclesupto 3.5t 310 440 1 500

Source: Government Regulation No. 240/2014 Coll.

Figure 1 below shows receipts of a public budget from vignettes; namely the income of
the SFDI from 2009 to 2017.

Figure 1 Receipts from Vignettes in the CR in 2009-2017
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It is apparent from Figure 1 that the receipts collected through the sale of vignettes have
been growing. This tendency is confirmed by the growing number of vehicles paying this
fee for the use of transport infrastructure and it is also related to the growing number of
vehicles registered in the Czech Republic.
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Only 17 countries of the European Union (Bulgaria, Czech Republic, France, Croatia,
Ireland, Italy, Lithuania, Latvia, Hungary, Poland, Portugal, Austria, Romania, Greece,
Slovak Republic, Slovenia and Spain) assess fees for the use of infrastructure by vehicles
with the maximum permitted weight of up to 3.5 t. 8 of the 17 countries (Bulgaria, Czech
Republic, Lithuania, Hungary, Austria, Romania, Slovakia and Slovenia) apply a time-
based fee in the form of a vignette. In Bulgaria, Romania and Lithuania, the vignettes are
the only form of road pricing. On the other hand, vignettes are compulsory for all
vehicles except motorcycles in Bulgaria and Romania. Lithuania imposes the purchase of
a vignette on vehicles of up to 3.5 t as well as on vehicles weighing more than 3.5 t.
However, in the case of vehicles of up to 3.5 t, this fee is only mandatory for M2 category
buses and coaches, heavy duty vehicles and their combination in N1 category and special
vehicles of categories N1 and M2. The duty does not apply to motorcycles and passenger
cars in Lithuania. In vehicles over 3.5 t, the charges are imposed on buses and coaches
of M3 category, heavy duty vehicles and their combinations of categories N2, N3 and
special road vehicles in M3, N2 and N3 categories. The Czech Republic, Hungary, Austria,
Slovakia and Slovenia have introduced vignettes only for vehicles with the maximum
permissible weight of 3.5 t. Motorcycles are also subject to vignette purchase in Hungary,
Austria and Slovenia. On the contrary, in the Czech Republic and the Slovak Republic (as
well as in Bulgaria, Romania and Lithuania) motorcycles are not required a vignette when
traveling on charged roads (ACEA, 2019).

The amount of fee is contingent only on the duration of the vignette validity in the Czech
Republic and Slovakia. In Bulgaria, Hungary, Austria, Romania, Slovenia and Lithuania,
the amount is determined on the basis of a unit of time, but also according to the vehicle
category. Besides, the role of the EURO standard, which affects the amount paid for the
vignette, is also decisive in Bulgaria (only for vehicles over 3.5 t) and Lithuania.

Figure 2 Prices of Annual Vignette for Passenger Cars in EUR, year 2019
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The prices of annual vignettes for passenger cars are shown in Figure 2 in all countries
except Lithuania, where passenger cars are not subject to this duty. Conversion of Czech
and Hungarian currencies to Euro was made using the exchange rate as of 2 January
2019. For Czech crown, this is 25.75 EUR/CZK, for Hungarian forint it is 322.35 EUR/HUF
(Kurzy.cz, 2019). The prices in other countries are listed in Euro. The lowest price of a
vignette is in Romania, 28 EUR. The highest price is in Hungary, amounting to
133.3 EUR. The Czech Republic has the annual vignette rate similar to Bulgaria and
Slovakia.
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Charges for vehicles below 3.5 t are virtually unregulated on the European level. Their
assessment is only based on the Treaty on the Functioning of the European Union
(European Union, 2012) and on the Communication from the Commission COM 199 on
the application of national road infrastructure charges levied on light private vehicles
(European Commission, 2012). It follows from the Communication that the member
states are entitled to introduce any system of charges that respects the principle of non-
discrimination and proportionality in connection with citizenship, as set out in the
European Union (2012).

In view of the currently discussed environmental impacts of transport and the related
efforts to include environmental elements to the design of charges levied on the
operation of motor vehicles, it is only Lithuania that has introduced such element for
vehicles of up to 3.5 t (in the form of factoring the EURO standard applicable to the
vehicle), and it only applies to buses and coaches of M2 category, heavy duty vehicles
and their N1 category combinations and special vehicles in N1 and M2 categories. None
of the EU countries takes into account the important EURO standard relevant for the
vehicle, nor any other environmental aspect (ACEA, 2019).

4 Vignette model in the CR

The model of a new system of time-based pricing using vignettes has been inspired by
systems applied in Slovenia, Austria and Hungary, where the rates differ according to
individual categories of vehicles of up to 3.5 t, including motorcycles. Motorcycles are
currently allowed to drive free of charge on roads and motorways in the Czech Republic.
The reason for including motorcycles is that motorcycles participate in the traffic and
thus the infrastructure wear and burden similarly to passenger cars and N1 light
commercial vehicles. That is why the proposed system of pricing includes motorcycles.
The determination of the “motorway fee” will differentiate among the categories of
included vehicles. Its rates will depend on the degree of the supposed impact of the
given category on the transport infrastructure. As mentioned by SFDI (2011), two wheels
wear down the infrastructure much less that four wheels of passenger and light
commercial vehicles. Moreover, light commercial vehicles carry heavier load than
passenger cars and have larger impact on the infrastructure.

SFDI (2011) also mentions that fees for motorcycles should have been imposed as early
as in 1995, when this form of time-based fee was introduced. The fact is that there were
much less motorcycles driving on Czech roads and motorways at that time. The situation
is different nowadays, as the number of motorcycles registered and operated in the
Czech Republic has been rapidly growing. According to the Car Importers Association
(SDA), the number of newly registered motorcycles increased by 64.3 % from the year
2004 to 2018 (SDA, 2019). SFDI (2011) mentions that the number of traffic accidents
caused by motorcycles has increased, too. Interventions and liquidation of such accidents
are costly, and therefore, such costs can be settled from funds obtained from the sale of
vignettes for motorcycles. As mentioned below, accidents where motorcycles are involved
are often very serious and require deployment of a large number of rescue units. This
fact is evidenced by statistics of accidents, which show that the indicators of accident
gravity were the worst for motorcycles in the years 2007 to 2018 (PCR, 2019).

Table 2 Vehicle numbers on charged roads for selected vehicle categories in 2016

Passenger

LCV vehicles Motorcycles Total
Vehicle numbers in 604 327 5 496 938 19 950 6 121 215
pieces
share in % 9.8 89.8 0.4 100

Source: RSD CR (2016), own calculation

Table 2 shows that the share of motorcycles in total number of vehicles is relatively low if
compared with passenger cars and LCVs (light commercial vehicles). The data are from
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2016, the year of the last national traffic census. Another survey will be conducted in
2021 (data are collected on a five-year basis). The model designed as a result of the
present research uses the data from 2016 as the latest source of information on number
of vehicles. Therefore, the proposed model relates to the year 2016.

As mentioned above, the system of electronic vignettes will be introduced in the Czech
Republic since 2021, whereas the rates should remain the same as under the present
legal regulation (MD CR, 2019). However, the prepared amendment to Act No. 13/1997
Coll., Road Act, proposes the increase in the maximum price of annual vignette from 1
500 CZK to 2 000 CzZK. The Czech Ministry of Transport is therefore preparing for the
increase in rates in order to avoid another amendment in the near future. Nevertheless,
in February 2019, the Czech government approved the introduction of electronic
vignettes with the amount of CZK 1 500 CZK for the annual vignette (MD (V:R, 2019).

The present design of the new system of vignettes will be based not only on systems
applied in Slovenia, Austria and Hungary, but also on the assumption that the
government will reconsider its current view and the annual price will increase from 1 500
CZK to 2 000 CZK, as contemplated in the prepared amendment. Another assumption in
designing the new model is that the total receipts from vignettes will not exceed the
present receipts by more than 5 %. This assumption has been included due to the
frequently mentioned efforts of the Czech Ministry of Finance not to increase current
taxes and charges levied in the Czech Republic. The design of the model is also based on
the fact that the vignette prices should reflect the degree of the infrastructure wear in
connection with the vehicle category. For this reason, the currently applied annual price
of 1 500 CZK will be assigned to the category of passenger cars whose counts on charged
roads predominates; see Table 2. Thus, the largest part of entities paying this fee will not
be affected by the increase in its price. In the proposed amendment to Act No. 13/1997
Coll., the maximum price of the annual vignette in the amount of 2 000 CZK is assighed
to the category of light commercial vehicles due to the fact that this type of vehicles is
the worst burden for roads of all the categories charged. The price of a vignette for
motorcycles is determined with the help of a ratio derived from the determined prices of
vignettes for passenger cars and light commercial vehicles. The vignette price is
calculated as follows: Because the vignette for LCVs is by 500 CZK more expensive than
for passenger cars, the price for passenger cars is by 500 CZK higher than for
motorcycles. The result of such calculation is that the prices of vignettes for passenger
cars are by 50 % higher than for motorcycles, and vignettes for LCVs are by 100 % more
expensive than for motorcycles. The distribution of annual vignette prices thus
corresponds to the assumption on reflecting the degree of transport infrastructure wear
by the given category of vehicles to which the time-based fee applies.

At present, the price of the monthly vignette equals to 29.3 % of its annual value and the
10-day vignette costs 20.7 % of its annual value. These ratios have been maintained in
the determination of new prices, as shown in Table 3.

Table 3 Vignette prices according to new model by vehicle categories

10 g;‘ll(s) (in 1 mg;lt(l; (in 1 year (in CZK)
Motorcycles 207 293 1 000
Passenger vehicles 310 440 1 500
_Light commercial vehicles 414 586 2 000

Source: own calculation

It follows from Table 3 that there is no change in the case of passenger vehicles if
compared with the current state. In the new category of motorcycles, the prices have
been determined by the above method, which respects the present ratios of vignette
prices depending on the period of validity. For instance, the 10-day vignette costs 207
CZK, the monthly vignette 293 CZK and the one-year vignette 1 000 CZK. For the
category of LCVs, the price of annual vignette has increased by 33.33 % if compared
with the current situation. The higher rates for this category have been determined in

19



accordance with the initial assumption and taking into account the prepared amendment
of Act No. 13/1997 Coll., Road Act. The proposed model envisages the exemption of
environmentally friendly vehicles (electric and hydrogen-powered vehicles) from the
payment of fees on roads that are subject to charges. The support for such vehicles is
based on the National Action Plan for Clean Mobility (MPO, 2015); such vehicles do not
pollute the environment with harmful emissions unlike conventional petrol or diesel
vehicles.

Table 4 lists the receipts of the State Fund of Transport Infrastructure from vignettes in
the Czech Republic in 2016. The total income from the sale of vignettes reached the
amount of 4 757.96 million CZK in 2016.

Table 4 Receipts from the system of vignettes in 2016

Rate

. Number of vignettes sold . Receipts
Vignette type (in pcs) c(zlllz) (in CZK)
1 year 2 315432 1 500 3473 148 000
1 month 602 448 440 265077 120
10 days 3289 472 310 1019 736 320
Total 6 207 352 - 4 757 961 440

Source: SFDI (2016)

The receipts from the sale of vignettes according to the proposed model for the individual
categories of vehicles is as follows:

1. The numbers of vignettes sold in a certain category have been determined from
the total number of vignettes sold, multiplied by the number of vehicles in the
percentages for the vehicle categories (see Table 2), rounded up to whole
pieces.

2. The resulting numbers of vignettes sold are multiplied by the vignette price
calculated in Table 3 for the individual periods of the vignette validity.

Table 5 Receipts from new model of vignettes in 2016

Number of

Vignette Vehicle Share in vignettes Price (in Receipts (in
0,
type category /o sold (in pcs) CZK) CZK)
Motorcycles 0.4 9 262 1 000 9 262 000
1 year Passenger 89.8 2 079 258 1 500 3118 887 000
vehicles
LCV 9.8 226 912 2 000 453 824 000
Motorcycles 0.4 2410 293 706 130
1 month Passenger 89.8 540 998 440 238 039 120
vehicles
LCV 9.8 59 040 586 34 597 440
Motorcycles 0.4 13 158 207 2 723 706
10 days Passenger 89.8 2 953 946 310 915 723 260
vehicles
LCV 9.8 322 368 414 133 460 352
Total 6 207 352 4 907 223 008

Source: own calculation

Table 5 lists the numbers of vignettes sold and determines the receipts from each
included category of vehicles that are obliged to have a vignette when driving on charged
sections of roads in the proposed model. The receipts according to the new model are by
3.14 % higher than those based on the current system (using data from the year 2016).
In absolute terms, this is the amount of 149 262 million CZK.
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5 Conclusions

At present, the Czech Republic applies vignettes for vehicles of up to 3.5 t, similarly to
another seven countries of the European Union: Bulgaria, Lithuania, Hungary, Austria,
Romania, Slovakia and Slovenia. Vehicles whose weight exceeds 3.5 t are subject to
charges based on traffic performance, which apply in another 22 EU countries (all
member states except for Bulgaria, Finland, Lithuania, Cyprus, Malta and Romania).
Vignettes in the Czech Republic are compulsory for all vehicles with at least four wheels
and the maximum permitted weight of up to 3.5 t driving along priced roads. The current
system of vignettes does not differentiate among vehicles whose weight is below 3.5 t
and the vignette price is uniform in the amount of 1 500 CZK.

The goal of this contribution was, on the basis of pre-defined assumptions, to create a
model of time-based fees paid for the operation of various categories of vehicles of up to
3.5 t. The results stated in the text may be summarized into the following conclusions
regarding the designed model of vignettes in the Czech Republic. A substantial change
was made in the system of time-based fees: the single category of vehicles below 3.5 t
was divided into the groups of passenger vehicles and light commercial vehicles. Another
group of motorcycles, which have not been subject to road charges up to now, was
added. This fact reflects the first assumption defined before the design of the new model.
The prices of annual, monthly and 10-day vignettes were calculated for each category of
the vehicles. Vignette prices were determined depending on another assumption of the
proposed model, i.e. reflecting the degree of transport infrastructure wear attributable to
the operation of a certain type of vehicles. Another pre-defined assumption was that the
total receipts from the sale of vignettes will not exceed 5 %. This assumption was also
met and the amount of total receipts based on the model year 2016 was by 3.14 %
higher. The data from 2016 were used due to the availability of comprehensive
information enabling the design of a time-based fee model. The proposed model also
assumes that the range of exemptions under Section 20a Act No. 13/1997 Coll., will be
expanded to include “green” vehicles, i.e. electric and hydrogen-powered vehicles,
thereby contributing to the fulfillment of goals set out in the National Action Plan for
Clean Mobility.

The designed model of a time-based fee in the Czech Republic is definitely a challenge
that, if put to practice, would effectively address the existing imperfections of the current
system of pricing the operation of road motor vehicles in the Czech Repubilic.
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Abstract: Many of the world’s capital markets require some version of IFRS for financial
statements of listed entities. With IFRS covering 87% of the world s biggest
jurisdictions, it is a key success factor for a US capital market participant to be financially
bilingual, as they continue to look for global investment opportunities. In this paper we
identify the key issues evolving in the decision-making process when engaging in
business combinations with IFRS preparers. Using detailed textual analysis of the current
IFRS and US GAAP provisions, the paper identifies the set of factors to consider in any
merger or acquisition made between US company and a company reporting under IFRS.
We concluded that despite of the global harmonization of accounting reporting in the area
of business combinations there are still implication differences causing significant
changes in the value of shares, equity or goodwill that might imperil the success of
investment decisions of US investors. Therefore, the aim of the submitted paper is to
provide guidelines on reduction risks resulting from a lack of knowledge of the differences
between the IFRS and the US GAAP and to create information basis for both, investors
primarily using US GAAP but also those preferring the IFRS, to become financially
bilingual.

Keywords: IFRS, US GAAP, business combinations, investment decision, goodwill, merger
and acquisition

JEL codes: F36, F65, M40, M41

1 Introduction

Globalization of the world economy beginning in the second half of the 20th century led
to a rapid increase in international economic transactions and so it has prompted the idea
of creating global accounting standards. Their purpose was to harmonize information
presented in financial statements of transnational companies operating all around the
world. By doing so, not only transparency of accounting and financial reporting was to be
increased, but also the likelihood of maintaining the stability of global financial markets.

In 1973 accounting organisations of eleven world leading economies (incl. Australia,
Canada, France, Germany, Japan, Mexico, Netherland, United Kingdom, Ireland and the
USA) established the International Accounting Standards Committee (IASC), the
predecessor of the International Accounting Standards Board (IASB), which nowadays
operates as an independent team of experts that develops and approves International
Financial Reporting Standards (IFRS). In 2018 IFRS was, at least in some extend
required in 144 jurisdictions worldwide (IFRS Foundation, 2019).

While in the most of these jurisdictions the one-sided process of convergence of national
accounting standards to the IFRS has been launched, in case of the USA, national
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US Generally Accepted Accounting Standards (US GAAP) were dominating the process of
convergence first. Even though the relationship between US GAAP and IFRS is much
more balanced today, the deep-rooted US economy's social imperatives has had a huge
impact on revising existing or creating new interrelated IFRS and US GAAP standards
(Bagiova, 2018). According to the US GAAP, information needs of investors are superior
to the information needs of other external entities (Meluchova, 2016), which was also
transferred to the IFRS under the revised Conceptual Framework, as following: “The
objective of the financial reporting is to provide financial information about the entity that
is useful to existing and potential investors, banks, statutory bodies and other entities in
the process of making resources decisions." (Flood, 2018)

The US has long been the country with the highest inflow and outflow of foreign direct
investments (FDI) in the world and the country where most of the biggest companies
have their origin (UNCTAD, 2019). With such a volume of investment, the US investors
are those, whose decisions are crucial for the stability of international financial markets.
Since IFRS covers 87% of the world economies (IFRS Foundation, 2019), for US
investors to understand financially bilingual transactions is very important. They should
not only have enough knowledge to identify differences between US GAAP and IFRS, but
also the ability to prepare financial statements under both. Main reasons for this need
emerge from factors such as following:

« mostly it is mandatory to comply with IFRS requirements when US investors look
for global investment opportunities abroad,

+ cross-border mergers and acquisitions or other capital-raising activities mostly
require the use of IFRS when processed outside the USA,

+ demand of non-US stakeholders in US companies to use of IFRS is rising,

« as US companies have many non-US subsidiaries, they consolidate financial
statements prepared under IFRS and transform them according to the
requirements of US GAAP,

+ the decision of SEC (The Security and Exchange Commission) from December
2007 to accept IFRS-compliant financial statements for non-US companies on the
US regulated market without the need to transform them made IFRS the internal
part of US financial market.

All these situations require the investor to be able to consider in its decisions-making
process that, when applying IFRS, the value of assets and liabilities may be different than
it would be under US GAAP.

2 Methodology and Data

The aim of the submitted paper is to identify key issues evolving in the decision-making
process of a company reporting under US GAAP that engage in a business combination
with an IFRS preparer, and to help potential investors reduce risks of making unprofitable
decisions considering such a transaction. Research that precedes meeting this goal is
based on the US GAAP Accounting Standards Codification (ASC) 805 - Business
Combinations provisions on one hand and the IFRS 3 - Business Combinations on the
other.

Since analysing all the differences evolving from the comparison of IFRS and US GAAP
provisions would be very extensive, our approach is to begin by narrowing the issue. We
look at the process of cross-border business combinations from the perspective of US
investors reporting under the US GAAP, who make an investment decision on a cross-
border M&A (merger and acquisition) transaction, where the target is a company
reporting under the IFRS.

Based on the hypothesis that accounting for acquisitions of assets differs significantly
from that of acquisition of business, first we focus on proper identification of the
transaction. This we consider essential for any further discussion on how investor should
decide about engaging in such a transaction or not. By synthesis of our acquired
knowledge we create the basic tool for classifying the transaction correctly.
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As a next step, we analyse the phases of a business combination. It allows us to identify
that part of the process, when it is important to collect information on applied IFRS
accounting standards and how their application differ from US GAAP and assess the
importance of the identified differences.

At last, we analyse which differences in reporting assets, liabilities and equity under IFRS
and under US GAAP have the most significant impact on investor’s decision-making
process. On those points we identify as the riskiest to omit in we provide a guidance and
explanation, why the difference is present and how to handle it when transforming IFRS
financial statements to the reporting under the US GAAP. Identified differences that are
related to the formal or structural aspects of accounting and financial reporting are
excluded. We only deal with those affecting the value of the assets, liabilities and equity.
Special focus is placed on the value of noncontrolling interest and goodwill.

3 Results and Discussion

Under the existing guidance for business combinations, in both ASC 805 and IFRS 3, an
entity determines whether a transaction is a business combination based on whether the
acquired subject meets the definition of a “business”. In this context, both standards
have been amended in 2017 with similar intentions. According to the FASB (Financial
Accounting Standards Board), because the previous definition was applied too broadly,
ASC 805 has been amended “to clarify the definition of a business with the objective of
adding guidance to assist entities with evaluating whether transactions should be
accounted for as acquisitions of assets or businesses” (FASB, 2017).

Business remained to be considered as an integrated set of activities capable of providing
a return (further as “a set”), but the amended standard provides investors a screen to
determine whether a set is or is not a business. The screen operates with three elements
- inputs, processes and outputs (for their definition see ASC 805-10-55-4). Based on our
analysis, we created the decision tree that simplifies the issue of distinction between
assets and business acquisitions (see Figure 1). It follows the essential assumption of the
standard that while inputs and processes are necessary elements of the business,
outputs may not be present. Even when we are not able to identify outputs as the part of
the target of the acquisition, it can be considered as a business, when two conditions are
fulfilled (FASB, 2017):

e Employees formed in an organized workforce have all the skills, knowledge or
experience to transform inputs into outputs and thereby ensure the production.
The process performed by workforce must be substantive, which means the
process that significantly contributes to the ability to continue producing outputs
and cannot be replaced without significant cost, effort, or delay in production.

e Present inputs could be developed or converted into outputs (f.e. intellectual
property used to develop a good or service, resources to create outputs,
technology, mineral interests, real estate or in-process research and
development).

When there is no presumption that acquired entity can transform inputs to outputs itself,
there is no relevant reason to classify such an acquisition as the one concerning
business.
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Figure 1 Decision tree for differencing acquisitions types
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Source: Own arrangement based on the data retrieved from the ASC 805

Phases of the business combination transaction

When investors conclude that planned transaction meet the criteria for classify them as
business transactions, from that moment on we can discuss the process of business
combination transaction. In both, theory and practice, we were faced with several
approaches on how to divide this process. We prefer a division into three phases, as
described below:

Deal preparation - also known as pre-combination phase is where the idea of
transactions comes out. This is the phase where information about the target
company is collected and the strategic planning take place. When finding the right
target for a M&A transaction that is compliant with available sources and strategic
objectives of the investor, this is followed by the process of understanding
differences in financial issues of the target company. These are mainly tax
requirements of its home country, M&A conventions on national and international
level, market specifications for the certain region, and legal practice of the
country. Assessment of accounting information and information about applied
financial reporting standards starts here. Putting the investor and potentially
acquired company on common financial terms is advisable. Optimally, audited
financial statements of a potential acquiree should be used as the source of
information on financial situation of the company, but due to increased costs and
information unavailability that does not happen usually. To lower the costs,
acquiring companies do the analysis in-house, while not all items are translated,
but mainly those most relevant for the decision-making or those where some
unusual values are detected.

Due diligence -reasonable steps are taken in order to satisfy legal requirements of
transaction. At this stage, differences between US GAAP and IFRS are considered
mostly in terms of formal and structural differences of financial statements and in
terms of preparing opening consolidation statements or initial valuations of assets
and liabilities.

Reporting - at this stage the deal is made, and the investor looks at how to report
the acquired company in its consolidated financial statements. First, the process
of translating financial statement under IFRS to the US GAAP must be set and
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then the methodology of involving these statements into the companies
consolidated accounting, reporting and financial statements.

Many cross-border transactions take place outside the USA, even if US investors are
engaged. These investors first operate with IFRS individual financial statements of the
potential acquire, which is usually transposed into the consolidated financial statement
under the ASC 805. But to meet international requirements, also the consolidated
financial statement under the IFRS should be prepared. Therefore, in the next part of
presenting our results we discuss the change in value of selected items comparing the
ASC 805 and IFRS 3 provisions. Financial statements are prepared in the final stage of
business combination Reporting, but the discussed differences presented below should be
considered much sooner, advisably in the first stage Deal preparation.

Measurement of noncontrolling interest (NCI)

According to the ASC 805-20-25-1 and IFRS 3.10, as of the acquisition date, the acquirer
shall recognize, separately from goodwill, the identifiable assets acquired, the liabilities
assumed, and any noncontrolling interest in the acquire. Under ASC 805, the acquirer is
required to record any noncontrolling interest at their acquisition-date fair values
(ASC 805-20-30-1). There is no other option to choose for setting the value of NCI under
the US GAAP.

IFRS 3 gives two options. NCI ownership that entitle the holder to a proportionate share
of net assets in a liquidation may be measured at either fair value or as the NCI's
proportionate share of the acquiree’s aggregate identifiable net assets. While
measurement at fair value includes goodwill, in the second the goodwill is excluding. As a
result, the value of NCI and goodwill under the IFRS may be lower under if an investor
selects the second option. We illustrate this on the Figure 2 bellow. The accounting
election related to the measurement of the noncontrolling interest in a partial acquisition
can impact the amount of goodwill recognized under IFRS. However, goodwill is the same
for a full or partial acquisition under US GAAP.

Figure 2 Example on measuring NCI under the IFRS 3

NCI BASED ON PROPORTIONAL

NCI BASED ON FAIR VALUE INDENTIFIED NET ASSETS

Consideration transferred

for a80% interest ) 0
NCI 10 (assumed proportional fair 7 (10% of the fair value of net
value of the 10% NCI] assets of 70)
Total consideration 100 97
Net assets (70) (70)
Goodwill 30 (100 minus 70) 27 (97 minus 70)

Source: Own arrangement based on the provisions of IFRS 3

Contingent assets and liabilities

Contingent assets and liabilities are existing conditions or sets of circumstances, but they
result in certain uncertainty about a possible gain or loss. The approach of IFRS and
US GAAP to their recognition and measurement differs significantly. Under ASC 805, both
contingent assets and liabilities are recognized, while under the IFRS 3 contingent
liabilities are recognized at the acquisition, but contingent assets never.

Under the ASC 805, both the assets and liabilities are measured at fair value, if the
acquisition-date fair value can be determined during the measurement period. If it
cannot be determined, there are two criteria should be met. One considers existence of
one or more future events confirming the existence of the asset or liability and the other
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is that the amount of asset or liability can be reasonably estimated. That estimate is
subsequently used for setting the value of contingent asset or liability.

Under the IFRS 3, contingent liabilities are initially recognized at fair value if they meet
the definition of a present obligation and are reliably measurable. Subsequently, at the
end of each period they are recognized at the higher of the best estimate to the date of
subsequent recognition and of an acquisition-date fair value lowered by amortization.

Previously held equity interest in an acquire

In recent years, many companies are much more cautious in making investment
decisions, so the acquisition is preceded by obtaining minor equity interest in a target
company. Later, when investor decides to make a business acquisition, the recognition
and measurement of its prior equity interest must be considered. On the acquisition
date, the acquirer exchanges its status as an owner of an investment in the acquiree for
a controlling financial interest of the acquire. Gain or loss is recognized based on the
remeasurement of this previously held equity interest in the acquiree to fair value. If
there are any prior adjustments to the fair value of this equity interest recognized
directly in equity through the comprehensive income, here the treatments under
US GAAP and IFRS differs. Under US GAAP this should be reclassified and included in
gain or loss. Under IFRS it should be recognized on the same basis that would be
required if the acquirer had.

4 Conclusions

Many of the world’s capital markets require some version of IFRS for financial statements
of listed entities. IFRS has become international language of accounting and financial
reporting

Despite the ongoing convergence process of IFRS and US GAAP, investors should
continue to perceive the differences between the application of these two sets of
standards in both the impact of accounting methods and disclosure requirements.
Understanding these differences and their impact on key deal metrics will lead to a more
informed decision-making process and more accurate purchase price setting. On the
opposite, omission of relevant differences between US GAAP and IFRS may pose risks not
only to the transaction itself, but when omitted market-wide it may destabilise the whole
financial market.

That is the reason why financial bilingualism is becoming one of the main features of a
successful investor. Since getting enough knowledge from direct comparison of US GAAP
and IFRS is very time intensive, the aim of submitted paper, based on the previous
research, was to present key issues evolving in the decision-making process of US
investors that engage in a business combination with an IFRS preparer. To do so, we
placed focus on the basic information an US investor should consider before engaging in
the cross-border M&A transaction with a company reporting under IFRS.

First result of our work is a practical decision tree we created for an easier classification
of the character of acquisition transactions. It clearly distinguishes between an
acquisition of assets and a business acquisition. Business acquisitions are further
analyzed in terms of their process. We identified three stages of the business
combination, while emphasis the first one, where the decision on whether to invest or not
is made. Even the phase of financial reporting under certain set of standards comes
much later when the business combination is processed, we underline the importance of
financial bilingualism in early stages. Lack of information on how transforming financial
statements from IFRS to US GAAP or backward impact value of the acquired business can
put an investor at risk.

The third area in which we present the results of our work is comparison of differences in
presenting value of specific items characteristic for business combinations under the
ASC 805 and the IFRS 3. We focused on noncontrolling interests, contingent liabilities
and assets measurement and goodwill, where we identified significant differences in
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setting the value of these items that must be considered when investor decides the
profitability of the transactions.

Measuring NCI at fair value can not only to different value of NCI but also the value of
goodwill is affected. Both can be lower when applying IFRS method based on proportional
identified net assets.

Considering contingencies there are not also measurement differences, but the most
significant point for the investor is, that under IFRS there are no contingent assets
recognized, which means that the net amount of contingencies can differ significantly and
thereby it may affect the overall value of the business presented to stakeholders.
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Abstract: The aim of this paper is to evaluate the various policies supporting the cultural
and creative industries development at the national level. Cultural and creative industries
operate partly on different principles compared to traditional sectors, so the
governmental support takes into account these specificities. The regulatory framework is
important in boosting the entrepreneurial activity of cultural and creative industries.
Granting fiscal reductions or incentives to investors in the cultural and creative industries
can enable greater investment. The investment of the European Structural Funds should
be encouraged, with special support to regional networking initiatives and platforms for
cultural and creative industries. EU Cohesion and Structural funds could function as part
of the resources allocated to Cultural and Creative industries at a European level as well
as at the regional level. Cultural and creative entrepreneurs rely heavily on the use of
networks within highly innovative and risk-oriented environments. However, the lack of
access to finance and to market can hinder their development.
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1 Introduction

Support to the culture sector aims to both protect and promote European cultural
heritage while supporting the cultural and creative industries, enabling them to act as a
driver for growth and job creation (Boix and Soler, 2017). The culture sector has, for
some time, remained underdeveloped and relatively ignored in terms of its potential
contribution to society. Protecting Europe's cultural heritage from human and
environmental threats is essential if it is to survive (Cerisola, 2019).

The European Commission is engaged in various activities in support of the culture
sector, ranging from discussions with stakeholders to the funding of culture sector
initiatives. Examples of the Commission's activities in the sector include:

e Actions and initiatives such as the Capitals of Culture or Heritage Days,

« Framework programmes, such as Creative Europe,

e International policy cooperation,

e Stakeholder consultations and dialogue.
In addition to this, the European Commission represents the interests of the European
Union in international initiatives, such as those headed by the United Nations
Educational, Scientific and Cultural Organization (UNESCO).

The man milestone has been the implementation of the Culture programme from 2007-
2013. The European Commission has also established a network of culture experts and
has published reports, studies, and policies on support to the culture sector. The
European Commission will continue to provide support to the culture sector, notably
through the Culture strand of the Creative Europe programme.
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In addition to this, the European Commission intends to:

e carry out an extensive mapping of the culture sector,

« focus on new and innovative ways to prevent the trafficking of cultural goods,

e identify and implement new measures to promote and protect cultural heritage.
In terms of supporting research infrastructure, we can divide projects into 8 types:

« Centers of Excellence (support for excellent basic research),
« R&D centers (industry - academia),
e Competence Centers (relatively huge connecting of academic institutions and
industry),
« Applied research and technology transfer projects within established research
centers;
» Infrastructure renewal projects at universities,
e Upgrading of instrumentation,
« National projects,
e University science parks and research centers - stage I.
None of the forms of R&D support within the different types of research centers meant
the emergence of separate legal entities. It was the creation of partnerships on the asis
of contracts between the parties organizations (Domenech et al., 2014).

2 Creative and Cultural Industry in the Visegrad Group

Section 2 describes creative and cultural industry in the Visegrad Group countries.
Section 3 discusses methodology used in this paper and the main sources of used data.
The results of used analysis and evaluation of the policies supporting creative and
cultural industry is a part of section 4. Section 5 concludes.

Figure 1 illustrates distribution of the enterprises in creative and cultural industry within
the Visegrad group. Almost half of the cultural and creative enterprises in the Visegrad
group were operating in Poland in 2015. The smallest amount of the cultural and creative
enterprises were recorded in Slovakia (Eurostat, 2019a). Data for year 2016 - 2018 were
not available.

Figure 1 Distribution of Creative Industries in V4 countries (2015)

Slovakia
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Source: own processing, data extracted from Eurostat

Sectors of the cultural and creative industry are mentioned in table 1. The following
sectors are sorted by NACE rev. 2 codes.
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Table 1 Sectors of the cultural and creative industry

NACE Rev. 2 Description
codes
C18 Printing and reproduction of recorded media
C32.12 Manufacture of jewellery and related articles
C32.2 Manufacture of musical instruments
G47.61 Retail sale of books in specialised stores
G47.62 Retail sale of newspapers and stationery in specialised stores
G47.63 Retail sale of music and video recordings in specialised stores
J58.11 Book publishing
J58.13 Publishing of newspapers
J58.14 Publishing of journals and periodicals
J58.21 Publishing of computer games
J59 Motion picture, video and television programme production, sound
recording and music publishing activities

J60 Programming and broadcasting activities
J63.91 News agency activities
M71.11 Architectural activities
M74.1 Specialised design activities
M74.2 Photographic activities
M74.3 Translation and interpretation activities
N77.22 Renting of video tapes and disks
R90 Creative, arts and entertainment activities
R91 Libraries, archives, museums and other cultural activities

Source: data extracted from Eurostat

Figure 2 shows turnover of the enterprises in the creative and cultural industry in the
Visegrad group. The data for the Czech Republic were not available. As one can see, the
increase of the turnover was recorded only in the Slovak Republic (Eurostat, 2019b).
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Figure 2 Turnover of the Enterprises in the Creative and Cultural Industry in the
Visegrad Group in Million (EUR)
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Source: own processing, data extracted from Eurostat

Support for creative and cultural industries in the European Union is funded through the
various programmes, mostly from the European Regional Development Fund. The
following programmes, supporting the cultural and creative industry in the Slovak
Republic, are further mentioned in the contribution:

e Slovak Arts Council,
* Slovak Film Commission, and
+ Creative Europe Desk.

Slovak Arts Council is a self-governing public institution guaranteeing support of art
activities, culture and creative industry, which was established according to Act No.
284/2014 Coll. Slovak Arts Council replaced the substantial part of the former grant
system of the Ministry of Culture of the Slovak Republic and is independent of central
bodies of state administration. Its main mission is the support of “live” arts and culture
with a special focus on diversity (Act no. 284/ 2014 Coll. on the Slovak Arts Council and
the amendment and supplement to Act no. 434/2010 Coll. on granting subsidies within
the competence of the Ministry of Culture of the Slovak Republic, as amended by Act no.
79/2013). Slovak Arts Council provides grants especially for creation, production,
distribution and presentation of works of art; support of international cooperation;
educational programmes in the fields of art, culture and creative industry; grants for
individuals who contribute to development of arts and culture in creative way or by
research. Slovak Arts Council provides grants financial support for artistic activities,
culture and creative industry, as follows:

a) creation, production, distribution and presentation of art objects and their
reflections,

b) support of international cooperation in the field of artistic activities, culture and
creative industry,

c) educational programmes in the fields of art, culture and creative industry,

d) grants for individuals who contribute to development of art and culture in creative
or research way in the Slovak Repubilic,

e) projects that are supported within the programmes of European Union supporting
the cultural sector and cultural and creative industry, if such projects contribute to
achieve goals relevant for European Union and the Slovak Repubilic,

f) protection and development of cultural heritage and making it accessible for the
public, besides areas of monumental funds (The Slovak Arts Council, 2019b).

Slovak Film Commission was established in 2009 to support audiovisual production in the
Slovak Republic and promote the country to international filmmakers as one of the
world’s top destinations for international film productions. It provides:
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« development, creation and production of Slovak audiovisual works, including
European co-productions,

e distribution, promotion and marketing support for audiovisual works,

e presentation of Slovak cinematography abroad,

- digitalization of cinemas and technological development in the audiovisual sector,

» film festivals and shows,

e research and publishing of professional literature

e education, workshops and trainings for audiovisual professionals.
The Slovak Film Commission's resources consist of public finances (state budget) and
contributions from non-state actors using audiovisual works in their business:

e public television (5% of advertising and teleshopping revenue),

e private television (2% of advertising and teleshopping revenue)

« cinemas (1% of each ticket sold),

o distributors of audiovisual works (1% of revenue from the distribution of

audiovisual works other than cinema revenue),

« retransmission operators (1% of retransmission revenue).
The state contribution is at least 6 million euros per year (Act no. 516/2008 Coll. on the
Slovak Film Commission as amended).

Creative Europe Desk helps the cultural and creative sectors to seize the opportunities of
the ‘digital age’ and globalization. The programme enables the sectors to reach their
potential so that they can contribute to the Europe 2020 goals for sustainable growth,
jobs and social cohesion. Creative Europe Desk opens up new international opportunities,
markets and audiences and builds on the success of the MEDIA and Culture programmes.

3 Methodology and Data

In this section, we describe the data collection procedures, we present the platform used
in the study and we present the empirical strategy that we adopted. We used
comparative research to analyse the financial support policy across the most established
programmes in the Slovak Republic. A major problem in comparative research is that the
data sets in different countries may define categories differently (for example by using
different definitions of the creative and cultural industry) or may not use the same
categories. To eliminate the possible differences in the definition of the creative and
cultural sectors, we compared the creative and cultural industry among the similar
countries (the Visegrad group).

In our paper, we focused on the following indicators:

« number of the rejected applications,
« number of the applications approved,
e total requested amount of the financial support,
« total approved amount of the financial support, and
e average approved amount per 1 application.
We draw on data from:

« Database of The Slovak Film Commission,

» Eurostat Database,

« Database of the Slovak Arts Council to evaluate the policies supporting the
creative and cultural industry in the Slovak Republic.

4 Results and Discussion

This session introduces financial support policy of the various programmes in the Slovak
Republic and provides detailed information about approved financial support for the
cultural and creative industry.

The first analyzed grant scheme is provided by the Slovak Arts Council. Applicants may
apply for funding on the bases of open calls for particular programmes of the Slovak Arts
Council funding structure according to criteria, conditions and rules of officially adopted
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regulations. Table 1 contains the maximum amount of the financial support. Organizers
of the festivals may apply for the highest financial support - up to EUR 200 000.

Table 1 Scheme of the Financial Support Policy of the Slovak Arts Council

Sectors of the Creative and Cultural Maximum Amount of Financial
Industry Support
Arts EUR 30 000
Magazines EUR 65 000
Gaming EUR 100 000
Cultural centers EUR 150 000
Festivals EUR 200 000
Research & Educational activities EUR 30 000
Libraries EUR 15 000
Museums & Galleries EUR 30 000
Collection funds EUR 30 00
Arts EUR 30 000

Source: data extracted from the Slovak Arts Council

The structure of the received and approved applications in 2018 is conclude in table 2
(The Slovak Arts Council, 2019a). The highest number of the received application and the
highest requested amount of financial support were in the category Art. As one can see,
average amount of the financial support per 1 application was approved in category
Events, Cultural Centers and Magazines.

Table 2 Received vs. Approved Applications in 2018 (the Slovak Arts Council)

Sectors of Received Requested Approved Approved Average
the Creative Applications Amountin Applications Amount amount
and Cultural EUR in EUR per 1
Industry application
Art 2 372 25934 781 1401 8 227 918 5872,9
Events, 174 6 661 559 114 4 087 465 35 855,0
Cultural

Centers and

Magazines

Research 358 3583770 210 1 055 203 5024,8
and

Education

Activities

Traditional 1 068 8 780 330 654 2 780 330 4 251,3
Culture,

Cultural and
Educational
Activities

Memorial 896 6 708 330 663 3003418 4 530,0
and Funding
Institutions

City of 62 1677 315 26 483 115 18 581,3
Culture

Total 4 930 53 346 085 3 068 19 637 6 400,7
449

Source: The Slovak Arts Council

35



Financial support policy of the Slovak Arts Council shows that the total biggest amount is
dedicated for the enterprises operating in the category Art (figure 3). Average amount
per 1 application did not overdraw the limit set by the Slovak Arts Council.

Figure 3 Financial Support Policy of the Slovak Arts Council in 2018

City of Culture HE 483,115
Research and Education Activities I 1,055,203
Traditional Culture, Cultural and Educational Activities I 2,730,330
Memorial and Funding Institutions N 3,003,418
Events, Cultural Centers and Magazines I 4,037,465
Art I 8,227,918

0 2,000,000 4,000,000 6,000,000 8,000,000
Source: own calculations, The Slovak Arts Council

The results of financial support policy set by the Slovak Film Commission are included in
table 3. Number of the approved application varied between 243 and 350 per year (The
Slovak Film Commission, 2019). The Slovak Film Commission provides the highest
average amount of financial support per 1 application (EUR 17 863 - 35 320).

Table 3 Financial Support Policy of the Slovak Film Commission

Financial 2010 2011 2012 2013 2014 2015 2016 2017 2018
Support

Received

A 508 518 483 668 602 548 594 523 527
Applications

Approved

o 260 243 249 349 329 331 350 346 333
Applications

Average 26 23 21 17 19 19 20 35 31
amount per 1

A 160 284 168 863 456 682 798 320 524
application

Source: own calculations, data extracted from the Slovak Film Commission

As one can see, the approved financial support is insufficient from the establishment of
the Slovak Film Commission (Figure 4). The interest in the financial support provided by
this programme is still unbelievably high. The result cased by the lack of the financial
support is the slowly decreasing total requested amount.

Figure 4 Requested Amount vs. Approved Amount of Financial Support (the Slovak Film
Commission)
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Source: own calculations, data extracted from the Slovak Film Commission
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Figure 5 confirms the high share of the applications rejected by the Slovak Film
Commission. The share of the approved applications moves between 46.91% and
66.16%. In fact, the Slovak Film Commission has insufficient financial sources to support
all applicants.

Figure 5 Share of the Approved and Rejected Applications for the Financial Support
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Creative Europe Desk as a programme supported the lowest number of the cultural or
creative enterprises in comparison with the other mentioned programmes. Figure 6
demonstrates the overall number of the approved applications and total approved
amount of the financial support. The latest data were not available (Creative Europe
Desk, 2018).

Figure 6 Results of the Financial Support Policy between 2014 and 2017 (Creative Europe

Desk)
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Source: own calculations, data extracted from Creative Europe Desk

In fact, one of our conclusions of this paper would be that the evidence on the access of
the financial support for the creative and cultural industry in the Slovak Republic is still
very limited and needs much more systematical changes.
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5 Conclusions

The Slovak Republic as a part of the European union needs to invest more in its cultural
and creative sectors because they significantly contribute to economic growth,
employment, innovation and social cohesion.

The Slovak Arts Council in accordance with the Law decided to provide the following
financial support: 294 grants in the amount of EUR 1 420 896, 2 774 endowments
amounting to EUR 18 216 553. The Slovak Film Commission decided to support the
highest amount of applications in 2017. The decrease of the approved amount of the
financial support were recorded in 2018.

Creative Europe Desk will provide funding for at least 250 000 artists and cultural
professionals, 2 000 cinemas, 800 films and 4 500 book translations. It will also launch a
new financial guarantee facility enabling small cultural and creative businesses to access
up to €750 million in bank loans.

Supporting programmes mentioned in the contribution will safeguard and promote
cultural and linguistic diversity and strengthen the competitiveness of the cultural and
creative sectors.
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Abstract: The European sovereign crisis that followed the 2008 crisis showed that rules-
based fiscal policy is insufficient in itself in order to avoid fiscal alcoholism and excessive
sovereign debt. Nevertheless, these policies have become more and more widespread in
order to limit indebtedness. This article deals with one of the most important elements of
rules-based systems: the fiscal council. The key question imposed was: is it mostly a
European phenomenon, or rather a global standard? Is there a divergence between the
EU and non-EU fiscal councils, or not? As a method, we employed descriptive statistics,
then a hierarchical cluster analysis, based on the data of the IMF Fiscal Council Dataset.
In conclusion, an EU and a non-EU cluster were formed, thus our working hypothesis was
mostly underpinned. Our results have thus contributed to the literature and advanced the
case that the increased number of fiscal councils can be attributed to European
regulations or internal political issues rather than strengthening of fiscal prudency.

Keywords: rules-based fiscal policy, fiscal council, independent fiscal institutions, fiscal
prudency
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1 Introduction: establishment of Independent Fiscal Institutions

The European sovereign crisis that followed the 2008 crisis shed light on the fact that
rules-based fiscal policy, which contains an explicit rule on the current deficit and the
debt limit (adopted by the Stability and Growth Pact at the European Union level), is
insufficient in itself (Calmfors and Wren-Lewis, 2011). It became broadly clear that fiscal
rules alone are insufficient, as they cannot ensure fiscal discipline and its sustainability.
For this reason, experts started to look for new methods to enforce budgetary discipline.
Extensive attention was paid to the establishment and reinforcement of independent
fiscal institutions (IFI).

In a European context, a specific proposal was raised in the early 2000s. Already at that
time, Wyplosz (2002) predicted that rules-based budgets would never solve the
fundamental economic policy problem and the consequent inclination to generate deficit.
He proposed that every Member State should be required to set up a fiscal policy
committee independent of the government, under the control of people with the
appropriate professional background, and with a mandate to maintain the sovereign debt
over the medium term. Larch and Braendle (2018) also considered it logical to take fiscal
macro-economic stability policy out of the hands of elected national governments. The
concept was that independent fiscal institutions would determine the target deficit and
the maximum allowed sovereign debt for the particular year. Elected politicians would be
left with elbow room to determine the structure of fiscal revenues and expenditures,
while observing the target deficit for the year. Short-term fiscal policy distortions could
thus be eliminated. An additional argument regarding the euro area is that a better
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coordinated fiscal stabilization policy would facilitate further economic and monetary
integration, and could also increase the efficiency of the euro area’s centralized monetary

policy.

The initial, simple EU-level fiscal rules included in the Stability and Growth Pact have
gradually been completed. Additions include, for example, the two amendments to the
Stability and Growth Pact, and the “Treaty on Stability, Coordination and Governance”
(TSCG), in force since 2013, which contains new and more detailed provisions on the
national limitation of fiscal policy discretion and on increasing EU-level fiscal co-
ordination. In 2011, all Member States of the EU was officially requested to set up IFIs.

The European Fiscal Board (EFB), which was established in 2015, is an independent body
of the European Commission. It was set up for a fundamentally advisory function, and it
assists the Commission in performing its multi-lateral fiscal supervisory functions for the
euro area. The EFB’s duty is to provide an independent evaluation of the fiscal processes
all over Europe, and more specifically in the entire euro area. In this sense, this
institution can already be considered to be a preliminary institution of fiscal union. The
European Commission makes considerable efforts to promote fiscal union and Acharya
and Steffen (2017) and others, believe that the three unions are interrelated, as there
can be no single government securities market without a fiscal union.

The IMF papers are consistent with the EU’s intentions: Berger et al. (2018) think that
without at least some degree of fiscal union, the EU will face existential risks and, for this
reason, at least some kind of simplified fiscal union will be needed following the earliest
possible completion of the banking union and capital market union. However, there are
sceptics as well: according to Herzog (2018), even if the EU Commission thinks that
without a supranational fiscal capacity the EMU will fail, it is not really feasible because of
the resistance of the member states. Therefore, it would be better to “stick to and
enhance the rule-based architecture of Maastricht” (Herzog, 2018).

That said, a fiscal policy function independent of governments is not yet a political
reality. For this reason, the fiscal councils that have been established so far have the
following competences: forecasting, analysis, evaluation and consultation. A few
countries have had independent institutions with fiscal control functions for a long time,
actually for several decades. These include the Central Planning Bureau of the
Netherlands, the Economic Council of Denmark and the High Council of Finance in
Belgium. All of them are intended to supervise the discretional fiscal policies of the
incumbent governments (watchdog function).

It must be highlighted that the US-model (a Budget Office working closely with the
legislature) was adopted by some countries. Such cases include Canada and Mexico
(which neighbor the US), Australia and South Africa (with a common cultural and legal
heritage) and, finally, South Korea. The later adopted its system gradually after the Asian
sovereign crisis of 1998.

IFIs have a highly heterogeneous practice. In some countries, IFIs have mandates
exceeding the central government and covering all the other government sectors:
decentralized agencies, local governments and state-owned companies. Consequently,
IFIs have very different sizes: examples range from IFIs composed of a few persons
(exclusively economists) to supervisory bodies with staffs of several hundreds. The latter
are already fundamentally engaged in ex-post supervision and can be classified among
audit offices/courts of auditors. IFIs are, fundamentally, fiscal institutions that perform
ex-ante assessment, while ex-post evaluation is essentially conducted by courts of
auditors (Kopits, 2016). The OECD summed up IFI good practices in one of their
recommendations (OECD, 2014). Simultaneously, the IMF also developed its
recommendations (IMF, 2013).

The majority of the authors engaged in this topic (Debrun and Kumar, 2007; IMF, 2013;
Kopits, 2016 and Beetsma and Debrun, 2016) describe fiscal council operation and
structure as highly heterogeneous. Below it is shown that, in fact, there are relatively
homogeneous groups according to the individual considerations.
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The fundamental question of our study is whether fiscal councils can be considered as a
basically European model or whether what we are witnessing is the evolution of a global
standard.

2 Methodology and Data

This analysis is based on the IMF’s Fiscal Council Dataset (Debrun et al., 2017). This
database contains data for 39 FCs in 37 countries as at the end of 2016. In addition to
general information (the official name of the fiscal council, the date of its establishment
or profound reform), the database includes the main features of the individual FCs’
competences (specific duties and the means of influencing fiscal policy) and key
institutional characteristics (independence, accountability requirements and human
resources).

Our methodology seeks to find relatively homogenous groups in accordance with certain
considerations. Our test hypothesis is that, in a breakdown by EU and non-EU, fiscal
councils have different characteristics. As a first step, we will use descriptive statistical
methods. In the second step, cluster analysis will be applied, the details of this analysis
are based on the descriptive statistics, thus will be provided later.

It is a general problem to manage in countries (Belgium and the Netherlands) where
there are 2 operative fiscal councils, and thus the competences and responsibilities are
divided between the 2 organizations. As these are usually handled in consolidated way,
this analysis includes 37 councils, and it is noted whenever the sample includes 39
councils.

3 Descriptive statistics: Results and Discussion
The structure adopted by Debrun et al. (2017) is followed for the data processing.
General information

The following indicators were analyzed for each fiscal council: region (EU vs. non-EU);
the year of foundation; the year of major changes to its mandate; if it is a parliamentary
organization or a separate institution; which level of government is covered by its
mandate.

There was a major increase in the number of fiscal councils all over the world in response
to the crisis. The major part of this increase can be linked to the EU’s mandatory
regulation. In the case of IFIs outside the EU, it is mainly the larger developed countries
with federal structures (Australia, Canada and the USA) that have adopted these
institutions and provided them with legal and operational independence. In addition to a
federal structure, the establishment of IFIs may in many cases be clearly related to
episodes of fiscal crisis. In the case of developing countries, IMF and OECD
recommendations may have a significant role in the establishment of IFIs. The non-
federal South Korea is a special case, as the National Assembly Budget Office was set up
in 1994, and then it was re-organized in 2000, in response to the 1998 crisis, in the form
of a Legislative Counselling Office and a Budget Policy Office, and made completely
independent in 2003 under the name of the National Assembly Budget Office. In 1998-
1999, as a result of a crisis, the federal state of Mexico also established its own
institution under the name of the Center for Public Finance Studies. Naturally, the latter
two are advisory bodies to parliaments, established to improve the fiscal authenticity of
the given countries after the crises, and otherwise follow the organizational pattern of the
U.S. Congressional Budget Office (Curristine et al., 2013). The Australian (2012) and
South African (2014) Parliamentary Budget Offices were launched with similar motives
and follow a similar example.

In Chile, the fiscal council established in 2013 was reformed in 2018 to increase its
independence. However, the fiscal discipline policy was started in Chile in 2001 by the
Fiscal Responsibility Law, which required that the structural balance must have a 1%
surplus. Major changes were made to the mandate in 11 of the 39 councils (7 of them in
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the EU). The overwhelming majority of the changes (8) were made after, and as a
response to, the crisis.

An important question is how this role appears institutionally: as a parliamentary fiscal
advisory body independent of the government or as a body separate from parliament. As
the IMF database does not include the latter breakdown, we have completed the
database. Clearly, the typical institutional form in the EU is to have separate councils,
while the practice outside the EU is mixed. Note that in the EU the national audit offices
are assigned this role (in Lithuania and in Finland).

Table 1 Institutional form

EU Non-EU
Parliamentary organization 2 8
Organization separate from Parliament 24 5

Source: the authors, Note: In this case a sample of 39 councils were divided

Another important difference between the EU and non-EU groups is in the competences
of the fiscal councils. Fiscal councils outside the EU usually (with the exception of 4) have
mandates that only cover the central budget. In the EU they have a wider scope
everywhere: they supervise the complete field of public finances.

Key elements of the mandate

Every IFI conducts positive and descriptive analyses. More than half of the IFIs are
empowered to carry out normative analyses (i.e. recommend action to achieve the
specific fiscal objectives). In non-EU countries, only 31 percent of them have a normative
competence, while in EU Member States, this ratio is 67 per cent.

The most important activity IFIs perform is the predictive evaluation of the various
aspects of fiscal developments. In an EU/non-EU breakdown, a significant difference is
seen between the two groups.

Table 2 Key mandate elements

Foreca Forecast Recom Long- Consiste Costin Monitori
sting Assesmen mendati term ncy with g of ng
t ons sustainab objective measu fiscal
ility® s? res® rules
EU 38% 88% 71% 75% 96% 33% 100%
23“' 62% 69% 77% 38% 54% 62% 31%

Source: IMF Fiscal Council Dataset, Notes: 1) “Long-term sustainability” is defined as the long-term
forecast of government balance and debt level. 2) “Consistency with objectives (beyond fiscal
rules)” is defined as the assessment of government budgetary and fiscal performance in relation to
fiscal objectives and strategic priorities. 3) "Costing of measures" is defined as the quantification of
either short-term or long-term effects, or both, of measures and reforms.

In the EU, every institution checks compliance with the various fiscal rules from a
forward-looking perspective, including the evaluation of forecasts and longer-term
sustainability. In non-EU countries, these aspects are considerably less significant, as the
emphasis is basically on forecasts and on the assessment of the short- and/or long-term
impacts of public finance actions. With the exception of 6 institutions (2 IFIs in the EU,
and 4 in developing, non-EU countries), the majority conduct ex-post analyses.

Responsibilities and means

The following main instruments are used to influence the budget:
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Table 3 Fiscal councils’ direct impact on the budget process (in %)

Forecasts used Binding Comply or Formal Can stall
in the budget forecasts explain consultation the

or hearings budget

process
EU 13% 8% 33% 63% 4%
23 n- 8% 0% 0% 23% 0%

Source: IMF Fiscal Council Dataset

Overall, it is clear that fiscal councils’ direct impact on the budget process is currently
less significant; they are basically considered as advisory bodies. However, in the EU
Member States, they have a set of relatively more powerful instruments.

The other basic method they use is pressure through public opinion, and the provision of
objective information to the public about budgeting procedures. All but one of the fiscal
councils make public reports. Six of the 37 fiscal councils did not have data available on
the evaluation of media impact. According to the IMF’s evaluation, 26 of 30 councils have
a high media impact. In the EU Member States where data was available, 95 per cent of
the IFIs had a significant media impact, and this ratio was 64 per cent in non-EU
councils.

Independence

Independence can be considered from a legal and from an operational perspective. Legal
independence is when the council’s independence from political intervention is ensured
by law or contract. However, de facto operational independence from politics may be
implemented even in the absence of legal independence, due to the council’s
independent expertise. Note that in our opinion, in an undemocratic country (Iran) the
term “independence” does not make any sense.

88 per cent of the EU IFIs can be considered legally and 81 per cent operationally
independent. In non-EU countries, the corresponding ratios were 69 and 54 per cent,
respectively. If the latter is further subdivided into developed and developing non-EU
countries, we get two markedly different groups. Merely 33 per cent of IFIs in developing
non-EU countries show operational independence, and if Iran is removed from this group,
the ratio is only 22 per cent.

Resources

The IMF database characterizes the human resources related to IFI management by
several groups of variables. One such group of variables relates to the composition and
content of the IFI: the headcount, the number of years mandated, whether mandates are
renewable or not, the members’ backgrounds etc. This group has not been included in
this analysis, as it is not considered a relevant indicator for our hypothesis. The other
group of characteristics - which we consider relevant - concerns the selection and
dismissal of IFI leaders.

Less than half (46%) of the IFIs can appoint their leaders independently of the
government. In terms of dismissal, IFI leaders are slightly more protected from the
government. The third group of variables shows the size of IFIs based on the number of
non-executive employees. The majority of IFIs are small in size: those employing more
than 15 persons are already considered large (there are 13 of them). For this reason, in
the cluster analysis the sample is divided into two: small and medium-sized/large
institutions (with an employee headcount exceeding 15).

4 Cluster analysis: Results and Discussion

This research uses the method of hierarchical cluster analysis, i.e. the classification of
countries in different groups called clusters. The Euclidean square-distance indicator is
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selected to determine the distance between countries. Ward’s method is used for
classification, as it reduces dispersion in groups and increases their homogeneity. The
dissimilarity between two clusters is computed as the increase in the "error sum of
squares" (ESS) after fusing two clusters into a single cluster. Ward's method chooses the
successive clustering steps to minimize the increase in ESS at each step. For the
calculation, we used Orange datamining software.

The explanatory variables are those detailed under the title “Descriptive statistics”. Two
constant variables (the year of establishment and the year of a major change) are
omitted from the analysis for technical reasons (as during the cluster analysis they
cannot be effectively used together with discrete variables) and, on the other hand, we
wanted to form homogeneous groups of IFIs according to their operational characteristics
at the end of 2016.

Each of the other variables is transformed into a discrete numerical value (which may be
0 or 1). The absence of data is marked by a separate variable (0 or 1). For example, the
following 3 variables are defined for the selection of Governing / High-level Management
Members: “Selected only by Government”, “Selected not only by Government”, and
“Selected by n.a.”. If any data is missing, the last variable may be 1 and the others may
be 0. Based on the above, we have 34 variables for each country.

The results are depicted in a dendrogram. We also applied a multi-dimensional scaling
(MDS) technique in our database. The primary result of the MDS analysis is a two-
dimensional visualization of countries, expressed as distances between points displaying
the similarity of objects.

The below two figures (Figure 1 and Figure 2) clearly show the two main clusters: in
practice, an EU vs. non-EU breakdown. The cluster analysis includes South Africa, Iran
and Peru in the EU group. Germany is transferred to the non-EU group. If the regional
variable is removed a similar result is given, which underpins the robustness of our
result. As we can also observe, the countries which adopted the US-model were in the
same clusters, with the exception of South Africa.

Figure 1 1° Dendrogram Figure 2 MDS Two-dimensional Results
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Below (Figure 3) is a cluster analysis of factors in order to use the factor characteristic of
a cluster rather than a large number of factors. Factors are classified into the following 8
clusters. One factor was selected of each of the eight clusters (long-term sustainability;
normative analysis; parliament or independent body; consultation or hearing; budget
safeguard; forecast preparation; dismissal only by government; selected not only by
government). Having selected these 8 factors, the cluster analysis was run again (see
the results at Figure 4).
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Figure 3 Dendrogram of Factors
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Figure 4 2" Dendrogram
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The EU vs. non-EU groups clearly separated in this case as well. Note that in this case
the results are already sensitive to which of the 8 indicators are selected from among the
above variable clusters, as the number of variables has been reduced considerably.
Depending on this, the countries at the border of the two clusters may drift from one
cluster to the other.

Overall, our cluster analysis and its sensitivity test has reinforced the experiences
detailed in the descriptive part, namely that the characteristics of fiscal councils differ in
an EU vs. non-EU breakdown. Another important phenomenon of the second dendrogram
is that the US-model-adopting country-group has become clearly visible in the non-EU
cluster.

5 Conclusions

In order to improve the regulation and methodology of fiscal surveillance, much has been
done at the national and international level, but the ex-post control of public finances,
the rule-based budget and fiscal controlling cannot fully prevent fiscal imbalances.
Therefore, independent fiscal institutions (IFIs) have been established in many countries.

The literature emphasizes the heterogeneity of fiscal councils. In contrast, our cluster
analysis confirms the hypothesis that there is a divergence between the EU and non-EU
Fiscal Councils.
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The separation between the two groups can be captured by the following features.
Regarding the institutional form, EU IFIs are typically a body separate from the
parliament, while outside the EU there are considerably more IFIs that may be linked to
the parliament. In terms of the key mandate elements, in the EU every institution checks
compliance with the various fiscal rules from a forward-looking perspective, while in non-
EU countries IFIs have considerably less weight. In the latter, the stress falls primarily on
forecasts and on the assessment of the short- and/or long-term impacts of major public
finance actions. In an analysis of the influence on fiscal processes, it can be established
that currently fiscal councils’ direct impact on the budget process is less significant; they
are basically considered as advisory bodies. Nevertheless, in the EU Member States, they
have a set of relatively more powerful instruments in this area.

Practically everywhere (95%) in the EU, IFIs have an indirect impact, through the media,
while not all non-EU IFIs have it (64%). Most IFIs have both legal and operational
independence in the EU, while this ratio is also lower among non-EU IFIs. In non-EU
developing countries, it is particularly low.

In our opinion, one of the main causes of divergence between IFIs in the EU and in non-
EU countries is that, in the EU, the strengthening of IFls is supported by an increase in
fiscal cohesion and the longer-term objective of the fiscal union. This process is
accelerated by the common European regulation and other integration policies (common
crisis management mechanism, banking and capital market union). In contrast, outside
the EU the establishment of IFIs is triggered by federal organization, on the one hand,
and the need to respond to the reduction of fiscal authenticity caused by crises, on the
other hand.

The IMF and the OECD have also contributed to the latter. An additional factor is the
adoption of similar patterns (USA) operative outside the EU. For this reason, in normal
circumstances central government politicians in non-EU countries may not be expected to
voluntarily give up discretional fiscal policy or, even if they adopt a rules-based fiscal
policy, to “voluntarily” establish genuinely independent supervisory institutions. Based on
the above, IFIs can very much be considered a European solution rather than the
evolution of a new global standard.
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Abstract: One of the main questions that an investor faces when investing, is how to
allocate resources among the variety of different assets. Markowitz portfolio optimization
problem as a part of modern portfolio theory (MPT) solve this problem. The main idea of
the Markowitz model is to create such portfolio management strategies that lead to the
biggest expected returns with minimal possible risk. The expected returns (represent
profit) and the covariance matrix (represents risk measure) of assets of the investor's
portfolio are his inputs. After solving the optimization problem. its direct outputs are the
weights of the distribution of funds over specific assets in order to maximize expected
profit. However, needed inputs are difficult to predict which causes low credibility of the
results. Therefore, we will introduce a robust way to solve this problem. We define filter
matrices that make the selection of the right parameters more uncertain. After that, we
solve this problem by so-called worst-case optimization, when at every point of the
domain of optimization problem we deliberately choose the worst possible parameter
from the relevant uncertainty set of parameters. In our case, the set of uncertainty
consists of filter matrices, which change the data slightly so also expected returns and
covariance matrix will change. The main goal of this paper is to examine this problem in
the real time portfolio modeling when at every point in time we recalculate weights for
assets and adjust portfolio composition. Finally, we discuss variations of this model when
the addition of the new parameter gives a minimization function that will enable us to
use the Markowitz model in solving more difficult non-linear Hamilton-Jacobi-Bellman
differential equation.
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1 Introduction

The goal of this paper is to examine properties of investing models that maximize
investor’'s returns. Especially, we deal with modification of the Markowitz portfolio
allocation problem. We will propose so-called robust optimization that assume uncertain
input parameters (such as expected returns and variance). Our main aim is to prove
statistically that our model has better properties and it is more suitable for portfolio
selection as classical Markowitz approach (Nawrockia and Viole, 2014). The problem of
the optimal allocation of the assets was solved in many papers. Alexander and Baptista
(2011) provided an analytical characterization of the existence and composition of the
optimal portfolios within accounts and the aggregate portfolio. Lan et al. (2012) used BIC
selection criterion to identify relevant stocks to allocate portfolio. (Pfiffelmann et al.,
2016) examined the statistical method used to portfolio allocation. (Alexander et al.,
2017) developed a model to portfolio selection that incorporates aspects of both
behavioral and mean-variance approach.

Now, we introduce the portfolio optimization problem, from the investor’s point of view.
The ones are willing to buy some shares or bonds. His main problem is not only to make
a decision about what to buy, but also how many of it to buy. Let’'s make an assumption
that our original budget is one million euros. Also, we have decided exactly what kind of
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shares we want to buy. Now, we have to develop a strategy, which will tell us how to
divide our budget among these assets. This strategy is represented by weights. These
weights are real values between zero and one. They represent the portion of the budget
invested into a particular asset. We require, the number of these weights must equal to
the number of companies and the sum of the weights equals to one. It means that we
are willing to spend all of our money. These optimization problem, we consider as a
portfolio optimization models. One of them is the Markowitz problem. We are interested
in such combination of assets that leads to maximum returns. During this optimization,
we can't forget that we also deal with risk potential of the assets. The measure of this
risk can be represented by variance and covariance of the returns. So, the problem is not
to maximize expected returns only, but also to minimize the potential risk of the
portfolio.

Markowitz’s approach offers the solution to this problem. The optimization scheme can be
written as follows:

maxgepn 10, (1)
07x0 < o2, (2)
YL 0t=1, (3)
6 > 0. (4)

where vector u € RV with u! = E(X?) is a vector of expected returns and X is the covariance
matrix, %;; = cov(X".X’). We denote by N the number of companies or types of shares.
Matrix X consists of historical returns of the shares, where each column represents one
asset. Vector 8 € RY is our output variable, already mentioned weights. Formulas (3) and
(4) set specific boundaries so the result has features that we defined earlier. Constant o2
is apriori chosen level of variance (risk) that is not supposed to be breached.

The formulas (1), (2), (3) and (4) describe maximization problem. We are looking for
weights @ that maximize expected returns, but on the other hand, we do not want to
breach certain level of variance. The solution exists because we are looking for maximum
value of linear plane over convex subset. In this case, our major problem isn’t the
existence, but relevancy of the solution. Before optimization, we should know the
estimation of ¥ and u. But we don’t. We can guess, make some assumptions, but in the
end, we’ll figure out that there is no such thing like the best approach of estimating
them. For example, mean of returns calculated form historical data should be good
choice of estimator for expected returns u. But who can tell us how long history of
returns to consider? If we take into account too short time series, the results can‘t be
trustworthy. Too long ones can contain information of economic trends that are no more
real. So, the estimation of input parameters can be really tricky. And the thing is, even
small changes in these calculations can cause the great differences in the portfolio.

In this paper we examine so called robust optimization. Suppose that we don’t know
what the real expected return u is, but we know the set of its plausible realization. Let's
denote the set M. We can call it the set of uncertainty or just uncertainty set. Now we
can adjust the formula (1) and change it this way:

maXxgerny Minyey 1'6. (5)

Now, the other three conditions (2), (3) and (4) remain the same. We can see that just
right before maximization of (5) in 8, we minimize the formula in expected returns u. It
means that at every point of maximizing we deliberately choose the worst vector
parameter u from the set of uncertainty or if we are not sure about what parameter to
choose, we just take the worst one. This method is called worst-case optimization.

Of course, at first, we were confused of how to choose single one parameter and now we
have to estimate the whole set (uncertainty set). On the other hand, it enables us to be
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more creative. Furthermore, at the end, we will be able to show that this approach can
be more efficient in controlling the portfolio.

Similar approach can be seen in Kilianova and Trnovska (2014). In their paper, they
introduced various types of uncertainty sets. We will propose our own type of uncertainty
using so-called filter matrices. We will simulate two different portfolios. The first one is
calculated using filter matrices robust optimization. The second one is calculated using
basic Markowitz way. Our goal is to show that our robust approach can lead to higher
efficiency.

2 Theoretical background

We want to simulate and to compare the results of two different types of optimal
portfolio strategies on the same data. Firstly, we need to write down exact formulas for
both models. Bobulsky (2018) examined the portfolio optimization problem from slightly
different point of view. Kilianova and Sevcovi¢ (2013) discussed the problem of optimal
portfolio allocation via solution to Hamilto-Jacobi-Bellman stochastic differential equation.
If we denote expected return and variance in more general way, as a function of 8, and
assume that logarithmic portfolio value follows stochastic differential equation:

dx¢ = (ee™ + p(6) — 1 (6(6))? ) dt + o(8)dW, (6)

where W, is Brownian motion and ¢ = 0 is non-negative rate for inflow of money into the
portfolio then we introduce portfolio optimization problem by so-called Value function:

V(x,t) = supg E(U(X?)| X? = x), (7)

with marginal condition V(x,T) =U(x), where U(x) is investor’'s utility function. The
Hamilton-Jacobi-Bellman equation for logarithmic variable x can be written as:

0.V + maxg {(ee ™ + p(6) — 2 (0(8))?) 0,V + 5 6(6)?02V} = 0. (8)
Kilianova and Sevdovi¢ (2013) showed that equation (8) can be rewritten also as:

0 V+(ece™ —a(p)i,V=0 V(&xT)=U(), (9)
where they have denoted

a(p) = ming {—p(8) + £5(6)?}. (10)
To transform the equation (8) to equation (9), they used so-called Riccati transformation

2ZV(x.t)
p(x,t)=1-— 6xV(i.t)' (11)

They also proved that function ¢(x,t) is a solution of the following quasi-linear parabolic
equation:

0rp + 07a(p) + O[ee ™+ (1 —@la(p)] =0, x€R.t€[0,T), (12)
where

. _ U”(x)
o, T)=1 v X € R.

The important thing about previous equations from (6) to (12) is that investor doesn’t
have to solve fully non-linear Hamilton-Jacobi-Bellman differential equation (8) to find
optimal portfolio allocation 8 which is dependent on a current point in time t and a
logarithmic value of portfolio x. He just needs to solve quasi-linear equation (12) that can
be numerically solved more easily.

When we look at the way ¢ is defined, we can see that the solution ¢ in equation (12)
can be seen as coefficient of investor’s risk aversion. As a function of t, we can watch its
evolution in time. So, the last step in investor’s optimization procedure is to put the final
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@ into the optimization problem (10) and solve it to obtain final weights 6 for his
portfolio.

This is why we will choose our two portfolio models in very similar way as formula (10).
Firstly, it is almost the same problem as already discussed Markowitz approach. You can
see that we minimize negative returns and the variance at the same time. Secondly, the
dependence on parameter ¢ can help us to justify that our robust approach can be useful
also for controlling the portfolio via far more sophisticated Hamilton-Jacobi-Bellman
equation. The equation (12) gives to investor parameter ¢ (or risk aversion) and
therefore they need to calculate the strategy 6. Furthermore, if we manage to prove that
our proposed optimization model is more efficient regardless of the chosen value of ¢, we
can show that robust worst-case approach is better choice for any level of investor’s risk
aversion.

Model Specification

Let’s denote as
ming {—uTe + %eﬂze},
L10'=1,
6>0 (13)

the basic portfolio optimization model. Vector of expected returns u is estimated as mean
of historical returns and X is covariance matrix of these returns. We will use two years
window of daily returns to calculate optimal weights. Then we use the output strategy 6
to divide one million euros into particular assets and watch how the portfolio evolves in
time. After every day we move the window one day ahead. We repeat the calculations
and adjust portfolio’s 8. This procedure is repeated for two years. Then we check the
results and compare them with results from the second model, the robust one.

The main properties of data and historical returns that we have used will be discussed in
Section 3. At first, we propose our robust worst-case optimization method.

The first basic optimization model (13) can be rewritten as:
ming {—[JTO + maxZEpgeTze},
L6t =1,
6 > 0. (14)

For the sake of simplicity, we will focus on uncertainty in covariance matrix only. The
difference between (13) and (14) is, as we can see, that optimization model (14) chooses
the worst possible covariance matrix £ for every allowed fixed 6. The set of our
uncertainty in variance estimation is called P.

The notation (14) is too general. We want to create some reasonable set P that would
enable us to transform the optimization problem into numerically solvable one. For this
purpose we introduce so-called filter matrices. We have already mentioned that the
covariance matrix in the first model (13) is estimated from the two years long window of
historical daily returns. Now suppose that we won't use all of them, but for example only
every second one. It means that we deliberately collect returns from every second day
only. By doing that, we should obtain slightly different covariance matrix. If we use this
method to divide the data into two groups (the first group consisting of returns from
even days and the second group from odd days), we obtain two covariance matrices.
Now imagine that we collect data from every k-th day. We get k data samples what
means we can estimate k different covariance matrices. These matrices generate our set
of uncertainty P.

Bobulsky (2018) proved that optimization problem (14) can be rewritten as follows:

52



- T P ATy TAT
mln{— 0+ max—0'X"A AXG},
0 B AeP 2 Q
Zivzlel = 1)
0 =>0. (14)
Matrix X contains original two years long historical returns and matrices A are so-called
filter matrices. Filter matrices consist of zeroes and ones, every row contains only one
value of 1 and the number of rows is smaller than number of columns (because we want

to shorten data by filtering it). For instance, the P for collecting returns from every third
day would look like:
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The sizes of matrices A are adjusted to size of the matrix X.
Matrix Q is equal to:
_ Yo _ 1 a44T
Q= m]l — 11 (15)
where m is number of rows in matrices A. I is m times m identity matrix and 1 is vector
of ones.

Via this transformation, we managed to change the problem from the one with
calculation of variances to the one with few simple algebraic matrix operations.

Kilianova and Trnovska (2014) showed that due to discrete type of uncertainty we can
change our robust worst-case portfolio optimization problem like:

ming {—[JTO + %5}.

-5+ 0TXTATQAX0 < 0. forall AEP

N, 6i=1.

6=>0. (16)

Optimization problem (16) is convex in its variables and thus numerically easily solvable.
For this case we used CVX solver and we have repeated similar calculations like for the
first Markowitz based model (13).

3 Methodology and Data

Now we want to run and compare two models. Robust way of optimization focuses more
on minimizing the variance part and less on the part with negative expected return. The
thing is that even without further calculations we can expect our model to be little bit less
successful in gaining a great return. On the other hand, it is reasonable to require at
least lower risk in variance.
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Sometimes, we can be just fine with lower expected return, if the new portfolio promises
greater decrease of variance. To measure efficiency and to compare our portfolios we
decided to use an indicator known as Sharpe ratio. This ratio is calculated as proportion
of portfolio’s observed return and its standard deviation (square root of the variance):

SR = Hportfolio _ u'o/\V/eTzo (17)
Oportfolio
where u and X are calculated from data. The bigger the Sharpe ratio, the better the
model. It makes sense because this indicator is increasing function in expected returns
and decreasing function in variance.

Now we are going to use data set of two years of daily returns. Then we run the portfolio
for another two years long period, calculate its average return, standard deviation and
finally compute the Sharpe ratio. Optimal weights 6 are recalculated every day. After this
procedure is done for both of portfolios, we can compare which Sharpe ratio is bigger.

We should realize that for just one set of data we can obtain almost random outputs. The
models are only estimating the best way of investing. The real returns can be slightly
different. So even the Sharpe ratio of our model can be randomly greater or lower than
ratio of the second model. But what if we had almost unbounded number of data sets
and run the same procedures, for instance, thousand times? Then we would be able to
compare in how many cases the Sharpe ratio was better in our model and how many
times it was better in the second basic model. We will prove that our model seems to be
better and more efficient in significantly more than 50% of cases. To prove this, we use
Student’s t-test for means of two paired samples. We can use this test, even without the
normality in data, because of central limit theorem. One thousand calculations of
independent pairs of Sharpe ratios is far too enough for assumption that the mean of
many observations is approximately normally distributed.

The problem is that we need those one thousand different data sets. All of them four
years long (two years for primary estimation of parameters and the two more for
controlling the portfolio in time). We decided to simulate this data. Covariance matrix
and expected return is estimated from daily returns of 10 companies included in DAX30
index from vyears 2012-2015. The simulation follows the random returns from
multivariate normal distribution. Furthermore, we calculate and evaluate Sharpe ratios
for various values of ¢, so we can show that the robust worst-case optimization causes
greater values of efficiency regardless of risk aversion of investor. Hence, even if dealing
with Hamilton-Jacobi-Bellman equation, we don’t have to be worried about ¢ given.

One of the possible portfolio evolutions is displayed in Figure 1. We assume that one year
has 250 business days. To create the uncertainty set P, we consider the filter matrices
that collect data from every 15th day (three weeks). This parameter was chosen during a
lot of simulations when we tried to make uncertainty set as robust as possible, but on the
other hand, we wanted to avoid too long computational time.

Furthermore, too robust uncertainty causes that variance matrices are computed from
too little data. And this is also not very good.
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Figure 1 Evolution of Portfolio
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4 Results and Discussion

500

We have simulated a thousand of four years long daily data for every ¢/2 from 0.5 to 6
(step length set equal to 0.5). A moving window for input parameters estimation was
always set to two years long interval. We proceeded in time for another two years long
simulation of portfolios, where every day we adjusted optimal weights and moved
window one day ahead. All of the calculations have been repeated for both of approaches
(basic and robust). At the end of each simulation we calculated two Sharpe ratios from
observed evolutions for both portfolios. The final figures are in Table 1.

Table 1 Sharpe ratio statistics

®/2 1 1.5 2 2.5 3
Robust Sharpe Wins 55.7% 61.96% 62.11% 63.24%  62.49%
p-value. H1: <>50% ~0 ~0 ~0 ~0 ~0
Average Robust SR 1.057 1.109 1.087 1.167 1.182
Average Basic SR 1.026 1.071 1.048 1.126 1.136
p-value. H1: SR1>SR2 ~0 ~0 ~0 ~0 ~0
Avg Stand. Deviation 1 16.65% 15.73% 14.84% 14.22% 13.59%
Avg Stand. Deviation 2 17.47% 16.76% 15.92% 15.28% 14.63%
Avg Annual Return 1 14.44% 14.59% 14.22% 14.43% 14.22%
Avg Annual Return 2 14.53% 14.75% 14.48% 14.77% 14.56%
Positive return 89,70% 89,90% 92,10% 91,40% 91,70%

Source: Own calculations

Calculations for few values of ¢ are displayed in Table 1. In the first row, we have
counted in how many cases is final Sharpe ratio of robust worst-case optimization bigger
than the ratio of the second basic model. Values about 50% would suggest the two
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methods have no real influence on model efficiency. On the contrary, we can see that
robust optimization wins the game of greater Sharpe ratio more often than its opponent.
The statistical significance can be tested by Student’s t-test. Output p-values we can see
in row two of Table 1.

The similar approach can be seen in the rows with average Sharpe ratio for fixed ¢. In
this case we used Student’s paired test. To the contrary, we compared real values of
Sharpe ratios, not only the pieces of information about which one is greater than other.
P-values are again almost equal to zero which means that the difference is significant.
Row named Positive return contains information in how many cases we managed to
reach profit in two years horizon.

Because of these calculations and tests we consider our robust worst-case optimization
model more efficient than the standard Markowitz based model.

References

Alexander, G. ]., Baptista, A. M. (2011). Portfolio selection with mental accounts and
delegation. Journal of Banking & Finance, vol. 35(10), pp. 2637-2656.

Alexander, G. J., Baptista, A. M., Yan, S. (2017). Portfolio selection with mental accounts
and estimation risk. Journal of Empirical Finance, vol. 41, pp. 161-186. DOI:
https://doi.org/10.1016/j.jempfin.2016.07.012.

Bobulsky, M. (2018). Properties of the value function of a parametric quadratic
programming problem. Comenius University in Bratislava, Master thesis, pp. 1-55.

Kilianova, S., Sevcovi¢, D. (2013). A Transformation Method for Solving the Hamilton-
Jacobi-Bellman Equation for a Constrained Dynamic Stochastic Optimal Allocation
Problem. The ANZIAM Journal, vol. 55(1), pp.14-38. DOLI:
10.1017/S144618111300031X.

Kilianova, S., Trnovska, M. (2014). Robust portfolio optimization via solution to the
Hamilton-Jacobi-Bellman equation. International Journal of Computer Mathematics, vol.
93(5), pp. 725-734. DOI: https://doi.org/10.1080/00207160.2013.871542.

Lan, W., Wang, H., Tsai, Ch. L. (2012). A Bayesian Information Criterion for Portfolio
Selection. Computational Statistics & Data Analysis, vol. 56(1), pp. 88-99. DOI:
https://doi.org/10.1016/j.csda.2011.06.012.

Nawrockia, D., Viole, F. (2014). Behavioral Finance in Financial Market Theory, utility
theory, portfolio theory and the necessary statistics: A review. Journal of Behavioral and
Experimental Finance, vol. 2, pp. 10-17.

Pfiffelmann, M., Roger, T., Bourachnikova, O. (2016). When Behavioral Portfolio Theory
meets Markowitz theory. Economic Modelling, vol. 53, pp. 419-435. DOI:
https://doi.org/10.1016/j.econmod.2015.10.041.

56



The Impact of the Ways of Agricultural Activity Reporting on
Financial Statements under IFRS and Czech Accounting Legislation

Hana Bohusova, Patrik Svoboda

Mendel University in Brno
Faculty of Business and Management, Department of Accounting and Taxes
Zemédélska 1, 613 00, Brno
E-mail: hana.bohusova@mendelu.cz, ucpatrik@gmail.com

Abstract: The specific nature of agricultural activity compared to other business
activities undertaken for profit requires different methodological approaches for their
recognition, measurement, recording and reporting. The contribution deals with the
impact of International Financial Reporting Standards (IFRS) reporting in agricultural
activities on financial analysis ratios. The aim of the research is the evaluation of the
impact of the treatments for individual kinds of biological assets (such as consumable
plants and bearer plants) and their changes in value during their life reporting. The
comparison of traditional accounting approaches, cost models and fair value models is
the starting point of evaluation. The data of the Institute of Agricultural Economics and
Information are used as a source of the information on the market values of agricultural
produce and cost of individual agricultural activities. According to the authors’ research
the way of biological assets reporting could affect the financial position and performance
of business entities involved agricultural sector significantly.

Keywords: agricultural reporting, Fair value, cost measurement, Bearer plants,
consumable assets.
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1 Introduction

Agriculture is a special kind of business activity. The nature of agricultural activities
significantly differs from other business activities. Agricultural activity is in comparison
with other activities of business subjects depended on the natural and environmental
conditions, and therefore the agriculture specialization is narrowly connected with
geographical position. The long production cycle is typical for agriculture, the lengths is
dependent on biological production cycle which could be in the range from several weeks
to tenths of years in the case of forestry. Agriculture is a kind of activity which combines
labor, land, animals, plants, solar energy to provide food and raw material. It has been
associated with production of essential food. It includes farming, forestry, dairy, fruit
cultivation, poultry or bee keeping. The treatments used for measurement, recording and
reporting of common business activities used in majority of financial reporting systems
do not describe the agricultural activity properly. The common financial reporting
treatments do not reflect the biological character of agricultural business. Since 2001,
there is the special International Accounting Standard (IAS) 41 - Agriculture which
partially respects the special character of agricultural activity and the amendment to IAS
16 - Bearer Plant (since 2013) and there is the special Section 34 - Specialized Activities
in IFRS for SMEs. The Section 34 gives only a very brief and ambiguous methodology for
agricultural reporting. Contrary, there is not any special treatment for agricultural
reporting in many national GAAPs. In the Czech Republic, there is a general regulation of
financial reporting in a form of Accounting Act, Decree 500 Col. and Czech accounting
standards (CAS), especially 013 - Long-term tangible and intangible assets, 015 -
Inventories and 019 - Revenues and Expenses which do not contain any special
treatment concerning agriculture. As is apparent from above mentioned, the treatments
for agriculture reporting are different. It would be reasonable to unify the approach to
agriculture reporting in different reporting systems. The paper should contribute to the
solution of this issue.
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2 Aim and Methodology

The paper is focusing on treatments concerning reporting of agricultural plants in IFRS,
and the Czech accounting legislation. The aim of this paper is to solve research
questions:

e Is the fair value measurement of biological assets in accordance with the true and
fair view principle?

« Is the fair value measurement understandable and does it respect differences
between biological assets in the form of plants and living animals considering the
production cycle of biological assets?

The paper is divided into two parts. Firstly, within the theoretical framework the possible
ways of biological assets reporting are considered. The second part is a comparative
analysis of possible ways of biological assets reporting which is the basis for the third
part — original research in which the authors concentrated - on the possible ways of
biological assets measurement and reporting proposal.

3 Results

The IAS 41 - Agriculture considering the specific character of agricultural activity was
issued in December 2000. The model of fair value for agricultural assets and produce
measurement for all biological assets was introduced in this standard. Only the fair value
measurement could reflect the biological transformation process and the increase in
value during the production cycle. On the other hand, there are significant differences in
the nature of individual biological assets and produce, and the only way to measure and
present all kinds of biological assets seems not to be appropriate and difficult to use.

Biological assets could be categorized as bearer assets and consumable assets.
Consumable assets are those which are to be harvested as agricultural produce or sold
and they will be consumed. Bearer assets bear produce over their productive lives, which
exceeds one period. IAS 41 generalized fair value assessment for all biological assets
although not all of these assets were designated for capital appreciation or sale (bearer
assets). It could lead to misleading information (Aryanto, 2011). In some cases, the
extra costs could be incurred and some practical difficulties could arise in fair value
measurements of biological assets. According Argilés et al. (2012) and the conclusion
their empirical study, there are no significant differences in relation to assessing future
cash flows and the costs. Also the results of the study of BohuSova and Svoboda (2017)
proved the low information value of the fair value of bearer biological assets (especially
plants) for external users of financial statements and the impact of an increase or
decrease in the fair value of a bearer asset in the income statement could distort the
performance of a business entity. The determination of the fair value of bearer plants is
greatly influenced by the fact that there is no active market for bearer plants due to their
connection with the place where they are grown and it is not possible to move them and
trade them separately from the relevant land.

Moreover, some kinds of mature bearer biological plants (fruit trees, oil palms or rubber
trees) are very similar to other long-term tangible assets such as property, plant and
equipment. These assets are mature, and they are a means of growing agricultural
produce over several reporting periods until they are scrapped at the end of their useful
lives. There were a lot of proponents of reporting long-term bearer biological assets
similarly to property, plant and equipment (Damian et al., 2014).

Based on the over mentioned significant features of mature bearer biological plants, the
Amendments to IAS 16 and IAS 41: Bearer Plants were approved. They were issued on
30 June 2014, and they are effective since January 1st, 2016. They extend the scope of
IAS 16 to bearer plants, but not to the produce of these plants. The amendments bring
the bearer plants, which are used solely to bring the produce, into the scope of IAS 16-
Property, Plant and Equipment, so they are treated in the same way. The measurement
of bearer plants at recognition is based on the same principle as the measurement of
other self-constructed assets reported according to IAS 16. The measurement after
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recognition allows the use of a cost or revaluation model. The scope of IAS 16 is
extended only to bearer plants, not to livestock.

The measurement of biological assets in the Czech Republic is regulated by the Czech
Accounting Act and there is not any exception for special biological assets. The
measurement is dependent on a way of their acquisition. The biological assets purchased
are measured at their acquisition costs. In the cases where the assets are purchased as a
group of individual assets (land and trees) the costs are split between individual items
using expert estimation of their values. In case of self-produced biological assets the
value is based on production cost incurred. These costs consist of all direct costs and the
share of manufacturing overheads. According to CAS 13 and CAS 15 the costing of
biological assets could be based on estimated costs or cost incurred.

Biological assets — bearer biological assets (plants)

According to results of many studies (BohusSova and Svoboda, 2016, Bohusova and
Svoboda, 2017, He at al., 2018, Argiles-Bosch et al., 2018, Hyblova and Skalicky, 2018)
there are similar cycles in biological transformation in the case of bearer assets and
construction of long term assets. In the early stages, costs are incurred without making
associated benefits in the form of biological production (fruits, wine grapes, milk, wool
etc.). This phase could be considered similar to the self-construction of fixed assets,
where the life cycle and accounting methodology could be divided into the acquisition
phase, the use phase and the phase of decommissioning. In the case of bearer assets the
life cycle could be divided into similar stages (a period of growth, a period of fertility and
gradual reduction in production capabilities, and death).

According to Svoboda and Bohusova (2017) bearer biological assets in the form of living
animals (dairy cows, sheep bred for wool, laying hens) differ from bearer plants. There is
usually an active market for livestock - that means the determination of fair value is not
as problematic as in the case of bearer plants. Livestock can be moved and thus easier to
trade. A higher residual value at the end of the life cycle and lower disposal costs are
typical. There is a significantly shorter lifespan for bearer animals (dairy cattle, sheep for
wool and milk, laying hens). The fair value information is appropriate during the whole
life cycle of livestock.

A comparison of cost and fair value measurements for bearer plants has been carried
out. An apple orchard is selected as a representative. Empirical data are used for
processing. The data in the form of Situational and Forward-Looking Reports (Fruits -
Situacni a vyhledova zprava - ovoce) and reports concerning cost efficiency presented by
the Institute of Agricultural Economics and Information are used.

The estimation of the fair value is processed in an accord with IFRS 13 - Fair value
measurement. IFRS 13 describes three valuation techniques that an entity might use to
determine fair value, as follows: (i) the market approach. An entity uses “prices and
other relevant information generated by market transactions involving identical or
comparable (i.e. similar) assets, liabilities or a group of assets and liabilities”; (ii) the
income approach. An entity converts future amounts (e.g., cash flows or income and
expenses) to a single current (i.e., discounted) amount; and (iii) the cost approach.

In the case of the apple orchard, there is not an active market for apple orchards without
land. Thus, the use of market approach is usually not possible. The income approach
seems to be more suitable but there are many items that should be estimated for the fair
value measurement. These are inflation rate, yields of produce, market price of produce,
cost of production, useful life, subsidies and management s approach to risk.

Considering the most common variety of apples (Golden Delicious - dwarf trees in
intensive planting with an average yield during the useful life of 13 years, and three
years to reach full fertility) and using the input data in the table 1, the estimation of DCF
could differ significantly. The life cycle of an apple orchard is described in Figure 1.
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Table 1 Apple orchard - input data for estimation of DCF during useful life

Year Yield t/ha Price Direct Revenues Profit/ha
CZK/t costs/ha /ha
1 11.86 6,399 43,362 75,892 32,530
2 10.3 8,828 47,737 90,928 43,191
3 12.83 11,784 49,213 151,189 101,976
4 16.01 8,409 51,479 134,628 83,149
5 13.7 7,784 49,320 106,641 57,321
6 15.97 8,219 48,127 131,257 83,130
7 21.57 8,432 52,911 181,878 128,967
8 15.57 8,246 48,024 128,390 80,366
9 18.33 8,548 53,013 156,685 103,672
10 17.15 8,289 50,166 142,156 91,990
11 17.97 9,967 64,918 179,107 114,189
12 15.26 8,048 67,096 122,812 55,716
13 17.62 8,920 71,005 157,170 86,165
14 13.13 10,256 74,908 134,661 59,753
15 17.9 10,371 97,741 185,641 87,900
16 16.68 7,808 97,658 130,237 32,579
17 11.85 8,607 104,070 101,993 -2,077
18 9.18 9,856 92,417 90,478 -1,939
19 13.68 9,624 110,394 131,656 21,262
20 13.78 9,761 111,609 134,507 22,898
21 14.1 10,262 114,806 144,694 29,888

Source: Own processing based on Situacni a vyhledova zprava (1994-2014)

The following formula is used for calculation:

Fair value based on discounted cash flow for each year is expressed by the following
formula:

12 CFj
Lj=1 (1+i)-1
12 CFj
2= (1+i)i-2
DCF, = : (1
12 CFj
j=11 (1+i)j_11
CFi,
(1+i)J—12
Where
) A useful life of bearer plant,
| R interest rate,
CFjoanaann.. moving minimum, average, maximum of period from j to j+9,
DCFmin ...... Discounted cash flow — pessimistic option - in year j,

DCFavg ...... Discounted cash flow - realistic option - in year j,
DCFmax...... Discounted cash flow - optimistic option - in year j.
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The probability (management’s approach to risk) could be taken into account in the fair
value calculation. It is estimated the probability of 20% of pessimistic scenario (p1), 60%
of realistic scenario (p2) and 20% of optimistic scenario (p3).

Fv (J) =P: -DCijin +.D2- DCFjavg + P3. DCijax (2)

The fair value calculation as published by Svoboda, BohuSova (2017) for the first year of
production cycle (the third year after the establishment of the orchard) using the data
from the Table 1 and formulas (1) and (2) was 878,988 CZK per ha. The pessimistic,
realistic and optimistic scenarios were considered. Using pessimistic scenario the fair
value would be 309,897 CZK and using optimistic scenario the FV would be 1,452,926
CZK. In addition, the subsidies were excluded from calculation. These numbers were
calculated based on general publicly available data, but individual agricultural companies
could use their own historical data or other way of estimation of yields, selling prices and
discount rate. It is therefore very subjective way of measurement and could differ for
individual business entities and valuators significantly. There is not any standardized
treatment for DCF calculation (neither in IFRS nor in national GAAPs). It is obvious that
the residual value of the orchard is zero at the end of production cycle and after the end
of production cycle is the orchard liquidated. It could be supposed that the cost of
liquidation is not higher than the benefit from liquidation (mainly firewood, wood chips,
and bark mulch).

The methodology for fair value estimation calculation is significantly affected by many
subjective factors, these are: the input data used for estimation (in the over mentioned
study the data published by UZEI were utilized, the firm s historical production and cost
data describing the special climatic conditions could be used), the estimation of useful life
of bearer plants, the interest rates, etc.

Figure 1 Life Cycle of an Apple Orchard

ion

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Source: own processing

Using the cost measurement for bearer plants, the cost of apple orchard establishment
and cost of plantation until the fertility are capitalized. These costs are described in the
following table 2.

Table 2 Historical cost measurement at recognition - cost connected to the orchard
setting up incurred during the first three years (until the full fertility) - standard
cultivation technology (tie 4 x 2.5 m, dwarf tree planting)

Activity Work-related activities

Land preparation before planting Compost or farmyard manure (FYM)
fertilization (50 t per ha), store fertilizing
(500 kg P205/ha,
650 kg K,0/ha, 800 kg MgO/ha, 5,000 kg
Ca0/ha), deep ploughing, smoothing, basic
laying out of the land

Planting seedlings Pegging the area, digging pits, modification
of roots and planting trees, tree guard
installation, hammering stakes in and

fixing trees to stakes

1. year treatment Trees cut after planting, soil treatment-
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inter-row cultivation, herbicide application,
nitrogen fertilization, protection against
diseases and pests, seed blend green
manure, incorporation of a mixed bag,
sowing grass, summer trees cut

2. year treatment Cut tree branches and cleaning after
cutting, inter-row cultivation, herbicide
application in the ranks, nitrogen
fertilization, protection against diseases
and pests, planting grass, grass mowing

3. year treatment Cut tree branches and cleaning after
cutting, inter-row cultivation, herbicide
application in the ranks, nitrogen
fertilization, protection against diseases
and pests, planting grass, grass mowing

Orchard setting up 450,000 CzK
- total

Source: Agro-technical standards of activities

As it is evident from the over-mentioned, due to the fair value measurement, the bearer
plants could be reported at a higher value or lower value, compared to the cost
measurement. It could mean that the bearer plants could be overestimated or
underestimated, especially in the early years of useful life despite the fact that the bearer
plants could not be traded separately from land. There could be a volatility of the fair
value of bearer assets due to volatility in the market price, volatility in yield per hectare
and influence of climatic conditions (rainfall, spring frosts) and the incidence of diseases
and pests. In contrast, the cost model takes into account the level of costs incurred by
the entity on acquiring the relevant bearer plant and allows recognition of these costs
over the useful life of the bearer plants. These costs are depreciated during the useful life
of bearer plants and could be allocated to agricultural produce. Fang (2015) evaluated
the impact of cost measurement of biological assets on financial position and company
performance and the conclusions were as follows:

« significant decrease in value due to changes in measurement (write downs) and
appropriate decrease in shareholders’ equity,
« change in cost structure - increase in depreciation cost (depreciation of mature
plants).
According to IAS 41, a gain or loss arising on initial recognition of a biological asset at
fair value less costs to sell and other annual gains or losses from a change in fair value
less costs to sell of a biological asset were included in profit or loss for the periods in
which they arise until the effectiveness of the Amendments to IAS 16 and 41.

In the Czech accounting legislation, there is not any special reporting category for long-
term bearer plants as an orchard, the common cost approach is used for the
measurement. The decrease in production ability during the useful life is recorded as a
depreciation of this asset. After the effectiveness of the amendments to IAS 16 and
IAS41- Bearer plants, the ways of reporting became compatible. This way of reporting
reflects the basic financial reporting principles in a better way (especially matching
principle). It makes possible to evaluate performance of agricultural business entity.
Depreciation, similarly to other planting activities are recognized as direct cost of
planting.

Table 3 Impact on selected items of Balance Sheet and Income Statement

IFRS - IAS 41 IFRS - Amendments to Czech Accounting
IAS 16 Legislation
Balance Sheet: Balance Sheet: Balance Sheet:
Biological FVLCS Biological Acquisition Biological Acquisition
Asset (DCF) Asset Cost Asset Cost
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Income Statement: Income Statement: Income Statement:

Other Changes in  Depreciation  Straight Line  Depreciation  Straight
Expenses Fair Value - Cost Depreciation  Cost Line
Loss Depreciation

Source: own processing

As seen from the Table 3, despite there is not any special treatment for bearer plants in
the Czech Accounting Legislation, the characteristic features of bearer plants are in
common to both, Property, plant and equipment and bearer plants. The IASB reached the
same conclusion after fruitful discussions.

Agricultural produce

The agricultural produce is the harvested product of the entity’s biological assets.
Agricultural produce harvested from an entity’s biological assets shall be measured at its
fair value less costs to sell at the point of harvest. Such measurement is the cost at that
date when applying IAS 2 - Inventories or another applicable Standard.

According to this treatment, the costs incurred in connection to planting and harvesting
are recognized as an expense in the period in which they arise. They are not connected
to the produce. The production of biological assets is recognized as a gain and an
increase in consumable assets (inventories). Despite that this approach does not match
the cost to the increase in agricultural produce and the increase is reported as a gain,
which is not included in the gross profit calculation, there is not any problem in the case
of short term consumable assets, but the external users could hardly evaluate the cost of
revenue of agricultural activity. In the case of the long term consumable assets (forest)
the costs are incurred in connection with forest plantation are expensed and the change
in value of growing forest is reported as gain or loss every year. In case of sale of timber
there is not any connection between cost and revenue because the fair value less cost to
sell is considered as a cost of inventories.

In comparison, in the Czech Accounting Legislation, there are the common treatments for
all kinds of business activities for the agricultural produce cost tracing. The external users
could evaluate the cost of revenue of agricultural activity.

Table 4 Impact on functional classification Income Statement

IFRS - IAS 41 Czech Accounting Legislation

Revenues Sale of Revenues Sale of production
production
Cost of sales IAS 2 - FVLCS Cost of sales Cost of Produce sold
Gross Profit Gross Profit
Other Income Agricultural Other Income
Produce -
Increase
FVLCS

Distribution Costs

Distribution Costs

Administrative
Expenses

Administrative
Expenses

Other Expenses

Cost of produce

Other Expenses

Decrease (increase in
agricultural produce
measured in direct
cost)

Profit from
operations

Profit from
operations

Source

: own processing
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4 Conclusions

According to the above-mentioned possible characteristic features of individual groups of
bearer biological assets, it is not reasonable to use only one accounting treatment for all
kinds of biological assets. In the case of bearer plants, the information of fair value is not
important for external users. The effort and cost of obtaining this information would
exceed the benefit, thus the cost model is appropriate. In the case of consumable assets,
the situation differs. The agricultural produce is traded on active market, information on
fair value is available without additional costs. The fair value measurement is possible,
there are some bottlenecks, using functional cost classification there is not any relevant
information on the gross profit.

The issue of agricultural assets measurement was the main reason for research by the
authors in the area. The main aim was to eliminate ambiguity in practical application of
some requirements set by the standard when respecting specifics of agricultural assets
and produce, and basic principles of preparation of financial statements.
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Abstract: In our paper we investigate the factors behind the price development of the
capital markets of the Visegrad four countries: the Czech Republic, Hungary, Poland and
Slovakia. We compare our results with developed European capital markets, namely
Austria, France, Germany and the United Kingdom as well. We run regressions for
different market equilibrium models: the standard CAPM by Sharpe (1963), Fama and
French (1993 and 1996) three-factor model, Carhart (1997) four-factor model, Pastor-
Stambaugh (2003) five-factor model and also Fama and French (2015) five-factor model.
We use different sets of factors in order to detect the differences and similarities of these
capital markets and to find the market equilibrium models with the highest explaining
power. The regressions cover the period of 2005-2018 on a daily basis.

Keywords: asset pricing, multi-factor models, V4 countries
JEL codes: G11, G12, G15

1 Introduction

We investigate capital markets of the Visegrad four countries: the Czech Republic,
Hungary, Poland and Slovakia. Modern capital market trading re-started after the
collapse of the communist regime in these countries after 1990; however, these
countries and their economies fed from common roots of historical background, in the
past decades substantial differences have developed. To have a better understanding of
the development as a process we compare our results with developed European
economies as well: Austria, France, Germany and the United Kingdom. In these
developed countries stock exchanges have a much longer history and have significant
differences in the number of companies listed, market capitalization and even in the role
of stock exchanges. We are about to find whether these characteristics have an impact
on the price development and also what implications can be found for local and
international investors. Our hypothesis suggest that we can identify significant
differences in asset pricing concerning the V4 countries for the last decade.

Price development in capital markets have been extensively examined in developed
economies but fewer lights shed on the developing countries. Bekaert et al. (2009)
examine 23 developed economies, Gray and Johnson (2011) Australian, Wang et al.
(2015) Chinese equities. Morelli (2010) investigates 15, Bauer et al. (2010) 16,
Papanastasopoulos (2017) also 16 developed European countries. Hou et al. (2011) use
monthly data of stocks from 49 countries including emerging ones.

Our dataset provides insights in the factors behind of the capital market returns on the
period 2005-2018.

Our results underpin the rationale behind international diversification even in a single
first class geographical area. Daily data shows that V4 countries pay significant a size
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premium; however the liquidity of these markets are comparable to that of developed
markets.

2 Methodology and Data

Capital Asset Pricing Model (Sharpe, 1964, Lintner, 1965) gives the market as the sole
factor behind price changes. Market in our case is the European market as defined by
Kenneth French.

Fama and French (1993) three-factor model extends the model by size (market
capitalization, price times shares outstanding, small minus big factor) and the relation
between average return and price ratios like book to market value (high minus low
factor). Later they add profitability (robust minus weak) and investment style
(conservative minus aggressive) factors and get the Fama and French (2015) five-factor
model.

Carhart (1997) constructed a four-factor model, with the three-factors used by Fama and
French (market, size and value) extended with a momentum factor as the returns of
winner minus loser portfolios. Pastor and Stambaugh (2003) used liquidity measure as a
new factor and extended the model used by Carhart (1997) using market, size, value and
momentum factors.

The source of the indices, individual equities and foreign exchange rates are Bloomberg
Markets. The factors we use to explain the price development of indices and individual
stocks are available in the CRSP (Center for Research in Security Prices) and from the
site of Lubos Pastor. The former available both as daily and monthly readings while the
latter only in monthly database.

For V4 countries we have a representative index being PX for the Czech Republic, BUX for
Hungary, WIG20 for Poland and SKSM for Slovakia while for the developed countries ATX
for Austria, CAC for France, DAX for Germany and UKX for the United Kingdom. We have
not only the representative index but all its constituents at the end of our investigated
period.

We run regressions for the market, size (small minus big), book to market value (high
minus low), profitability (robust minus weak), investment style (conservative minus
aggressive), momentum (winners minus losers) and liquidity (traded liquidity).

All the data are in US dollars we calculate the Euro prices and where applicable the prices
denominated in local currency as well.

3 Results and Discussion

For the whole investigated period we receive mixed results. Slovakia being the only
country with a very low determination coefficient (R2), the explaining power of the
models in EUR and USD respectively: from 5,2% and 4,5% if we try to capture the return
of the index only by the market proxy to 9,0% and 7,5% if we doing this by size, book to
market value, profitability, investment style and momentum. For the other three
countries of the V4 we receive results of R2 ranging from 44% to 54% while the
developed countries show explaining power between 62% and 79% depending on the
model and set of variables, as we can see in Table 1.

Table 1 Adjusted R? of different models in daily settings

1-factor 3-factor 4-factor 5-factor 6-factor

PXin EUR 50% 53% 54% 54% 55%
PXin USD 47% 50% 51% 51% 52%
PX in CZK 50% 53% 54% 54% 55%
BUX in EUR 47% 48% 48% 48% 48%
BUX in USD 44% 45% 45% 45% 45%
BUX in HUF 46% 47% 47% 47% 47%
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1-factor 3-factor 4-factor 5-factor 6-factor

WIG20 in EUR 51% 52% 52% 52% 52%
WIG20 in USD 48% 49% 49% 49% 49%
WIG20 in PLN 50% 51% 51% 51% 52%
SKSM in EUR 5.2% 8.3% 8.3% 9.0% 9.0%
SKSM in USD 4.5% 7.1% 7.1% 7.5% 7.5%
ATX in EUR 66% 68% 68% 68% 68%
ATX in USD 62% 64% 65% 65% 65%
CACin EUR 79% 79% 79% 80% 80%
CAC in USD 76% 77% 77% 77% 77%
DAX in EUR 75% 75% 75% 76% 76%
DAX in USD 72% 73% 73% 73% 73%
UKX in EUR 69% 70% 70% 70% 70%
UKX in USD 70% 71% 71% 71% 71%
UKX in GBP 66% 68% 68% 68% 68%

Source: own calculation

If we turn to the set of variables used by different models we can see an interception
between -0.0047 and -0.0050 with significant p-values very close to zero for all model
settings.

Standard CAPM shows significantly positive market factors in all countries and exchange
rates used, however market is close to 1 only for the Czech Republic and the United
Kingdom as presented in Table 2. This result underpins the rationale behind international
diversification even in a single first class geographical area. Although all of these indices
represent well diversified portfolios their risk are significantly different from each other
while their returns are in equilibrium.

Table 2 Estimates and their significance in the CAPM in daily settings

est. signif. est. signif.
PX in EUR int. -0.0049 ok ATX in EUR int. -0,0049 HAK
Mkt 1.02 i Mkt 1.21 XAk
PX in USD int. -0.0049 ok ATX in USD int. -0,0049 ok
Mkt 0.99 *kx Mkt 1.19 *k*
PX in CZK int. -0.0049 Ak CAC in EUR int. -0.0049 o
Mkt 1.02 ol Mkt 1.20 ol
BUX in EUR int. -0.0047 ok CAC in USD int. -0.0049 HAK
Mkt 1.17 *k* Mkt 1.18 *kx
BUX in USD int. -0.0047 o DAX in EUR int. -0.0047 Ak
Mkt 1.15 *k* Mkt 1.15 *k*
BUX in HUF int. -0.0047 ok DAX in USD int. -0.0047 ok
Mkt 1.16 i Mkt 1.22 i
WIG20 in EUR int. -0.0049 Ak UKX in EUR int. -0.0048 Ak
Mkt 1.16 *k* Mkt 1.01 *k*
WIG20 in USD int. -0.0049 o UKX in USD int. -0.0048 o
Mkt 1.37 ol Mkt 0.99 ol
WIG20 in PLN int. -0.0049 ok UKX in GBP int. -0.0048 Ak
Mkt 1.15 *kx Mkt 1.00 *k*
SKSM in EUR int. -0.0046 o SKSM in USD int. -0.0046 o
Mkt 0.27 ol Mkt 0.25 ol

Source: own calculation; *, **, *** denote significance levels of 10%, 5% and 1%, respectively

The Fama-French three-factor model shows that market betas are close to one in case of
developed European markets, except for Austria where this result is 1.32 in EUR and
1.27 in USD as it can be seen in Table 3. For the V4 countries the market for the Czech
Republic is 1.23; 1.18 and 1.22; for Hungary is 1.28; 1.23 and 1.27; for Poland is 1.3;
1.28 and 1,29 in EUR, USD and local currency (Czech koruna, Hungarian forint and Polish
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zloty) respectively. For Slovakia the market is 0.48 in EUR and 0.44 in USD. The size
factor is significantly positive for all the V4 countries and Austria and significantly
negative for France, Germany and the UK. These results show that by adding SMB and
HML factors highlight the higher market-risk of the V4 countries. SMB factors for the V4
countries are positive which means these countries pay significant a size premium;
however the liquidity of these markets are comparable to that of developed markets. In
the case of developed European markets the size factor is negative but for Austria.
Concerning the HML factor which is significantly positive for all V4 countries as in Austria
and France contrary to the remaining developed European markets.

Table 3 Estimates and their significance in Fama-French three-factor model

est. signif. est. signif.
PX in EUR int.  -0.0050 ok ATX in EUR int. -0,0049 ok
Mkt 1.23 ok Mkt 1.32 ok
SMB 0.84 *okk SMB 0.59 kx
HML 0.27 ok HML 0.42 ok
PX in USD int. -0.0049 ok ATX in USD int. -0,0049 ok
Mkt 1.18 *okx Mkt 1.27 ok
SMB 0.76 *okk SMB 0.51 *okk
HML 0.29 ok HML 0.43 ok
PX in CZK int. -0.0049 *okx CAC in EUR int. -0.0048 ok
Mkt 1.22 *okk Mkt 1.08 *okk
SMB 0.83 ok SMB -0.37 *okk
HML 0.29 *okx HML 0.10 *okx
BUX in EUR int. -0.0048 *okk CAC in USD int. -0.0048 ok
Mkt 1.28 *okk Mkt 1.04 *okk
SMB 0.52 ok SMB -0.44 ok
HML 0.30 *okx HML 0.10 *okx
BUX in USD int. -0.0048 *okk DAX in EUR int. -0.0046 *okk
Mkt 1.24 *okk Mkt 1.03 *okk
SMB 0.45 ok SMB -0.31 ok
HML 0.30 *okx HML 0.15 *okx
BUX in HUF int. -0.0048 *okk DAX in USD int. -0.0046 ok
Mkt 1.28 ok Mkt 0.99 ok
SMB 0.52 ok SMB -0.38 ok
HML 0.29 ok HML 0.15 kX
WIG20 in EUR int. -0.0050 ok UKX in EUR int. -0.0048 ok
Mkt 1.31 ok Mkt 0.98 ok
SMB 0.61 *okk SMB -0.25 *okk
HML 0.26 ok HML -0.28 ok
WIG20in USD int. -0.0050 ok UKX in USD int. -0.0048 ok
Mkt 1.26 ok Mkt 0.94 ok
SMB 0.54 *okk SMB -0.32 *okk
HML 0.26 ok HML -0.28 ok
WIG20 in PLN int.  -0.0049 ok UKX in GBP int. -0.0048 ok
Mkt 1.29 okk Mkt 0.96 ok
SMB 0.56 ok SMB -0.26 *okk
HML 0.24 *okx HML -0.27 *okx
SKSM in EUR int. -0.0047 *okk SKSMinUSD int. -0.0047 *okk
Mkt 0.48 *okk Mkt 0.44 Hokx
SMB 0.69 ok SMB 0.62 ok
HML -0.08 HML -0.07

Source: own calculation; *, **, *** denote significance levels of 10%, 5% and 1%, respectively

In the four-factor model we expand the market, size and value factors with momentum
factor (winners minus losers: WML). In this model setting from among V4 countries we
receive negative results for WML factor, however it is significant (at the 1% level) for the
Czech Republic, only 5% and 10% level in case of Poland depending on the currency, in
10% level or insignificant for Hungary and insignificant for Slovakia. For Austria and the
United Kingdom WML factor is significantly negative, for France it is negative but
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significant only in USD. For Germany WML factor is positive but at a significant level only
in measured in EUR. Thus the momentum effect is not that strong as we expected. As
Poterba and Summers (1988) show the mean-reverting nature of stock market prices is
usually stronger in less sophisticated markets, it seems to be worthwhile to run a
robustness test or even examine, how the momentum factor sensitivity is changing over
the period under investigation.

Table 4 Estimates and their significance in Carhart four-factor model

est. signif. est. signif.
PX in EUR int. -0.0049 *okk ATX in EUR int. -0,0049 ok
Mkt 1.20 ok Mkt 1.31 ok
SMB 0.90 ok SMB 0.62 ok
HML 0.15 *okk HML 0.36 ok
WML -0.26 *okx WML -0.14 *okx
PX in USD int. -0.0049 ok ATX in USD int. -0,0049 ok
Mkt 1.15 *okk Mkt 1.26 *okk
SMB 0.83 ok SMB 0.55 ok
HML 0.16 ok HML 0.36 ok
WML -0.28 kX WML -0.17 kX
PX in CZK int. -0.0049 *okk CAC in EUR int. -0.0048 ok
Mkt 1.20 ok Mkt 1.08 ok
SMB 0.89 *okx SMB -0.37 ok
HML 0.17 *okk HML 0.09 ok
WML -0.25 ok WML -0.03
BUX in EUR int. -0.0048 *okx CAC in USD int. -0.0048 ok
Mkt 1.28 *okk Mkt 1.03 *okk
SMB 0.54 *okk SMB -0.43 *okk
HML 0.27 ok HML 0.08 ok
WML -0.06 WML -0.06 *okx
BUX in USD int. -0.0048 *okk DAX in EUR int. -0.0047 *okk
Mkt 1.23 ok Mkt 1.04 ok
SMB 0.48 ok SMB -0.33 ok
HML 0.26 *okk HML 0.18 *okk
WML -0.09 ** WML 0.06 *k*
BUX in HUF int. -0.0047 ok DAX in USD int. -0.0046 ok
Mkt 1.27 ok Mkt 0.99 ok
SMB 0.54 *okk SMB -0.39 ok
HML 0.25 ok HML 0.17 ok
WML -0.07 * WML 0.03 *okx
WIG20 in EUR int. -0.0049 *okk UKX in EUR int. -0.0048 *okk
Mkt 1.30 *okk Mkt 0.97 *okk
SMB 0.63 ok SMB -0.22 ok
HML 0.23 *okk HML -0.33 *kx
WML -0.07 * WML -0.10 ok
WIG20 in USD int. -0.0049 ok UKX in USD int. -0.0048 ok
Mkt 1.25 ok Mkt 0.93 ok
SMB 0.56 ok SMB -0.29 *okk
HML 0.22 okk HML -0.34 *okk
WML -0.09 *ok WML -0.13 *okx
WIG20 in PLN int. -0.0049 *okk UKX in GBP int. -0.0048 ok
Mkt 1.28 *okk Mkt 0.95 ok
SMB 0.58 ok SMB -0.24 ok
HML 0.21 ok HML -0.32 ok
WML -0.07 * WML -0.11 ok
SKSM in EUR int. -0.0047 ok SKSM in USD int. -0.0047 ok
Mkt 0.48 *okx Mkt 0.44 ok
SMB 0.68 ok SMB 0.63 ok
HML -0.07 *okk HML -0.07 *okk
WML 0.02 WML -0.01

Source: own calculation; *, **, *** denote significance levels of 10%, 5% and 1%, respectively
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Results of Fama-French five-factor model show that from among V4 countries only the
Czech Republic has significantly negative RMW factor, while Hungary has positive but not
significant in either EUR, USD or local currency (HUF). Poland has also positive but only
significant at the 10% level RMW factor in local currency (PLN), and positive but not
significant RMW factor in EUR, USD. Slovakia has positive and insignificant RMW factor in
EUR and positive and significant in the 10% level in USD. From among the developed
countries Austria and France have a significant and negative RMW factor, while Germany
has positive and significant RMW factor both in EUR and USD. The United Kingdom has
negative RMW factors in EUR, USD and local currency (GBP) but only significant in USD.
These results explain that the nature of operating profitability is different in the V4
countries compared to developed European countries and strongly differ from the US
markets. In these countries the difference between profitability characteristics of the
firms do not convey a premium for the investors which is a striking result, which also
suggest that standard accounting based analyses of listed companies does not really
gives added value for risk decisions.

Table 5 Estimates and their significance in Fama-French five-factor model

est. signif. est. signif.
PX in EUR int. -0.0048 K ATX in EUR int. -0,0049 Ak
Mkt 1.18 X Mkt 1.29 *AK
SMB 0.80 HAK SMB 0.56 HAK
HML 0.12 ok HML 0.38 HAK
RMW -0.57 *AK RMW -0.26 o
CMA -0.49 ol CMA -0.31 ol
PX in USD int. -0.0048 ok ATX in USD int. -0,0048 HAK
Mkt 1.11 Ak Mkt 1.22 o
SMB 0.72 Ak SMB 0.48 o
HML 0.17 ok HML 0.39 HAK
RMW -0.59 ok RMW -0.37 ok
CMA -0.66 ol CMA -0.49 ol
PX in CZK int. -0.0048 ok CAC in EUR int. -0.0048 HAK
Mkt 1.17 ok Mkt 1.10 ok
SMB 0.79 Ak SMB -0.37 o
HML 0.14 Ak HML -0.09 o
RMW -0.57 ok RMW -0.16 ok
CMA -0.51 *k* CMA 0.18 *k*
BUX in EUR int. -0.0048 o CAC in USD int. -0.0048 Ak
Mkt 1.28 ok Mkt 1.04 *kx
SMB 0.53 HAK SMB -0.45 ok
HML 0.37 Ak HML -0.01 Ak
RMW 0.15 RMW -0.26 Ak
CMA -0.03 CMA -0.00
BUX in USD int. -0.0048 o DAX in EUR int. -0.0047 o
Mkt 1.22 Ak Mkt 1.06 *AK
SMB 0.45 ok SMB -0.28 ok
HML 0.37 ok HML 0.36 HAK
RMW 0.04 RMW 0.60 Ak
CMA -0.21 * CMA 0.22 ol
BUX in HUF int. -0.0048 ok DAX in USD int. -0.0047 ok
Mkt 1.27 *AK Mkt 0.99 Ak
SMB 0.52 *AK SMB -0.36 Ak
HML 0.33 ok HML 0.36 HAK
RMW 0.05 RMW 0.49 ok
CMA -0.09 CMA 0.04
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est. signif. est. signif.

WIG20 in EUR int. -0.0050 Ak UKX in EUR int. -0.0048 Hoxex
Mkt 1.28 KAk Mkt 0.96 KAk
SMB 0.61 KAk SMB -0.26 KAk
HML 0.42 HAK HML -0.26 Ak
RMW 0.24 K RMW -0.05
CMA -0.25 k) CMA -0.22 Ak
WIG20 in USD int. -0.0050 HAK UKX in USD int. -0.0048 Horex
Mkt 1.21 HAK Mkt 0.89 Hxx
SMB 0.53 KAk SMB -0.34 KAk
HML 0.42 HAK HML -0.26 HAK
RMW 0.15 RMW -0.17 HAK
CMA -0.44 ol CMA -0.41 ol
WIG20 in PLN int. -0.0049 KAk UKX in GBP int. -0.0048 KAk
Mkt 1.25 HAK Mkt 0.93 Hoxx
SMB 0.56 Hxx SMB -0.28 Ak
HML 0.39 KAk HML -0.24 KAk
RMW 0.19 * RMW -0.09
CMA -0.27 ko CMA -0.30 okl
SKSM in EUR int. -0.0047 KAk SKSM in USD int. -0.0047 KAk
Mkt 0.54 KAk Mkt 0.48 KAk
SMB 0.72 HAK SMB 0.65 Hoxx
HML -0.10 HML -0.07
RMW 0.23 Hk RMW 0.19 *
CMA 0.53 okl CMA 0.36 okl

Source: own calculation; *, **, *** denote significance levels of 10%, 5% and 1% respectively

The investment factor (conservative minus aggressive) is negative for three of four V4
countries: the Czech Republic, Hungary and Poland and significant in all cases except for
Hungary where only in USD and only in 10% level is significant. From among the
developed countries with developed capital markets CMA factor is significantly negative
for Austria and the United Kingdom, while for France and Germany CMA factor is
significantly positive in EUR, and insignificantly negative in USD for France and
insignificantly positive for Germany. These results presented in Table 5 suggest that V4
listed firms apply aggressive investment strategies which means they are high
investment firms. This outcome well accommodate the hypothesis that these post-
communist economies required to have much higher and more aggressive investment
policies compared to developed ones to converge their economic performance to those.

If we add aforementioned momentum factor to Fama-French five-factor model we receive
a six-factor model. From among the V4 countries only the WML factor is negative for all
cases but only for the Czech Republic is significant at the 1% level, for Hungary and
Poland this sixth factor is significant at 5% or 10% depending on the currency and
insignificant for Slovakia. WML factor is significantly (even at the 1% level) negative for
Austria and the United Kingdom, negative for France but only significantly at the 10%
level when measured in USD and insignificant when measured in EUR, while
insignificantly positive when measured in EUR and insignificantly negative when
measured in USD for Germany.

4 Conclusions

All of the V4 countries joined the European Union on the 1st of May in 2004, they exhibit
common historical roots and similar social regime switch from a communist economy to
market economy in the beginning of the 1990’s.

We investigate how the stock markets accommodated to the developed European
countries. We find that V4 countries capital asset pricing behave well concerning the
standard asset pricing models with only slight surprising results.

Behaving well means in this context that the explanatory powers of the applied models
are high and most of the explaining factors are significant. It is surprising that WML, i.e.
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the momentum factor is not as strong as Poterba and Summers (1988) suggested. We
also find that the investment style of V4 firms are aggressive which result is in line with
our economic intuition.

It seems to be clear that our research should be extended with a rolling window
regression analysis to visualize the process of asset pricing development.
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Abstract: In this study we analyze the return gained by cointegration-based pairs
trading arbitrage strategy in Western and Eastern European capital markets. To achieve
that, we showcase the contrarian evidence to the weak form of market efficiency found.
The aim of the paper is to explore the mean reversion nature of the highly cointegrated
stock pairs and to create a trading strategy with predefined entry and exit points. The
portfolios used are created over 250-day long testing periods based on the cointegration
selection of the pairs and then traded for 125 days. The realized return between 2012
and 2017 were 16.98% and 20.74% annually in the Western end Eastern European
markets respectively. We also evaluate the standard deviations of returns achieved by
the strategy and the portfolios’ correlations to the MSCI Europe, S&P 500 and the risk-
free rate. As the strategy result in low correlation to the market, we confirm its market
neutrality. The Sharpe-ratios of the portfolios for the full sample period are 0.57
(western) and 0.92 (eastern) but come up to 1.89 and 1.39 in the last 10 years.

Keywords: pairs trading, asset pricing, cointegration, statistical arbitrage, market neutral
strategy

JEL codes: C53, G17

1 Introduction

In this paper we investigate the cointegration-based pairs trading strategy on the
European stock market. Pairs trading is a market-neutral statistical arbitrage strategy
based on the convergence of stock prices. First, stock pairs, presenting significant
cointegration, are selected, and then by adding equivalent long and short positions we
create zero-investment portfolios; or/alternatively when the stock pairs abnormally
deviate for a short period excess return can be gained. Based on previous studies (e.g.
Gatev et al., 2006.), the strategy tend to result in abnormal return. In this paper we
compare the above-mentioned active portfolio strategy to passive portfolio holding, that
results in the return of pairs trading strategy of stocks traded on the European market to
the return of the MSCI Europe, S&P500 and the risk-free rate. The market data used are
collected over 16 years and then the European sample selection is divided into data from
Western and from Eastern European countries. We analyze the mean reversion nature of
cointegrating stock pairs and create a trading strategy with predefined entry and exit
points. As a result of our empirical study, we argue that this strategy has delivered an
average annual return of 16.98% in Western Europe and 20.74% in Eastern Europe in
the recent 16 years. In Western Europe, the standard deviation was 24.17%, and the
Sharpe-ratio was 0.57. In Eastern Europe, the standard deviation was 19.12%, and the
Sharpe-ratio was 0.92.

The applied pairs trading method is an investment strategy developed by Gerry
Bamberger and Nunzio Tartaglia, both quantitative analyzers of Morgan Stanley, against
the perfect market of the Black-Scholes-Merton model appearing in the 1970s. The
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model relies on the correction of market mispricing based on the convergence of prices
and return to the historical trend. In fact, the method is a relative pricing mechanism
based on the Law-of-One-Price. In accordance with the definition by Ingersoll (1987), if
different investments generate the same risk adjusted cash flow then they should be
marketed at the same price. This observation was further developed by Chen and Knez
(1995), by stating that two similar stocks that might not guarantee identical payments
must be marketed also at similar prices. This concept was taken further by Elliott et al.
(2005) and Mohanty et al. (2010) by replacing two different businesses with a single one
and modeling the correlation between the internal value process of the business and its
market price with stochastic methods.

In the 1980s, pairs trading was one of the most successful investment strategies, and in
accordance with Gatev et al. (2006), Morgan Stanley achieved a profit of $50 million by
using the strategy even in 1987, later on its efficiency has reduced as a result of the
intensifying spread of the method, and therefore the group of Tartalgia ceased to exist by
1989.

2 Theoretical Background

Gatev et al. (2006) analyzed the cointegration-based pairs trading strategy on daily data
from July 1963 to December 2002 in their comprehensive study on the profitability of the
strategy. Their portfolios contained the twenty best pairs and generated an average
monthly gross return of approximately 1.44 percent (t-statistics=11.56). Their research
also explored significant differences between profits before and after the 1980s. While on
the basis of data before the 80s of the cost and risk adjusted average monthly net profit
was 67 basis points, this reduced to 42 basis points in the period between 1988 and
2002.

In our opinion, the difference is explained not only by the extensive use of the strategy
but also by the growth of stock market profits. They prove that pairs trading tends to
achieve a better performance with low market prices than with high ones, and therefore
the growth of stock market prices also significantly reduced the profitability of the
strategy by the end of the 1980s. In their scholarly paper Gatev et al. (2006) also proved
that the portfolio was sensitive to parallel yield curve movements, and it resulted in
higher profits in the case of a rising yield curve.

The above study on the composition of the portfolios demonstrates that a portfolio with a
higher number of components is more diversified, i.e. it generates less standard
deviation. While in the case of the best five pairs 124 out of the 474 months covered by
the study resulted in losses, in the case of the best twenty pairs this number was only
71. In the course of re-testing, the yield generated by the strategy has doubled the yield
of S&P 500 with less standard deviation. We note that this was a completely market-
neutral investment strategy since the portfolio was hardly sensitive to the systematic risk
factors.

Following the above-mentioned scholarly paper of Gatev et al. (2006), an analysis was
made also on the daily stock exchange index data of Taiwan in view of the pairs trading
strategy in 2005. Sandro et al. (2005) examines the time series of 647 various
companies of Taiwan between 4 January 1994 and 29 August 2002. The portfolio used in
the course of the back test contained the best twenty pairs with even weights. The
results obtained during the research were significantly similar to the results obtained by
Gatev et al. (2006). The average excess return of the portfolio built throughout the
analysis of the prices of the TSEC was 10.18% per year against the portfolio of the
Taiwanese market, while the excess return was 11.28% in the case of Gatev et al.
(2006). On an average, 19.69 out of the best twenty pairs of the Taiwanese portfolio has
on open position, contrary to the analysis of Gatev et al. (2006) where 19.30 out of the
twenty pairs were open during the length of the study.

The strategy is further developed by Vidyamurthy (2004), who determined his portfolio
by introducing another significant, already existing concept. He considered short term
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deviations from the long term balance as a stationary noise, and this approach lead to
the cointegration and the study of the co-integrity of the stock pairs. The study of
Caladeira and Moura (2013) ran on the basis of this approach in which data of
BM&FBOVESPA between Jan 2005 and Oct 2012 was examined. The portfolio determined
by means of the VAR(p) model applied during the research resulted in an excess return
of 16.38% against the given market portfolio. In our research, the study of the model
described in the article of Caladeira and Moura (2013) using the kernel density
estimation method specified by Silverman (1982) or Betov et al. (2010), based on the
results of Vidyamurthy (2004) was performed in relation to the European markets.

3 Pairs Trading Strategy Model

The following concepts are defined for the description of our study. Operator S is called a
back step if process Y, = X,_, isassigned to process X,. Process X, is called ARMA(p,q)
composite autoregressive moving average process if back step operator S has such

AS)X, =X, — X,y — —ay Xy (1)

B(S)Xt = bo + bls + ...+ quq (2)

polynomial elements where n, # 0 and
A(S)X, = B(S)e, (3)

where ¢, is a white noise process.

Always A(S), B(S) polynomial elements with the lowest degrees are taken into
consideration in the definition, which also means that A(S), B(S) polynomial elements
have no common radical.

If the radicals of A(S) polynomial member are beyond the unit circle then there is a
stationary X, ARMA(p, q) process where is met, and it has MA(o) form.

14 q
Xt =ZaiXt_i +Zb] Et_]' (4)
j=1

i=1

If the radicals of B(S) polynomial element are beyond the unit circle then X, has AR(0)
form, i.e. the process can be inverted.

Should be d € N, and X, a stochastic process without a deterministic process and if it is
differentiated d times then it has a stationary and invertible ARMA representation. Then
X, is d-th integrated process and is marked as X, ~ I (d).

The X, , ¥, ~ I (d) time series are cointegrated if B, so that X, + BY, ~ I (d — k) where 0
<k=d.

Selection of Pairs

Our study covers 649 stocks that represents (°”) potential pairs. We want to choose n

pieces from these pairs so that the stock prices per pair viewed on the logarithmic scale
can perfectly cointegrate. i.e. by pair 3 B; so that
2

In Sti'1 = y; + Bin Sti'z + sé (5)
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InS*~1(d) and InSH~I1(d) (6)

whered e N, &l Vi€ [0, n] are stationery mean reverting processes.

The study is performed for each possible pair, the relevant linear regressions and the
u; difference processes are calculated (values p; specified on the logarithmic scale are
considered),

ul =InS* — p; — BInS;? )

then the stationarity of process ulis characterized with the Augmented Dickey-Fuller
(1981) test, ADF test statistics'and the study of the periodogram. n pieces of stock pairs
belonging to the strongest test statistics are considered in the next steps. The pairs are
created after a 250-day study period which is followed by a 125-day trading period.

Trading

We are about to create a market neutral portfolio with the cointegrating pairs determined
based on the above methodology. The next step of the strategy is to calculate the value
of z®, applying the Gauss core function z®,i € {1, 2, . . . , n} density function
estimations, and finally the periodograms are studied.

S0 _ St = BiSE — B - Bisy?) (8)
t o(S;" = BiSt™)

The opening and closing points of the position are determined by means of Zt(i) values
and the stock price movement:

e If in the case of i. pairs at trtime Zt(") > 2, then a position is opened, and a short
position is added to S'* stock and a long position to S/?stock. If in the case of i.
pairs at t time z{’< —2, then a position is opened, and a long positidn is added to
si* stock and a short position to 5% stock.

. If in the case of i. pairs and at t time 0.5 >z’ > 0.5, then the position is closed.

« If |Z.| > 4, the position is closed,

« If the price of S/or S/ moves more than 5%, position is closed.
The first point shows the opening trigger, the second point shows the normal closing
trigger, In addition, stop-loss terms must also be integrated since an extremely high
Zt(i) value cannot be considered accidental, and therefore the prices of i. stock pairs might
not be perfectly cointegrated in the new larger data set. Besides, we can be stuck in a
position for a very long time which is undesirable. As a stop-loss trigger we use the third
and fourth point above.

During the creation of the portfolio, the methodology of Caladeira and Moura (2013) is
followed, and therefore certain stock pairs are taken into consideration identically in the
case of several open positions. When the portfolio is changed, we try to achieve a
preliminarily set (m) total value. If a position is opened on a new pair, then a sufficient
part of the already existing positions is closed to obtain the same amount on each pair in
the position. However, if a position is closed then the weight of the other open positions
is increased proportionally to the weight of the closed position and to the number of the
open positions. Our portfolio contains a maximum of 20 cointegrating stock pairs and the
null hypothesis of the ADF statistics used for their stationarity study can be accepted with
95% safety. In our study, data of 250 days are followed, and these data are used to
determine the pairs to be traded in the next 125 days. During the management of the
portfolio, 125 day moving averaging is used to determine Z values in addition to 4 stop
loss levels, i.e. if |Z, | > 4 then the position is closed.
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In addition to the stop loss level, time limits are also integrated in accordance with the
indexes that are of 85 days for the Eastern European stocks, and of 70 days for the
Western European stocks.

4 Data

The data used in this study are daily closing prices collected between 31/12/2001 and
31/12/2017. The stock prices are corrected with dividends and denominated in USD,
collected from the Thomson Reuters Data Stream database. The stocks covered by the
study contain the components of the main European indices as of 31st December 2017
(see Table 1). These are 128 stock in western portfolio and 125 stocks in eastern
portfolio at the end of the period. As the stock indices reflect the actual content, the data
series is exposed to survivorship bias. The stocks have various lengths of time series,
thus significantly less stocks were involved in the analysis at the beginning of the
research than towards the end of the research. The inefficiency resulting from the
decreasing number of stocks going back to the starting periods can be observed on the
yield curves.

Table 1 Variety of Stocks

Country Nr. of Stocks Country Nr. of Stocks
England 100 Baltic countries (E, L, 9
Austria 20 Cyprus 100
Belgium 20 Czech 50
Denmark 20 Poland 20
Finland 25 Hungary 13
France 40 Malta 20
Greece 20 Slovakia 5
Netherlands 25 Slovenia 7
Ireland 20

Germany 30

Italy 40

Spain 35

Sweden 30

Source: Author’s dataset. Notes: there are no restrictions made on the stocks having to belong to
similar industries or having similar beta, etc; the pairs are generated merely based on the results
of co-integration process.

5 Results

During the analyses, the above strategy is applied to study the Eastern and Western
European stock market prices. In the Western European stock markets in the recent 16
years, 338% cumulative return is achieved by the strategy, thus an average gross return
of 16.98% per year. The standard deviation of the annual returns is 24%. The average
length of the positions is 35 days with a standard deviation of 33 days. During the study
of the Eastern European stocks in the recent 16 years, 414% cumulative return is
achieved, and this results an average annual gross return of 21%. The standard
deviation of the annual returns is 19% and the average length of the positions is 39 days
with a standard deviation of 45.8 days. The annual results and the standard deviations of
the annual returns are presented in Table 2.

We calculate the excess returns as each year’s pairs trading portfolio return minus the
actual year’s market return. The returns show excess above MSCI Europe by 9.89% and
13.77% for the Western and Eastern European portfolio respectively. The average annual
excess returns above the risk-free rate are 13.77% and 17.54%. We prefer to use the
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risk-free rate as a benchmark, the very low correlation to market returns is shown, which
implies the market neutrality of the portfolio.

It would also be worth studying the results in sub-periods. Our results show a 23.53%
return for Western Europe for the first 10 years and 10.43% returns for the following 10
years. The standard deviations are 33.43% and 4.54% for the Eastern and for the
Western European markets respectively. Examining the Eastern European portfolio, it
shows returns of 25.34% in the first 10 years and 16.15% in the second 10 years. The
standard deviations are 24.89% and 10.27%.

This difference in the standard deviation is due to the smaller nhumber of same-time-
traded stocks in the first period. The amount of money in the portfolio is always equal to
the total amount of investment, even if there is only one open position. When there are
only a few numbers of open positions, then the standard deviation of the portfolio is
higher. The second period of the study reflects more of a real-life portfolio as the
numbers of open positions are higher, the equity is better distributed and the
diversification effect produces less standard deviation.

Table 2 Annual Returns of the Strategy

Year W. E. Europe W. Europe E. Europe W. Europe E. Europe
Europe P.T. Excess MSCI Excess MSCI Exc. Risk Exc. Risk

P.T. Free Free
1993 -0.01 0.30 -0.16 -0.03 -0.03 0.27
1994 -0.07 0.86 -0.12 -0.11 -0.11 0.82
1995 0.25 0.14 -0.06 0.19 0.19 0.08
1996 0.33 0.40 0.02 0.28 0.28 0.34
1997 -0.23 0.17 -0.24 -0.29 -0.29 0.12
1998 0.79 0.22 0.67 0.74 0.74 0.16
1999 0.30 -0.08 0.44 0.25 0.25 -0.13
2000 -0.06 0.19 0.09 -0.12 -0.12 0.13
2001 0.34 0.27 0.59 0.30 0.30 0.23
2002 0.70 0.07 0.21 0.69 0.69 0.05
2003 0.11 0.08 -0.12 0.10 0.10 0.07
2004 0.07 0.20 -0.02 0.05 0.05 0.19
2005 0.06 0.14 -0.17 0.03 0.03 0.11
2006 0.15 0.09 0.09 0.10 0.10 0.04
2007 0.11 0.13 0.59 0.06 0.06 0.08
2008 0.03 0.27 -0.27 0.01 0.01 0.25
2009 0.14 0.03 0.17 0.14 0.14 0.03
2010 0.10 0.18 0.14 0.10 0.10 0.18
2011 0.18 0.11 0.11 0.18 0.18 0.11
2012 0.09 0.38 0.02 0.09 0.09 0.38
Avg.: 16.98 20.74 9.89 13.77 13.77 17.54
Std.: 24.17 19.12 27.79 24.17 24.17 19.05

Source: Author’s calculation

Risk and Risk-adjusted Returns

We are not only interested in the absolute and relative returns but also in the risk-
adjusted return of the portfolio. We measure the risk as the standard deviation of the
portfolio and use the Sharpe-ratio to compare the risk-adjusted return to different
portfolios.
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Table 3: Sharpe-ratios of the Portfolio
1993-2003 2004-2013 1993-2013

Western Europe Sharpe-ratio 0.56 1.89 0.57
Eastern Europe Sharpe-ratio 0.83 1.39 0.92
MSCI Europe Sharpe-ratio 0.21 0.15 0.18

Source: Author’s calculation

As it is shown in Table 3, the Sharpe ratio of the investigated portfolios in the two sub-
periods are significantly different. This is due to the above expressed difference in the
standard deviations. In the second sub-period we find 1.89 and 1.39 ratios that
represent a very high value compared to the market proxy. In the first period these
ratios are just slightly above those observable on the market; however, in the second
period the found ratios are significantly higher than the average ones on the stock
market.

Beside the Sharpe-ratio it would be reasonable to have a closer look at the results of the
well-known equilibrium models such as of Fama and French (1996) and Carhart (1997).
We have run these regressions; however, as the trading strategy is market neutral it
means that the returns gained are not correlating with the market and other proxies,
thus their betas are not significant. As a result of that, all the yielded return can be
interpreted as Jensen (1968) alpha, as only the constants of the regressions becomes
significant, while the determination coefficient (R2) of the models tends towards zero.

Correlation of the Portfolio

On the one hand, Table 3 above clearly indicates that the pairs trading portfolios result in
higher returns and exhibit less standard deviation in the case of both stock indices.
However, on the other hand, one of our aims is to prove the strategies market neutrality
as defined by Alexander and Dimitriu (2002). Returns are set against the MSCI Europe,
S&P 500 and the risk-free rate and show low correlations against these listed as
presented in Table 4. This result means that the portfolio is not dependent on market
movements and therefore it is market neutral.

Table 4 Covariance Matrix

Western Eastern MSCI S&P500 Risk-Free
Europe P.T. Europe P.T. Europe
Western Europe P. 1.000 0.003 -0.010 -0.019 0.003
Eastern Europe P. T. 0.003 1.000 -0.020 -0.012 -0.020
MSCI -0.010 -0.020 1.000 0.276 0.032
S&P500 -0.019 -0.012 0.276 1.000 0.018
Risk-Free 0.003 -0.020 0.032 0.018 1.000

Source: Author’s calculation

6 Concluding Remarks

In this paper we examined the Eastern and Western European stock market based on the
pairs trading statistical arbitrage strategy. Our aim was to explore the mean reversion
nature of the highly cointegrated pairs and establish a trading strategy, with predefined
entry and exit points. The database included 20 years of European stock prices. The
results showed excess returns above the MSCI Europe index by 9.89 and 13.77 for
Western and Eastern European countries respectively. Sharpe-ratios were 0.56 and 0.83
for the entire twenty years, but 1.89 and 1.39 in the recent ten years for western and
eastern countries of Europe respectively. We also examined the correlation between our
results and the market return. We found low correlation to the MSCI Europe, S&P 500
and to the risk-free rate, confirming the market neutrality of the strategies.
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Abstract: Most of the state's financial resources are covered by compulsory deductions,
namely taxes, fees and social security contributions, translated into fiscal revenues. In
recent years, financial and economic research has focused heavily on the
interdependence between taxes and economic growth. The main purpose of this research
is to analyze the factors that lead to the increase or decrease of fiscal revenues collected
by the state. Taking into account the current economic situation, the research will focus
on a comparative study of Romania with an emerging state and a developed country,
from the European Union, for a period of 10 years. The following variables are taken into
account: fiscal revenues, inflation, unemployment rate, number of emigrants, imports
and exports, factors with a significant impact on economic growth. In order to achieve
the proposed objective, we will use the statistical analysis, through the SPSS software, to
see the relationship between the independent variables and the dependent variable. The
Pearson correlation coefficient will be used to measure the relationship between model
variables. The study’s data is taken from the Eurostat and World Bank databases. After
analyzing the results, there are outlined proposals for the optimization of the fiscal policy
of the state, depending on the determinants of fiscal revenues, in order to ensure a
balanced economy.

Keywords: fiscal revenues, taxation, determinant factors, European Union
JEL codes: E62, H20, E22, E24, F43

1 Introduction

Current economic conditions in the European Union still bear the traces left by the 2008-
2009 economic and financial crisis, and the instability of emerging countries makes it
necessary to implement clear, long-term regulation with reference to fiscal policy, which
may entail positive and sustainable macroeconomic consequences. This is emphasized by
the fact that the economic, financial and social stability and development of a state can
be achieved through direct and indirect taxation, i.e. through fiscal revenues. In addition
to the austerity measures and rescue plans undertaken in times of crisis, it is important
to implement measures with regard to the optimal national tax reform, so that the fiscal
system and the fees and taxes system become the stabilizer of the national economy.
Due to the fact that taxes are the major source of government revenue, or the backbone
of government (Ahmed et al., 2016), the main purpose they have is to generate
sufficient revenues to the state budget, to finance the public sector activities in a non-
inflationary way, and for the cover of government spending it is necessary a sustainable
fiscal system. If fiscal revenues do not grow fast enough to finance public services, in the
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long run, governments should seek to cut spending, raise tax rates or modify other
structural features of the system (Bird and Zolt, 2008).

Starting from the fact that fiscal policy is one of the main macroeconomic policy
instruments, this research is concretized by the empirical study of the factors that can
influence the fiscal revenues, as well as on the study of the responses of the revenues to
the evolution of the determinant factors, over the years 2008-2017. The main objective
of this research is to outline and to know the underlying causes of changes in fiscal
revenues from the three European Union Member States (EU) chosen in the study,
namely the Czech Republic, Romania and Poland. The study is essential, because by
providing an answer to the research question, namely whether the analyzed indicators
have significant effects on fiscal revenues, a clear horizon can be given with regard to
financial planning, depending on the economic factors studied.

Literature review

In the literature, there is a considerable number of studies on the determinants of fiscal
revenues, respectively on taxation. These studies, taking into account the fiscal
competitiveness, have assumed that taxation is an important fiscal policy instrument
which is in close correlation with the macroeconomic outcomes (Andrejovska and
Pulikova, 2018), given the current economic conditions. Over time, has been carried out
a lot of research, to identify decisive factors for the degree of variation in fiscal revenues.
The link between the national government systems, resulted in the governance, the level
of inflation, and the level of corruption has been studied, in correlation with fiscal
revenues, by authors such as Epaphra and Massawe (2017). Through a study of 30
African countries, they concluded that corruption-related variables have a negative effect
on fiscal revenues, while those related to government effectiveness, quality of regulation
in the state, but also in connection with the rule of law has a positive effect on them. We
believe that in this situation, the state's duty is to reduce corruption by improving quality
within the tax administration, so that income levels to be at a high threshold in relation
to government debt.

The same results, regarding the influence of corruption, inflation and the quality of
government on fiscal revenues, have also reached by Hunady and Orviska (2015), who
studied this correlation in the member states of the Organization for Economic Co-
operation and Development (OECD), Ajaz and Ahmad (2010), Ehrhart (2011), Amin et al.
(2014) and Ahmed et al. (2016) who also studied this link in countries from the Asian
continent. All of these studies can be considered starting points in finding legislative
proposals in fiscal policy, so as to not affect the sustainability of public finances in
relation to governance.

The tax collection is negatively influenced, according to Monteiro (2012), by factors such
as unemployment and corruption, and positive, by factors such as industry turnover, the
number of businesses and foreign direct investment of an economy. Macroeconomic
variables, such as import level, exchange rate and turnover in the industrial sector, have
been found to have a positive influence on fiscal revenues formation, as opposed to
agricultural sector turnover, that has a negative influence on them, according to Basirat
et al. (2014). Gobachew et al. (2018) have also highlighted the fact that fiscal revenues
are affected by the inflation rate and the share of the agricultural sector in gross
domestic product (GDP), but are positively influenced by the share of the industrial
sector in GDP, per capita income and the degree of trade opening, measured by the
share of export and import in GDP.

An interesting approach on the determinants of fiscal revenues is given by Dioda (2012),
who in her research concluded that among the factors with significant influence are the
economic ones (GDP growth rate, GDP per capita, the degree of openness of the
economy, the share of the agricultural sector in GDP), political factors (degree of
freedom, internal and external conflicts, political stability, sustainability of the political
regime) and socio-demographic factors (education level, population density, urbanization
level, shadow economy). The autochthonous authors, Constantin and Bacanu (2015),
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studied the effects of monetary factors, price levels, tax rates, tax efficiency and tax
collection, on tax revenue formation. They concluded that the level of fiscal revenues
should have a higher growth rate than gross domestic product, so that fiscal burden to
be at levels that the taxpayer can afford.

Relevance of research

Through the study and analysis of the specialized literature, from 2010-2019 period,
respectively the studies of the following researchers: Chaudhry and Munir (2010),
QadirPatoli et al. (2012), Castro and Camarillo (2014), Kumari and Nene (2017), Maulia
and Sofyan (2018), Streimikiene et al. (2018), Belov (2018), Cristea (2019) and Palic et
al. (2019), Figure 1 shows the determinants of fiscal revenues, which, following the
researches carried out, had positive or negative effects on the revenues obtained from
the collection of taxes and fees.

Figure 1 Determinants of Tax Revenues

» Economic opening;
« External debt; ! « The governance system;

» Gross Domestic Product per Capita; * Poltical stability;

Pe - Corruption;
* Income per capita; - Civil liberties;
* Inflation; _ - Economic freedom related to
* Shadow economy; imports and exports;
+ External economic aid; - Exchange rate.

» Tax compliance.

FISCAL REVENUES
- Direct taxes
- Indirect taxes

/ N

*Production sector (agricultural,
industrial and service);
*Business growth (new organizational
branches, franchises);
sInvestments (shares, mergers,
acquisitions);

*Foreign direct investment.

« Income tax revenue;
* Net wages;

» Number of employees;
« Consumer price indices;
* Unemployment rate;
« Employment rate.

Source: authors processing based on literature

As can be seen in the above figure, research over time has concluded that fiscal revenues
are more or less influenced by many factors that are related to the economic, financial,
political and social environment. Most studies regarding on government revenues
determinants have been conducted in Asian countries, in United States and OECD
countries. Considering that research on the situation of the EU Member States is limited
and that the situation of Romania, compared to other EU Member States, is very little
deepened, this scientific paper seeks to study the main macroeconomic factors that can
influence the state's fiscal revenues.

2 Methodology and Data

Given that the main purpose of this research is to identify the influence factors of fiscal
revenues, the situation existing in Romania, with reference to fiscal policy, will be
analyzed in comparison with Poland (emerging state - according to the International
Monetary Fund, IMF, 2019) and Czech Republic (developed state - according to the IMF,
2019). The choice of these countries derives from the fact that they are states from
Central and Eastern Europe, member states of the European Union, from May 1, 2004 -
Poland and the Czech Republic, respectively January 1, 2007 - Romania. The statistical
data used in the study were taken from the databases of the European Commission-
Eurostat and the World Bank.
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The independent variables we have considered are part of four categories of influence,
namely: financial category - inflation, social and demographic factors - unemployment
and the number of emigrants, economic factors - foreign direct investment and trade
freedom. Trade freedom, in our study, is materialized through the import and export of
goods and services, and inflation is reflected in the consumer price index (CPI). In order
to study the influence of the exogenous variables on the endogenous variable,
respectively the fiscal revenues, we used the statistical analysis program for social
sciences- SPSS.

The period studied in this research is 10 years, namely 2008-2017. This time limit stems
from the fact that there are no statistical data available for 2018, in the case of fiscal
revenues. In the statistical analysis, quarterly data was used. For fiscal revenues, the
consumer price index, the number of emigrants and the import and export values there
was available only annual data in the Eurostat database. For a more in-depth analysis,
the annual data was converted into quarterly data, with the help of the "frequency
conversion method" function of the Eviews econometric program.

The first step in the analysis is to determine the Pearson correlation for each country,
and then using the "Enter" function of the SPSS software, for each analyzed state. In
this way, based on the coefficient table, a multiple linear regression equation (1) will be
obtained, in the form of:

REV= f (CPI, UNEMPL, EMIG, FDI, IMP, EXP), where: (1)

« REV- fiscal revenues, dependent variable (expressed in million euro);
« CPI- annual average consumer price index, independent variable (expressed as a
percentage);
« UNEMPL- unemployment rate, independent variable (expressed as number of persons
in the total active population);
« EMIG- the number of emigrants, independent variable (expressed in number of
persons);
« FDI- foreign direct investment, independent variable (expressed as a share of GDP
and representing net inflows in the reporting economy from foreign investors);
« IMP and EXP- import and export of goods and services, independent variables
(expressed in million euros).
In order to find out which of the study variables have the greatest influence on revenues,
the situation in each country has been analyzed separately, so that it can be possible to
outline some proposals regarding the optimization of Romania's fiscal policy compared to
Poland and the Czech Republic, with the aim of ensuring an economy in balance, taking
into account the current economic conditions.

3 Results and Discussion

Starting from the fact that taxes and fees are the main source of generating government
revenues; inflation is an important phenomenon in ensuring the prosperity of the
economy, emigration is a growing phenomenon in emerging countries, and the number
of immigrants in developed countries rose to the order of millions; high unemployment
rate leads to undesirable economic effects; foreign direct investments are the result of
lifting barriers to the international economy and the mobility of foreign capital, and
freedom of trade is a "cause" of market liberalization, the empirical analysis of this paper
seeks to establish the correlation between taxation and its determinants. In order to
establish this link, it is necessary to identify the degree of influence exercised by the
elected indicators on fiscal revenues.

In order to achieve the proposed objective, the Pearson correlation between independent
variables and fiscal revenues, was studied at the level of each surveyed country, and
according to the obtained results, there are strong correlations between the model
variables. The convention in most research is to use a significance level of 0.05. This
means that if the Sig value is less than 0.05, we will reject the null hypothesis and the
variable will be included in the model. All tests were performed at the significance level of
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5%. Taking as a starting point the high correlations encountered between the variables,
we have analyzed the relationship between them and fiscal revenues, using multiple
linear regression obtained in SPSS. The analysis uses the Enter method from the
statistical program IBM SPSS.

Table 1 Summary of the Regression Model - Czech Republic

Model R R Square Adjusted R Square Std. Error of the Estimate
Summary
values ,977 ,955 ,946 1266,58

Source: Authors processing based on Eurostat and World Bank data, with SPSS software

Table 1 summarizes the regression model of Czech Republic, in which the determination
coefficient R is presented, which shows the degree of influence of the independent
variables on the REV dependent variable. In the case of the developed country, Czech
Republic, the values of R and R? show the strong correlation between the indicators,
chosen for the analysis, and the fiscal revenues, respectively the percentage with which
the endogenous variable is influenced by the exogenous variables. Thus, the fluctuations
in taxes and fees revenues are influenced by 95.5% of the independent variables
fluctuations, respectively the determinants of fiscal revenues.

Table 2 Summary of the Regression Model - Poland

Model R R Square Adjusted R Square Std. Error of the Estimate
Summary
values ,999 ,997 ,997 987,91

Source: Authors processing based on Eurostat and World Bank data, with SPSS software

Table 2 shows the situation in Poland, an emerging state, where the values of R and R?
show a very strong correlation between the variables, the fiscal revenues being
influenced by 99.7% of the determinant factors accepted in the model.

Table 3 Summary of the Regression Model- Romania

Model R R Square Adjusted R Square Std. Error of the Estimate
Summary
values ,996 ,993 ,992 465,36

Source: Authors processing based on Eurostat and World Bank data, with SPSS software

In table 3, the determination coefficient R? of 99.3% in Romania, shows the close link
between the variables chosen in the study. According to the summary of the regression
models in these three countries, synthesized in the above tables, the variables chosen in
this research tend to have a strong influence on tax revenues, so we can consider these
variables as determining factors of taxes and fees revenues.

However, to deepen the analysis, three multiple linear regression relations were formed,
in which is study the influence of each independent variable on the variation of the
resultative variable REV. The equations (2), (3) and (4), presented below, related to the
three studied countries (REVczech, REVpoland, REVromania), were obtained from the
coefficient table generated by SPSS software. We note that in the Czech Republic the
FDI variable was not accepted in the model with Sig> 0.05 and in the case of Poland, the
social variables, respectively the unemployment rate and the number of emigrants, are
not significant factors of the tax revenues, so they are not accepted and not included in
the model.

REVczech = —3057,186CPI — 955,914UNEMP — 0,162EMIG + 3,221EXP — 2,904IMP + 302806,69 (2)

According to the relation (2) related to the Czech Republic, the FDI variable was not
accepted in the model, with Sig = 0.823. The other exogenous variables have a value of
Sig = 0.00, and due to the coefficient of determination R?, with values> 95%, it is
highlighted a correct choice of variables, which has a strong influence on the fiscal policy
of the state, respectively on the formation of financial resources. As can be seen, there is

86



a negative influence between the CPI and the REV, respectively when the inflation
increases with one unit, there is a decrease of 3057,18 units among the fiscal revenues.
Considering this, the level of inflation has to be taken into account when fiscal policies
and tax bases are established, because, in addition to inflation, negative influences are
also encountered in the case of unemployment rates, the number of emigrants and
imports. The negative link between unemployment, emigration and fiscal revenues is
understandable, because these two phenomena have negative effects on the whole
economy, but especially on the business environment, creating consequent decreases in
revenues, but also among the consumption and production. The only positive influence is
related to exports, which attract higher collections in the state budget.

REVpoland = 1290,277CPI — 1564,251FDI — 0,435EXP + 1,007IMP — 82479,314 (3)

According to relationship (3), related to Poland, the UNEMP and EMIG variables did not
have a significant influence on REV formation, which made them not included in the
model. Taking into account the determination coefficient R* of 99.7%, the independent
CPI, FDI and international trade related variables exert a significant influence on Polish
taxation. As can be seen, there is a positive influence relationship between CPI, IMP and
REV and there is a negative influence between FDI, EXP and REV. Thus, the fluctuation of
inflation and imports exerts an influence in the same sense on fiscal revenues, but of
different magnitudes, and the inversely proportional influence between FDI and EXP
makes it necessary to take into account some accountable monitoring of the granting of
tax incentives with regard to these two variables with negative influence.

REVromania = 783,706CPI + 1520,308UNEMP + 0,077EMIG + 1095,475FDI + 0,367IMP —
0,259EXP — 70593,395 (4)

According to the relationship (4), unlike the other two countries, Romania accepts all the
variables within the model, and the coefficient of determination R?= 99.3% indicates the
high influence of the factors chosen in the formation of the state's fiscal revenues. The
only variable that exerts a negative influence on REV is EXP. Thus, an increase with a
unit of measure of exports leads to a decrease of the fiscal revenues by 0.259 units. This
may be due to the fact that in Romania the level of imports is higher than that of
exports, and the trade deficit leads to economic downturns, by increasing public
expenditures, even if the IMP has a positive influence on the dependent variable. The
positive relationship between UNEMP, EMIG and REV can be a consequence of changes in
income and profit taxes, the rise/fall of the two variables leading to the increase/
decrease of tax rates, or vice versa.

According to the IMF, the Czech Republic is a developed state, and precisely this makes
the fiscal policy and the economic policy undertaken in the country to have the aim of
balancing and facilitating economic growth, so we consider it is necessary to be taken
into account the influences exercised by the aforementioned factors. The results show
that there is a need to develop proposals on fiscal policy planning, so that inflation and
elements with a negative impact on fiscal revenues, such as UNEMP, EMIG and IMP to be
used as key elements in solving the budget deficits.

As for Romania and Poland, emerging countries, the relationship between the CPI and
REV is a positive one, which can be translated by the fact that a rising inflation leads to
high fiscal revenues, but these may not be in line with government spending. Under
current economic conditions, the positive relationship between FDI and REV, in Romania,
may be an indirect consequence of foreign direct investment in leading to job creation,
reducing unemployment and thus increasing fiscal revenues, but especially in economic
growth, by creating opportunities within the state. The negative relationship between FDI
and REV, in Poland, makes it necessary to take into account strong governmental
monitoring of the fiscal incentive regulations for this category of investment.

The negative/ positive relationship between imports and REV and the positive / negative
link between exports and REV in these three countries, can be determined by the fact
that the share of customs duties in most states occupies low proportions in the fiscal
revenues and the result obtained in the revenue structure, also depends heavily on the
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import and export price elasticity, on which can be added the exchange rate as well as
the tax legislation on exemptions, reductions and deductions from payments.

4 Conclusions

Fiscal revenues have a particular importance in the sustainability of the economy in
emerging and developed countries, being the main source of government revenue, which
helps to provide public goods and services, but also helps to meet the social needs of
taxpayers.

In order for the positive effects of the studied factors to be felt in these three states, the
government must resort to increased trade, to improving customs and tax
administration, but also to diminishing the emigration phenomenon and increasing the
desire of citizens from emerging countries, especially Romanians, to return home.
Increasing the immigration of citizens into the country of residence would bring
economic, financial and social benefits, as long as policies on the labor market, fiscal and
political regulations will be attractive enough for them, such that they will join the labor
force of the state of residence, in the long run.

Romania is still characterized by a faulty collection of taxes and fees, a collection that is
largely influenced by excessive bureaucracy, inefficient tax administration, repeated and
inconsistent changes in fiscal legislation, as well as negative economic phenomena such
as the underground economy and corruption. For a long-term economic recovery, both in
Romania and in the rest of the emerging countries, it is necessary to align with European
fiscal policies, in compliance with the directives of the European Commission and with
taking as an example the developed countries with a good fiscal system, which entails,
directly and indirectly, to economic growth.

The results of the study are in line with the literature and are essential, because they can
be used to outline proposals for fiscal reforms to be undertaken, in the event of a fall in
financial resources or in the event of a deep budget deficit. In order to have an economic
and financial balance, and to overcome budget deficits that occur at a rapid pace,
governments need to study and plan the revenue-expenditure relationship in the long
run, so that their trajectory to be balanced without drastic increases, in terms of
government spending, or large declines in government revenue.

The study has some limitations, from the point of view of the analyzed period and from
the point of view of the analyzed variables. For example, we did not include political
factors such as political instability, corruption, government policies, or factors such as
economic stability, government spending, public debt, tax bases, exchange rate, number
of employees, number of businesses, etc. A future direction of research could be
represented by the study of the direct and indirect tax ' s determinants.
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Abstract: Efficient Market Hypothesis (EMH) assumes a random, independent movement
of the investment instrument prices. EMH validity testing, especially on stock and
currency markets, did not bring clear results. Part of the research conducted so far
confirms the validity of EMH, part of the research refutes the validity of EMH. This paper
focuses on commodity market efficiency testing, specifically on the electricity market in
Czechia (Czech electricity and gas market operator OTE) using a time-varying Hurst
exponent estimated by the Detrended Fluctuation Analysis in period 2016-2018 applied
on the returns of transformed hourly intra-day electricity prices. Since the value of 0.5
for the Hurst exponent is associated with the random process, and thus with the weak
form of EMH, its value can indicate whether the studied market is efficient or not. To
conduct our research, we computed the Hurst exponents in the subsamples that slid
along the full sample, which is called the sliding-window technique, and thereby we were
able to get a view of temporal behavior of the Hurst exponent. First, our results showed
the so-called multi-scale nature of the returns of transformed electricity prices, i.e. we
detected two Hurst exponents on different time scales separated by the crossover.
Secondly, the Hurst exponent temporal behavior, calculated on the smaller time scale,
revealed the short periods when the studied market approached the weak-form
efficiency. On the other hand, for the larger time scale, the Hurst exponents attained
values associated with the mean-reverting process and not the random one, and thus in
that case the short-term electricity market in Czechia was inefficient with respect to the
weak form of EMH.

Keywords: Efficient Market Hypothesis, electricity market, Hurst exponent
JEL codes: G1, G14

1 Introduction

The Efficient Market Hypothesis (EMH) was introduced by Fama (1965), and is an
important theoretical concept that explains the behavior of the financial markets and has
played a dominant role in financial theory for a long time. EMH assumes that the prices
of investment instruments absorb almost all available information immediately and
adequately. Individual price-triggering information is not related. Movements in the
prices of investment instruments responding to this information are also independent. In
an efficient market, investment instruments are traded at prices close to their fair value
due to an adequate response to new, unexpected information. In this situation, it is not
possible in the efficient market to use tools in the form of technical and fundamental
analysis to achieve excessive returns.

There are three forms of market efficiency depending on the type of information that is
quickly, almost immediately processed. A weak form of efficiency assumes that historical
information is almost immediately absorbed into the prices of investment instruments.
Since the past price data cannot be used successfully to forecast their future
development, the technical analysis, becomes ineffective. The semi-strong form of
efficiency requires a rapid response of investment instrument prices to all public
information available (past and present). In this situation there are not any significantly
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overvalued and undervalued investment instruments. Thus, both technical analysis and
fundamental analysis, which relies on forecasting price developments for public
information, become ineffective. A strong form of efficiency requires investment
instrument prices to absorb not only historical and public information, but also insider
information. In later revision of EMH (Fama, 1991) refutes the existence of a strong form
of efficiency. However, a weak and semi-strong form of efficiency can work in different
market segments under certain conditions.

However, there is no uniform opinion amongst academics about the validity of this
theory. Supporters of the EMH believe that it is futile to look for trends and dependencies
in price development on the market and that market developments are repeatedly
heading for a steady state. EMH critics, on the other hand, point to the occurrence of
unexpected shock events in the market (such as the October 1987 crash, when the DJIA
index fell by more than 20 percent, or the Dotcom bubble generation and burst in 2000,
or the DJIA's 8% fall in 1997), which showed that the prices of investment instruments
have repeatedly deviated significantly from their real fundamental values on the market.
The incidence of inconsistencies in EMH has led to alternative theoretical concepts
explaining the behavior of financial markets such as behavioral finance, adaptive market
hypothesis (AMH) or fractal market hypothesis (FMH).

The electricity is a special commodity with the unique characteristics. Its aggregate
demand should always equal the aggregate supply at every instant, so the power grid
must be always prepared to deliver the certain amount of electricity when needed.
Moreover, it is difficult to efficiently (from the economic perspective) store it, so there is
no actual stockpile of electricity used when needed. This is a result of the process of
liberation and deregulation of power industry in developed countries which occurred in
recent years.

Since the price of electricity is the result of the underlying processes that shape the
demand and supply, its price dynamics possesses some special features well-known as
the stylized facts (Simonsen et al., 2004), namely the multi-seasonality caused by
periodical weather changes and social factors, clustered and extreme volatility caused by
the non-storability, positive and negative spikes as a result of sudden alteration of
consumption, i.e. shocks, mean-reverting property and occurrence of negative prices.

We conducted our research on the wholesale intra-day market that facilitates electricity
trading between the power producers and retailers or alternatively large consumers. The
contract, in our case, is a trade of predefined amount of electricity (in megawatt hour -
MWh) at a specific price (in CZK) for almost immediate (no less than 60 minutes) use
which helps to equilibrate the market for every hour, and thereby complements the spot
market.

The current market efficiency research is focused mainly on stock, currency and precious
metal markets. However, the electricity market efficiency tests, based especially on the
testing of the randomness via Hurst exponent of time series are of lesser number. In
fact, the Hurst exponent can be used as a measure of market persistence or presence of
long-term memory when assessing market efficiency (Cajueiro et al., 2005).

For instance, (Serletis, 2009) investigated the informational efficiency of the Alberta
electricity market using the Detrending Moving Average method to obtain Hurst exponent
which was below 0.5 indicating the market inefficiency. Another study of electricity prices
predictability (Uritskaya et al., 2015) in the Canadian provinces of Alberta and Ontario
and in the US Mid-C market, using the DFA concluded that the day-ahead prices
exhibited strong anti-persistent behaviour, which stipulates the market inefficiency.

Some authors (Papaioannou et al., 2018) used a composite index comprising more than
just Hurst exponent to measure the efficiency deviation from the random walk
benchmark on four European electricity markets. Furthermore, there are many
publications concerning the application of Hurst exponent methodology on electricity
prices/returns data, but rather for testing of mean-reversion than for weak form of
efficiency itself. Regarding the Czech market, (Kristoufek et al., 2013) showed that
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hourly spot prices of electricity on the Czech market in period of 2009-2012 were anti-
persistent with the scaling Hurst exponent being He = 1.1.

Since there are no recent studies of efficiency of electricity market in Czechia exploiting
the Hurst exponent, the purpose of this paper is to assess whether the Czech short-term
electricity market was efficient in years 2016 - 2018 with respect to the concept of weak
form of EMH and Random Walk Hypothesis (RWH) or not.

2 Methodology and Data

The Hurst exponent introduced by the hydrologist H.E.Hurst was meant to study the
long-term water levels in Asuan water reservoir (Hurst, 1951). Nowadays it is widely
used as the measure of predictability in the meaning that it quantifies a persistence of
trends in time series, which can lead to three cases. If H < 0.5 then time series is anti-
persistent, which should be the case of electricity prices according to the stylized facts. If
H = 0.5 then the time series is uncorrelated and follows a random walk, else H > 0.5
indicates that time series is persistent. Note that the values of the (classical) Hurst
exponent are bounded to an interval between zero and one (included) and it is assumed
that time series is stationary, which might not be the case of the most of the real
financial time series. To handle even non-stationary time series the Detrended
Fluctuation Analysis (DFA) algorithm was introduced by C.K. Peng (Peng et al., 1994)
who was studying the long-range correlations in DNA sequences. Since the scaling Hurst
exponent is, in fact, larger than one for non-stationary time series, its link to the classical
Hurst exponent is given as:

H=H;—1. (1)

The DFA computation begins with dividing time series with N observations into k equally
sized non-overlapping subsamples of length t. Then in every subsample we find a local
trend y«(k) which is, in general, a polynomial fit of some order. Hence for the linear fit we
denote this method as DFA(1), quadratic fit as DFA(2) etc. Consequently, the integrated
time series y(k) is detrended by subtracting the local trend in each subsample to get the
so-called fluctuation or scaling function for given subsample of size t, which can be also
interpreted as time-scale in case of time series.

N
1
FO) = |3 ) 000 = 7002, (2)
k=1

Then the scaling Hurst exponent is defined as a slope of the line between /ogF(t) and
log(t) for over all time scales. Since the relationship between F(t) and the time-scale t (C
is some constant) can be also written as:

F(t) = CttF, (3)

it is obvious, that it is, in fact, the exponent that relates the fluctuation function and time
scale.

The DFA is usually applied on the logarithmic returns of given time series. However, since
electricity prices can sometimes attain negative values, their use is limited. We rather
used the inverse hyperbolic sine transformation (Schneider, 2012) to compute returns,
because it allows for zero and negative values and has the asymptotic logarithmic
behavior:

x = sinh™?! (pli), (4)

where p is price, £ is and offset and A stands for scale. Due to simplicity the offset equals
zero and scale equals one.

Since we wanted to examine a behavior of the Hurst exponent in time, it was necessary
to compute the Hurst exponent on the subsamples with a constant size N, of the full
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sample N,.x that move along the time series by defined step &s, which is called the
sliding-window technique. Obviously, due to the use of sliding window the sequence of
the Hurst exponents is shorter than the original time series. The larger sliding window
(keeping the step size constant), the shorter sequence of the Hurst exponents.

Since the length of the sliding window should be in range that that the scaling law
equation (3) holds, (Carbone et al., 2004) suggest the minimum size to be N,,;, ® 2000 -
3000.

As a data source we used the publicly available data by the Czech energy market
operator OTE on its webpage (http://www.ote-cr.cz/statistika/) contained in annual
reports. Specifically, we used data of the average electricity prices on intra-day trading
with hourly frequency available (or converted when needed) in CZK/MWh. Total length of
dataset used covers the period from 1.1.2016 to 31.12.2018 which is 26304 observations
in total. The Hurst exponent in this research was computed by the robust method called
Detrended Fluctuation Analysis (DFA) applied on inverse hyperbolic sine returns
described before and the computation took place on the sliding window with size of 3000
and 4380 observations.

The common phenomenon while applying the DFA is that the process often exhibits so-
called multi scaling, i.e. there are more Hurst exponents than one, which means there is
some time scale at which the scaling behavior (slope of the line between /ogF(t) and
log(t)) changes which is called the crossover. It was empirically shown (Bashan et al.,
2008) that for DFA(1) the real crossover differs from the observed one and can be
determined as:

In(srea) = In(s2P) — 0.25. (5)

3 Results and Discussion

We estimated the Hurst exponents on inverse hyperbolic sine returns of hourly intra-day
electricity prices in Czechia in period that covers three years from 2016 using a DFA(1)
method and sliding window technique. The DFA method was implemented in free
statistical software R (RStudio ver. 1.1463, package nonlinearTseries ver. 0.2.5).

To take care of the crossovers, we first used the full sample, which calculations resulted
in two crossovers dividing the Fluctuation function into three regions and thus giving
three scaling exponents - 0.38, 0.16, 0.04, similarly to (Marossy, 2013) who was using
the log-returns and found out that DFA methods results in two crossovers.

Figure 1 Positions of the Observed Crossovers when Using the Whole Sample
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However, when using the shorter subsample, the Hurst exponent above the second
crossover was difficult to estimate because the Fluctuation function values seem to not
give the robust results and the values are biased at the higher time scales. Using a larger
sliding window would provide us with the better results but also shorten the sequence of
Hurst exponents. For that reason, we estimated only two scaling exponents up to the
second crossover.

In addition, it is implicitly assumed, that the crossover position stays constant in time
which might not be the case as visualized on Figure 2 on next page.

Figure 2 Positions of Observed Crossovers between the First and the Second Half of
2016
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Since identifying the crossover positions for every subsample would be non-optimal and
time-consuming for pragmatic reasons (there are 971/914 subsamples), we split the
whole sample into six subsamples according to the half-years at which we identified
observed crossover positions graphically and calculated the positions of real crossovers.
Thus, we partially abandoned the implicit assumption of time stability of crossover
positions and assumed, for the sake of simplicity, that they are stable within the half-
year.

Then in each subsample we computed the scaling Hurst exponents respecting the real
crossover positions which resulted in more precise results. The exact point on time series
where we start using a different crossover for our calculations starts where the center of
the sliding window happens to be at the beginning of the new subsample. The positions
of crossovers for individual half-years are presented in Table 1 below.

Table 1 Positions of the crossovers - observed/real (rounded).

2016/01 2016/02 2017/01 2017/02 2018/01 2018/02
15' crossover 30/23 34/28 24/19 32/25 28/22 24/19
2" crossover 220/171 160/123 180/140 160/123 170/134 160/123
Source: Own computation

First, we estimated the Hurst exponent for the scales less than the first real crossover
which occurred between 19 and 28 hours. The Figure 3 on next page indicates the
periods when the Hurst exponent was in the interval between 0.45 and 0.55 (grey area),
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which we consider as being close to randomness. In summary, the Hurst exponent was
between 0.45 and 0.55 in 224 out of 971 observations, and its mean value was 0.4064.

However, since the sequence of Hurts exponents using 3000 observations-window is
evidently too volatile, we tried to use a larger sliding window with size of 4380
observations (half year) which should smooth the results, with 193 out of 914
observations being close to randomness (in grey area), and the mean value was 0.4111.

The Figure 3 shows that for some periods the electricity returns after a transformation by
the inverse hyperbolic sine, behaved nearly randomly. The period corresponding to the
sliding window center that ranges approximately from April 2016 to October 2016 shows
periods of almost random movement. Moreover, the similar periods occurred in period
from April 2018 to June 2018. In 2017 there were shorter periods when the Hurst
exponent was close to value of 0.5, but most of the time the process was mean-
reverting, just like in the second half of 2018.

Figure 3 Hurst Exponents for Short Time Scales — Below the First Crossover
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Secondly, using DFA(1) we computed the Hurst exponent at the time scales between the
first real and the second real crossover that occurred between 123 and 171 hours. As
seen on the Figure 4 on next page, the inverse hyperbolic sine returns of hourly intra-day
prices of electricity exhibit mean-reverting behavior which is in the agreement with the
stylized facts. Using the larger sliding window only smoothed the sequence but it is
obvious that the values of the Hurst exponent are far from being random. The mean
value of the Hurst exponents was 0.1775 and 0.1855 respectively. Hence on the larger
time scales, the short-term electricity market was clearly inefficient with respect to the
concepts of weak form of EMH and RWH.
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Figure 4 Hurst Exponents for Large Time Scales — Between the First and Second
Crossover
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4 Conclusions

The prices (and returns too) of the electricity are assumed to be a mean-reverting
process according to the stylized facts, which implies that the electricity market is not
efficient with respect to the weak form of EMH. The goal of this paper was to assess the
efficiency of the short-term electricity market in Czechia in terms of random behavior of
the returns of transformed intra-day electricity prices by applying the Detrended
Fluctuation Analysis method to calculate the Hurst exponent, which value indicates
whether the process is mean-reverting or random or persistent. To achieve that we
applied the sliding-window technique that resulted in estimations of the Hurst exponents
on sliding subsamples with the lengths of 3000 and 4380 observations over the period
from 2016 to 2018.

There are two key findings of our research. First one is a detection of a multi-scale
behavior of the returns of transformed intra-day prices of electricity represented by the
presence of the crossovers, which varied with time, so there were distinct Hurst
exponents on distinct time scales. Secondly, on the time scales approximately larger than
one day, the Hurst exponent values point to the mean-reverting behavior, which is in the
accordance with the stylized facts, and thereby the studied electricity market was
inefficient. To the contrary, on the shorter time scales the returns of transformed prices
of electricity were weakly mean-reverting or sometimes approaching a random behavior,
which could indicate that on the short time scales the studied electricity market
sometimes behaved almost efficiently with respect to the weak form of EMH.

Nevertheless, our results show that the Czech short-term electricity market was, in
general, inefficient with the respect to the concepts of weak form of EMH and RWH in
period from 2016 to 2018 with a few exceptions, when the returns of transformed prices
behaved almost randomly, but only on the short time scales. Further study comprising
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more metrics related to the assessment of EMH and RWH than just the Hurst exponent,
and including day-ahead and forward prices would contribute to an understanding of the
complex behavior of the electricity market in Czechia as a whole.
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Abstract: In contemporary society the meaning of education has changed dramatically.
The phenomenon of knowledge economy represents the highest stage of the post-
industrial society and economy development, where the competitiveness of a country is
no longer defined through the ever-larger number of factory workers, but is directly
related to the stock of knowledge and capability for learning new skills embodied in even
more educated population. Therefore, in today’s fast-changing global environment,
education is recognized as one of the most important factors, besides financial and
material resources, determining a success of a modern society. Mainly, the secondary
education attainment could be perceived as an important stage in educational
progressing across developed countries, since leaving school with a good qualification is
crucial for getting into tertiary education as well as for entering a job market. The
following study measures the efficiency of secondary education using Data Envelopment
Analysis (DEA) and compares the results across the selected EU countries. The aim of the
paper is to provide an empirical analysis of the relationship between educational
expenditures and its efficiency reflected in the PISA testing results.

Keywords: secondary education, student achievement, PISA 2015, spending on
education, DEA

JEL codes: J2, H2, H52, 121, 122

1 Introduction

The recent years have witnessed an information revolution that has resulted in a new era
of economics and society where the knowledge and education have acquired an
unprecedented role. The essential link between education and economic development of
the country has been revealed already during the industrial age by such economists like
W. Petty, A. Smith, or J. S. Mill (Youngson, 1959). From an economic perspective,
education can be viewed as an investment in knowledge and skills of population.
Speaking about investing in education, it is necessary to mention Schulz (1960), who
proposed to treat education as an investment in individual that becomes an integral part
of a person receiving it, and therefore it consequences shall be handled as a form of
capital referring to the human capital. The human capital theory was popularized by
Becker (1992) and it became one of the most important theories of modern economics. It
puts emphasis on education of individuals, since the well-skilled labor promotes economic
growth, individual wellbeing and poverty reduction. Vawda (2003) suggested that
investing in people in form of government spending is critical for economic and social
development of the country, since it may help to achieve greater equity and efficiency in
education among young people. According to the Dissou et al. (2016), expenditures on
education, schooling and training will raise labor productivity, earnings, improve general
welfare and foster economic growth. Never-ending learning equips people with new skills,
enabling them to express themselves and critically evaluate the world around. Moreover,
the schooling promotes individuals to think creative and makes them able to come up
with new ideas and to think out of the box. Additionally, better educated people can
benefit from a higher income from their work and they are less at risk of unemployment.
Among other things, Hanushek (2009) asserted that education is an essential element in
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a global economic competition and investments in human capital will directly affect the
improvements in productivity and national income, because national income rises directly
with earnings from workers with more qualification and better skills. Promoting and
supporting education should be, therefore, one of the top priority areas of government’s
development policy around the world.

Education systems around the world are different and vary a lot between countries.
However, in the middle of 70s, UNESCO developed a statistical framework “The
International Standard Classification of Education” (ISCED) with aim to provide
a generalized classification of individual education systems, as well as to enable their
international comparison. According to the ISCEDZ2, the lower secondary education refers
to the junior secondary education and considered to be a second stage of the compulsory
education after finishing primary education. In general, students enter the lower
secondary education around the age of 11-12 and complete the lower secondary phase
around the age of 15-16, depending on the individual education programme of the
country concerned (Iwamoto et al., 2005).

The main goal of our study is to investigate the efficiency of lower secondary education
and examine the impact of educational spending on educational outcome represented by
the students® achievement in PISA tests. The “Programme for International Student
Assessment” (PISA) was launched by OECD in 2000 with aim to measure skills of 15-
year-olds near the end of their compulsory education, particularly in reading, math and
science. Starting from 2003 students have been additionally assessed in collaborative
problem solving, and in financial literacy starting from 2012. PISA questionnaires are not
constructed with objective to evaluate specific teaching plans and fixed syllabus in
schools, but they are setting out a real-life situation in order to measure skills important
for effective learning and production of knowledge. Participating students are tested
regardless of their social or cultural status and type of school. In general terms, PISA
examines how successful different education systems among participating countries are
in giving fair and equal education opportunities to young people, regardless of their
social, cultural and economic background. Thus, it allows to monitor and compare
quality, equity and efficiency of education systems across OECD and partner countries
(OECD, 2015).

In recent years, there has been an increasing amount of literature on international
comparison of education outcomes at different levels. Such researches as Bessent and
Bessent (1980), Charnes et al. (1981), were among the first who focused their attention
to measuring efficiency of education systems using “Data Envelopment Analysis” (DEA)
technique, arguing that DEA methodology is easily applicable for estimating the efficiency
of * Decision Making Units” (DMUs) in the public and not-for-profit sectors. Much of
current literature tends to consider the achievement in PISA tests for the world"s metric
of education outcome at lower secondary level. A literature review of the most relevant
studies dealing with the issue of secondary education efficiency has been briefly
summarized into the following table (Table 3).
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Table 3 Literature review

Author Study Year Aim of the study Methodology DEA Inputs DEA Outputs
Efficiency of public Efi(fiacrirg:s oftechz:;:l?cl Rﬁ;? sisnveé(;ﬂ?i:f Public expenditure on education
Petar Sopek expenditure on 2011 d.y P \aly d): IE (% of GDP); Student- Teacher Average PISA score in 2009.
education in Croatia. expen .ltur.es _on orlente ); ree ratio.
education in Croatia. Disposable Hull.
The efficiency of Italian
secondary schools and - Data Envelopment
; Measure efficiency of . .
the potential role of Analysis; Students-Teachers ratio;
Tommaso S student performance at . ! . .
s . competition: a data 2013 - Bootstrapping and Computers connected to the web; Science score; Math score.
Agasisti - school level in Italy - . .
envelopment analysis using DEA quantile regression Parental education.
using  OECD-PISA2006 9 ’ analysis.
data.
Model 1: School enrolment,
Model 1: Expenditure per secondary (% gross); PISA
Measuring relative student, secondary (% of GDP average 2006; Teacher-pupil
efficiency of secondary Investigate secondary per capita). Model 2: Expenditure ratio, secondary. Model 2:
Aleksander A : . - per student, secondary (% of School enrolment, secondary (%
" L education in selected EU education efficiency in Data Envelopment . . .
Aristovnik, and OECD countries: The 2014 ublic education  Analysis GDP per capita); Teacher-pupil gross); PISA average 2006.
Alka Obadi¢ o P ysis. ratio, secondary. Model 3: Model 3: PISA average (2006);
case of Slovenia and sector. } ; . o
Croatia. Teacher-pupil ratio, secondary. School enrolment, tertiary (%
Model 4: School enrolment, gross). Model 4: PISA average
secondary (% gross). (2006); School enrolment,
tertiary (% gross).
. Comparison of the
Comparison of results of effectiveness
Secondary Education - Additive Data
Fatma - . of education at - . . .
. Pisa Results in European : Envelopment GDP allocation to education; PISA scores in math, reading
Lorcu, Bilge 2015 secondary level in s - :
Member  States and Analysis; Structural Student-Teacher ratio. and science.
Acar Bolat. . Turkey and the - .
Turkey via DEA and Equation Modelling.
selected EU member
SEM.
states.
Data Envelopment
Danler: sant! (I‘)’Ifeasu::or]igc thscheggfslen?z Identify inefficiency in ﬁwnoac:zISIS Oui(:BL(J:E Parental education; School Average reading score; Average
. P . - . 2015 public high schools in . P educational resources; Proportion 9 9 ! 9
Gabriela Sici Uruguay: main drivers oriented); . math score.
- L - Uruguay . of fully certificated teachers.
lia and policy implications. Bootstrapping
regression model.
The educational Efficiency analysis of Data Envelopment
Yi Yuan, efficiency evaluation 17 districts in Shanghai  Analysis; Total budget per capita; Quota per class: Quota per
Mingfeng framework: By using 2016 performed using DEA Multivariate Equipment budget per capita; schooI'Sptudentde;wsit eor kngz
Shan. DEA model and CA and cluster regression; Cluster Student-Teacher ratio. ! y P )
method. methodology. analysis.

Source: Own elaboration



2 Methodology and Data

PISA testing aims to assess capability of 15- year-olds from all around the world to face
and solve the real-life situations. An international assessment measures student
performance in science, reading and math. In addition, students are optionally tested in
collaborative problem solving and financial literacy. According to the Education at a
Glance (2015), approximately 540 000 youth students from 72 countries participated in
OECD’ s PISA 2015.

The data sample for our research was collected from the OECD database and initially
consisted of 36 OECD countries and economies that participated in PISA 2015. In view of
the missing values, the initially selected dataset has been reduced to the 24 countries,
namely: Australia (AUS), Austria (AUT), Czech Republic (CZE), Germany (DEU), Denmark
(DNK), Spain (ESP), Estonia (EST), Finland (FIN), France (FRA), United Kingdom (GBR),
Greece (GRC), Hungary (HUN), Chile (CHL), Island (ISL), Italy (ITA), Japan (JPN), Korea
(KOR), Luxemburg (LUX), Mexico (MEX), Poland (POL), Portugal (PRT), Slovak Republic
(SVK), Slovenia (SVN), Sweden (SWE).

The research methodology of this study has followed numerous studies investigated
efficiency of educational systems at different levels. Many of academics and researchers
performed Data Envelopment Analysis (DEA) to measure public sector efficiency, mainly
in health and education related issues. Methodology used in our paper, as well as
selection of the input and output variables, were based on several studies proposed by
Sopek (2011), Agasisti (2013), Aristovnik and Obadi¢ (2014) among others.

The main goal of the study was to assess the efficiency of compulsory secondary
education considering three selected variables which may affect students® performance
at the national level in a significant way. Secondly, we explored the relationships among
these factors and student achievement by performing correlation analysis, as well as
exploring the associations between output and input variables graphically using
scatterplots. We assumed that student scores achieved in PISA testing are significantly
determined by the amount of financial resources spent on education, class size
representing students per teaching staff and last, but not least, the number of hours per
year spent in school.

Educational attainment of 15-year-olds has been chosen to be an output variable in our
analysis. Traditionally, the student educational achievement has been assessed by
measuring their performance in achieving results in PISA testing. Therefore, the output in
our study is measured corresponding to the performance of 15-year-olds in the PISA
2015. Afonso and Aubyn (2006) have pointed out that the student performance is likely
to depend on resources employed not only in the year of testing, but also in previous
years. Following their study, we have taken time average values using three input
measures:

« The time of schooling, corresponding to compulsory instruction time spent in
lower-secondary education in hours per year for the 12- to 14- year-olds, on
average for 2012-2014.

+ The average class size in public and private institutions for secondary education,
corresponding to the student-teacher ratio based on full-time equivalents, on
average for 2012-2014.

+ Annual expenditure per student incurred by public and private educational
institutions, in equivalent USD converted using PPPs for GDP, based on full-time
equivalents, on average for 2012-2014.
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The Table 4 summarises key characteristics of the final data sample:

Table 4: Data characteristics

Standard .. .
Mean deviation Minimum Maximum
PISA (2015) 491.2 26.2 415.7 (MEX) 528.7 (JPN)
Class size (2012-2014) 22.4 5.1 10.2 (SWE) 32.6 (KOR)

Hours per year (2012-2014) 733.4 130.1 558.8 (SWE) _ 966.2 (ESP)

USD per student (2012-2014) 9732.0 3880.6 2489.2 (MEX) 20588.3 (LUX)

Source: Own elaboration

Model Specification

Data envelopment model used in this study is mostly based on the methodology
proposed by Afonso and Aubyn (2006), referring to the preliminary work undertaken by
Charnes et al. (1978). Data envelopment analysis, by its very nature, enable to measure
performance through evaluation of relative efficiency of the decision-making units
(DMUs). In our calculation of technical efficiency, we supposed output-oriented DEA
model with variable returns to scale (VRS), described with the formula shown below:

Maximizeqo—e(isi_+isr+> (1)

i=1 r=1

n
lexij'i_si_:xio, i=1,....m )
=1
n
zﬂjyrj+sr+=<pyio, r=1,....s (3)
=1
n

Aj=1, j=1,....n (4)
=1
A4 =0, j=1,....n (5)

The output-oriented DEA model evaluate by how much the output measures can be
proportionally increased, while the inputs proportions remain unchanged, with the output
efficiency defined by ¢. Assuming a hypothesis of variable returns to scale (VRS) in our
model, the formula shown above, allows us to estimate efficiencies whether an increase
or decrease in selected output or input quantities does not determine a proportional
change in the output or input units correspondingly (Cooper et al., 2011). In the formula
(1) the efficiency ¢ for a group of peers - DMUs (j=1.... n) is computed for the selected
outputs (y,; r=1... s) and inputs (x;;, i=1....m), weighted by the peer’s weight being 4;.
When a DMU is efficient, the 1 values would be equal to 1. The s;7 and s; represent input
and output slacks, respectively, where the superscripted minus sign on input slacks
indicates reduction, while superscripted positive sign on output slacks requires
enlargement of outputs.
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3 Results and Discussion

The results obtained from the standard data envelopment analysis with variable-returns-
to-scale and output orientation are shown in Chyba! Nenalezen zdroj odkazii..

Table 3: Results

Country name Country code Efficiency RANKING
(VRS_OUT)
Estonia EST 1 1
Hungary HUN 1 1
Chile CHL 1 1
Japan JPN 1 1
Mexico MEX 1 1
Poland POL 1 1
Sweden SWE 1 1
Finland FIN 1 1
Korea KOR 0,98 9
Slovenia SVN 0,97 10
Germany DEU 0,96 11
Denmark DNK 0,96 12
Australia AUS 0,95 13
United Kingdom GBR 0,95 14
Portugal PRT 0,94 15
France FRA 0,94 16
Austria AUT 0,94 17
Spain ESP 0,93 18
Czech Republic CZE 0,93 19
Italy ITA 0,92 20
Luxemburg LUX 0,92 21
Island ISL 0,91 22
Slovak Republic SVK 0,91 23
Greece GRC 0,89 24

Source: Own elaboration

It is apparent from this table that only eight countries could be characterized as the most
efficient ones, as they reached efficiency scores equal to 1. The peer group of the most
efficient countries is comprised of Estonia, Hungary, Chile, Japan, Mexico, Poland,
Sweden, and Finland. The only country that proved to be the least efficient in educational
achievement with selected inputs is Greece. The average efficiency score is found at
0.96, meaning that countries with efficiency scores below this frontier should be able to
improve the PISA score results on average by 4% with the currently available resources.
One could assume that a higher technical efficiency score of standard DEA would
obviously indicate a better student achievement in PISA testing. To investigate
mentioned assumption, we have expressed the relationship between the DEA efficiency
score and average PISA results in a scatterplot shown below.
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Figure 1: PISA Score & DEA Efficiency Relationship
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As Figure 1 shows, the most of countries follow a clear trend of a strong, positive, linear
association between average PISA score and DEA efficiency scores correspondingly.
However, the countries with the efficiency score equal to 1, do not follow the similar
pattern. Even though the fact that outlying countries have reached different levels of
performance in PISA testing, they were able to become efficient, meaning that they have
achieved the best possible results corresponding to the different values of resources
employed.

The second stage of our research was to identify the relationship between selected inputs
and output from the statistical point of view. In Table 5, correlations among inputs and
outputs are reported.

Table 5 Correlation analysis

PISA EXP STR TIME
PISA 1.000
EXP 0.493 1.000
STR -0.104 -0.248 1.000
TIME -0.217 0.073 0.231 1.000

Source: Own elaboration

A positive correlation was found between spending on education (EXP) and student
educational achievement (PISA), meaning that approx. 49% of variation in mean PISAs
results, among observed countries, can be predicted from the relationship between
annual expenditure per student and PISA scores. But, on the other hand, PISA score
showed only weak and negative correlations with other input variables: students-teacher
ratio (STR) and hours per year spent in school (TIME).

Figure 2 PISA Score 2015 & Spending on Education Relationship
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The graph shown above, illustrates the relationship between student s achievement in
PISA 2015 and educational spending per student in private and public institutions. At a
first sight, it might seem that the students tended to score higher in economies with
higher level of educational spending. Nevertheless, it is apparent from the Fig. 2 that the
input-output relationship has the form of a curve, rather than a straight line. The possible
explanation for this might be that the variable “"PISA score 2015” does not increase at a
constant rate and may even start decreasing after reaching a certain point. The most
striking result to emerge from the data is that Luxemburg students have scored in PISA
testing below an average overall score (491 points) with only 483 points, although the
annual expenditure on education reached the maximum value of 20.588,32 USD per
student, among observed countries. Our data visualization supposes a gradual decline in
average PISA testing outcomes after reaching the level of education spending at
13.349,13 USD per student (computed from the first derivation of the polynomial
function applied to the scatterplot represented in Fig.2), confirming that the higher
expenditure on education does not guarantee better student performance, as witnessed
in Luxemburg and other countries. Moreover, Hanushek (2006) suggested that
expenditure on education does not explain well cross-country differences in learning
outcomes.

The next section of our data analysis was concerned with estimating the impact of class
size on learning performance. The following figure shows the relationship between the
class size and the student achievement in PISA 2015.

Figure 3 PISA Score 2015 & Class Size Relationship
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We believed that the students in smaller classes would tend to score higher in compare
to those in larger classes. We also assumed that the smaller class creates better
conditions for the adaptation of curriculum to student s needs, knowledge and level of
understanding.

In our data sample, the average class size at the lower secondary level is approx. 22-23
students. However, there are significant differences between countries, ranging from
over 32 students in Japan and Korea to 10 students per class in Sweden. On average
across selected countries, there are 5 teachers per 100 students. The two most striking
observations to emerge from the country comparison were in Japan with only approx. 3
teachers per 100 students and the best student achievement reaching 529 points overall;
and in Sweden with almost 10 teachers per 100 students and education outcome slightly
above the average of 491 points, with 496 points overall. On average, the teacher per
100 students’ ratio vary between 4 and 6 in majority of countries without indicating a
strong relationship between the number of teachers and the student performance in
PISA.
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Another research question was whether the time spent in class would have a positive
effect on the student performance in PISA testing.

In some countries and economies, such as Australia, France, Germany and Spain, the
students spend on average more than 923 hours per year educating themselves in public
and private institutions, while in others, like Estonia, Greece, Poland and Sweden, the
students spend less than 600 hours a year studying. We believe that time spent in
classroom is crucial for the learning outcome. However, the correlation analysis
performed in this study, did not show a strong correlation between time of educating and
performance in PISA test.

Figure 4 PISA score2015 & Time Spent in Classroom Relationship
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The graph shows that there is a peer of 8 countries positioned below the average level in
education achievement, and another peer of remaining 16 countries to be found above
the average line, regardless the hours a year their students spent studying at school.
Since it is quite difficult to suggest any hypothesis about the patterns in analysed data,
we tend to conclude that all the graphical illustration in our study can only confirm the
results obtained from the performed correlation analysis.

4 Conclusions

The issue of efficiency in education, as well as the ways to measure it, have always been
widely debated topics. In this paper, we have estimated efficiency of the education
systems at the lower secondary level across OECD countries. The analysis has been
performed by assessing output being an average score achieved in PISA 2015 against the
most often used inputs in education efficiency related studies, being expenditure on
education, class size and time students spent in school. The empirical results obtained
from the output-oriented DEA analysis has shown that the technical efficiency in
education sector does not vary a lot across the selected countries. The average efficiency
score was found at 0.96, meaning that countries with efficiency scores below this frontier
should be able to improve the students®™ education achievement on average by 4% with
the currently available resources. Given that our findings are based on a limited number
of countries concerned, the results from our analysis should therefore be treated with
considerable caution. Nevertheless, it should be noted that no significant correlation was
found between the inputs and output (except the relationship of the input “expenditure
per student” and the PISA achievement), even though the selected data have been the
most frequently used by other researchers in numerous studies. This throws up many
questions in need of further investigation. What is now required is a further examination
of how does the absence of correlation between inputs and output may bias the results in
a cross-national effectiveness analysis? Broadly speaking, is it altogether appropriate to
consider such variables on the input side which may do not have a direct effect on the
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output considered in the DEA analysis? These questions remain unanswered at present.
This fact is a topic for a later research, which necessitates an alteration to the standard
DEA analysis to account for the qualitative input variables rather than for the quantitative
ones.
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Abstract: Does information asymmetry exist in the insurance market? Does it impact the
market equilibrium? These are current topics of the research dealing with economic and
insurance issues. Many publications have been published over the last century,
confirming or refuting the existence of information asymmetry in the non-life insurance
market same as in the life insurance market. The aim of this article is to introduce the
topic of information asymmetry, including the supply and demand point of view and
dividing the asymmetry on adverse selection and moral hazard. The main goal of this
paper is to review and compare the results of existing publications and papers dealing
with information asymmetry in the insurance market, with focus on differences between
life and non-life insurance research results, and open the door for further discussions on
this issue.

Keywords: Information asymmetry, insurance, insurance market, moral hazard, adverse
selection, asymmetric information
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1 Introduction

Information asymmetry is a situation where entities on one side of the market have
better information than entities on the other. If some entity exploits and abuses this
better information, it may harm other market participants. This paper focuses only on
information asymmetry in the insurance industry.

In the insurance industry, the information asymmetry has a significant impact on the
functioning of the insurance market. Duchackova and Danhel (2010) divide the
information asymmetry in insurance markets into asymmetry with the advantage on the
demand side and preferably on the supply side. The advantage on the demand side
means that the information benefit is on the side of the insurance client. This advantage
arises from the fact that no one except the clients know their health condition, technical
condition of property, financial situation, etc. better than the client who insures himself.
The authors continue to claim that the asymmetry of information with the advantage on
the supply side, i.e. the insurance company, arises from the insurance company's
decision on the amount of the premium. Given the large number of clients and insured
events, the insurance company may use its historical statistical set of clients’ claims and
estimate the future development of policies currently closed. In addition, an insurance
company usually has better information about its own insurance product, in terms of
insurance terms, deadlines and other conditions for payment of insurance benefits. In
most markets, there is at least one element of asymmetric information: a seller almost
never knows the buyer’s preferences perfectly, and a buyer usually knows little about
production costs, and sometimes product quality (Pouyet, 2008).

The core of the analysis of insurance markets is private information. For instance,
"adverse selection” is the propensity of high-risk individuals to purchase more coverage.
Rothschild and Stiglitz (1976) show that if people have private information about their
risk type, the competitive equilibrium (if it exists) is not efficient: adverse selection
drives up premiums and low-risk individuals are underinsured. As a result, there may be
a scope for a government intervention in insurance markets (e.g. mandatory insurance
coverage). If risk aversion is higher among lower-risk customers, adverse selection can
be reduced or even reversed, leading to "advantageous" selection. The functioning of
insurance markets can also be distorted by “moral hazard,” which is another type of
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informational asymmetry (Arrow, 1963; Pauly, 1968). Moral hazard arises, if ex-post risk
of insured individuals is higher than the ex-ante risk. This occurs if insurance, by
lowering the cost of health care, increases the rate of health care utilization (conditional
on health outcomes) and/or decreases the incentive to avoid bad outcomes. In either
case, insurance coverage tends to increase a person’s health care utilization. Thus, both
adverse selection and moral hazard manifest themselves in a positive relationship
between ex-post realization of risk and insurance coverage (Chiappori and Salanie,
2000).

Recent work of Einav and Finkelstein (2010) exploring asymmetric information in
insurance markets has emphasized both the roles of adverse and advantageous
selection. The insurance market is unique for high take-up and low reliance on
government involvement or mandates relative to markets for health, auto, and long-term
care insurance, as well as annuities. Several recently published studies - all using the
Health and Retirement Survey (HRS) - have reached differing conclusions about the
degree of existence of adverse selection in the insurance market (Cawley and Philipson,
1999; He, 2009; He, 2011), which will be also discussed in this paper.

The main goal of this paper is to review up-to-date literature on the information
asymmetry in the insurance market. Based on the comparison of the findings of already
published research papers, it will be shown, how the research developed through the
past years and if all of the research papers confirmed the information asymmetry
existence in the insurance market with a focus on differences between non-life and life
insurance.

2 Literature review

The asymmetry of information is a very important concept in the study of marketplace
exchanges with remarkable consequences in finance, accounting, organizational
behavior, economics and marketing (Tilles et al., 2011). The first known theoretical
research was done by Arrow (1963), which was followed by Akerlof (1970), who
introduced and analyzed the impact of asymmetric information in the market failure
problem. Another important paper was written by Pauly (1974) who commented on
Arrow’s research and he stated that "the welfare case for insurance of all sorts is
overwhelming. It follows that the government should undertake insurance where the
market, for whatever reason, has failed to emerge”. He showed that even if all
individuals are risk-averters, insurance against some types of uncertain events may be
nonoptimal. One of the most important and popular research in this area was done by
Rothschild and Stiglitz (1976); they found out that the structure of the equilibrium as
well as its existence depends on a number of assumptions that, with perfect information,
are inconsequential. For the study about the information asymmetry, these researches
represent the basic knowledge everybody should have.

Market equilibrium

“If competitive equilibrium is defined as a situation in which prices are such that all
arbitrage profits are eliminated, then competitive economy will not be always in
equilibrium for those, whose arbitrage makes no (private) return from their (privately)
costly activity. Hence, the assumptions that all markets, including that for information,
are always in equilibrium and always perfectly arbitraged are inconsistent when arbitrage
is costly.” (Grossman and Stiglitz, 1980).

The most important research in this area was done by Rothschild and Stiglitz (1976).
They found out following: the single price equilibrium of conventional competitive
analysis was shown to be no longer viable; market equilibrium, when it existed, consisted
of contracts which specified both prices and quantities; the high-risk (low ability, etc.)
individuals exerted a dissipative externality on the low-risk (high ability) individuals. They
showed that not only may a competitive equilibrium not exist, but when equilibria do
exist, they may have strange properties. Also if individuals were willing or able to reveal
their information, everybody could be made better off. By their very being, high-risk
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individuals cause an externality: the low-risk individuals are worse off than they would be
in the absence of the high-risk individuals. A competitive insurance market may have no
equilibrium (Rothschild and Stiglitz, 1976).

Grossman and Stiglitz (1980) have shown that if information is very inexpensive, or
when informed traders get very precise information, then equilibrium exists, and the
market price will reveal most of the informed traders’ information. Also Pouyet (2008),
who divided information into private and common, characterizes the impact on the
efficiency of competitive equilibria. His results show that under private values! hidden
information does not matter: it does not change the set of competitive equilibria, and
each contract traded is efficient for the type that chooses it.

In general, a model based on moral hazard and adverse selection suggests that basic
insurance should cover treatments that suffer the most from adverse selection. This
formalizes a well-known intuition that the government can improve the market outcome
by solving adverse selection problems. However, both the government and the market
suffer from moral hazard and hence moral hazard plays no role when deciding whether or
not a treatment should be covered by basic insurance (Boone, 2015).

Life insurance

The general interpretation of the life insurance is it is an insurance against death,
survival of a certain age or the date specified in the insurance contract as the end of the
insurance or in case of another insured event. The definition is similar in different
countries and we can include there: whole-life plan, limited-Payment Life, Term-life
Policy, Endowment Insurance, Life Annuity Policy, Universal Life Policy.

When we discuss the empirical research done in the past year, the basic prediction of the
information asymmetry depends on adverse selection theory in insurance market, which
concerns the correlation between insurance coverage and risk. Having said that,
policyholders who are known by themselves (but not by their insurers) to be risk lovers
will tend to choose higher insurance coverage; thus, coverage and risk are expected to
be positively correlated (Cohen and Siegelman, 2010).

Crocker and Snow (1984) set out an environment with adverse selection and defined
allocative efficiency without reference to the institutions that might govern market
exchange. They have applied the definition proposed by Harris and Townsend for
economic efficiency in an environment of asymmetric information to the insurance
market model presented by Rothschild and Stiglitz (1976).

One of the empirical researches was done by He D. (2009), who found evidence of
asymmetric information in the life insurance market. His conclusion was that after risk
classification is carefully taken into account, individuals with higher mortality risk are
19%-49% more likely to buy individual term life insurance than those with lower
mortality risk are, depending on the length of the time window within which the mortality
risk is defined. Author focus on potential new buyers is what drives the difference from
the earlier literature's findings. Furthermore, He extended his research and in 2011
stated that individuals older than middle fifties have “passed their peak need for life
insurance”. He found out that individuals with lower mortality risk are more likely than
higher-risk individuals to lapse a contract and to lapse a greater contract face value
(He, 2011).

Results of the Keane and Stavrunova (2014) study imply that the moral hazard (or price)
effect is substantial. They discovered that individuals with Medigap® insurance spend
about $1,615 more on health care (on average) than similar individuals without Medigap
($6,789 vs $8,404). This is a 24% increase which results in confirmation o presence of
the information asymmetry. Another confirmation about appearance of the information

" A piece of hidden information is classified as a private value if it does not impact directly the payoff of other agents, for given
trades between these agents. For example, the preferences of a buyer are usually private values, because the seller only cares about
production costs and transfers, and not directly about the willingness-to-pay of the buyer. (Poyuet, 2008)

Medigap is a supplementary medical program for policyholders covered by Medicare USA.
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asymmetry in the life insurance market is done by Boone (2015). His research says that
universal health insurance, by being applied to everyone, can overcome adverse
selection. This reasoning implies that basic insurance should cover treatments that suffer
most from adverse selection. The comparison of just few publications shows us the
differences between the results of each study based on the used data. The same
approach we will used for a non-life insurance market.

Non-life insurance

Non-life insurance, also called property and casualty insurance, is a type of coverage that
is very common and covers both businesses and individuals. It protects them,
monetarily, from disaster by providing money in the event of a financial loss. Non-life
insurance ensures the property and goods against the varieties of risk such as fire,
earthquake, accident and theft. In general non-life insurance is taken as a means of
providing financial protection for building, machinery, equipment, furniture, and vehicle
against risks mentioned above.

The first two studies on the subject of information asymmetry in the non-life insurance
market were done by Dahlby (1983, 1992), who did not have individual data on
coverage. Puelz and Snow (1994) used individual data and also found adverse selection.
Dionne et al. (2001) criticized Puelz and Snow for failing to take nonlinear effects into
account and reported (using different data) that the insurer’'s risk classification was
sufficient in the sense that there was no residual adverse selection in each risk class in
the insurer’s portfolio once nonlinear effects were accounted for.

Richaudeau (1999) concludes that a modified version of adverse selection may be at
work: those who drive more are more likely to purchase comprehensive insurance even
though they are not at the higher risk per mile driven. This is not the intrinsic risk that is
typical of most adverse selection models, but neither is it insurance-induced risky
behavior (moral hazard). Chiappori and Salanie (2000) found no correlation between risk
and coverage in French auto insurance market. This study focused on a relatively
homogeneous group of about 6,000 “beginning drivers” with 1 to 3 years of experience.
Cohen (2005) obtained results suggesting that Chiappori and Salanie’s (2000) finding of
no coverage-risk correlation may have been due to their focus on beginning drivers.
Cohen studied the Israeli insurance market, focusing on all new customers of a single
insurer, and enjoying full access to all insurer data about the customers. Using
methodologies essentially similar to those of Chiappori and Salanie, Cohen found no
correlation between coverage and accident risk for beginning drivers (those with fewer
than 3 years of experience) but did find a sizable and statistically significant correlation
for drivers with more than 3 years of experience. This is the important milestone in the
research when we can see the reasons why the results of the research differ. Saito
(2006) concluded that there was only a very weak and insignificant positive correlation
(for both beginning and experienced drivers) between crash risk and the purchase of
own-vehicle coverage, even when controlling for all variables observed by the insurer.
Based on the literature review of the information asymmetry in the non-life insurance
market, it is visible that results are very similar to the life insurance market. Some of the
studies confirm the information asymmetry in the insurance market in general which can
lead to the market disequilibrium.

Evidence of the information asymmetry

This section briefly reviews the evidence of the information asymmetry in the up-to-date
research papers. As the theoretical analysis began around 1970, the empirical testing
started in the middle 1980s. The main aim is to generalize and extend the Cohens
research about the testing of adverse selection and conclude the results of testing
information asymmetry in the insurance markets in the very similar and understandable
way.
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Table 1: Evidence of the information asymmetry

Author Insurance Data IA Comments
market found?
Crocker, Snow General Theoretical Yes
(1984)
Puelz, Snow (1994) Non-life US 1986 Yes
insurance
Cutler and Reber Life US (1990s) Yes Welfare losses are
(1998) insurance about 2%-4% of
total spending.
Cutler and Life US (1990s) Yes
Zeckhauser (1998) insurance
Cawley and Philipson Life us No Mortality is lower
(1999) insurance for those with life
insurance
Richaudeau (1999) Non-life France 1995 Yes Negative binominal
insurance model
Chiappori, Salanié Non-life France 1989 No Parametric/nonpara
(2000) insurance metric tests
Cutler and Life US (1990s) Yes
Zeckhauser, (2000) insurance
Cardon and Hendel Life UsS (1987) No
(2001) insurance
Dionne, Gouriéroux, Non-life Unclear No Methods as in Puelz
Vanasse (2001) insurance and Snow +
additional
specifications
Finkelstein and Life UK (1998) Yes
Poterba (2002) insurance
Hendel and Lizzeri Life us No
(2003) insurance
Finkelstein and Life UK (1981- Yes Extension of the
Poterba (2004) insurance 1998) previous research
Cohen (2005) Non-life Israel: 1994- Yes
insurance 1999
Davidoff and Welke Life Not specified Yes
(2005) insurance
Saito (2006) Non-life Japan (1999- No
insurance 2000)
Finkelstein and Life US (1995- Yes
McGarry (2006) insurance 2000)
Pouyet (2008) Life Not specified Yes
insurance
Fang, Keane, and Life uUs (2000- Yes Those with Medigap
Silverman (2008) insurance 2002) insurance spend
$4,000 less than
those without
He (2009) Life Us (1992- Yes Comparison of
insurance 2004) death rates
McCarthy and Life Us, UK, Japan No Policyholders have
Mitchell (2010) insurance lower mortality than
noninsured.
Einav, L., Life UK Yes
Finkelstein, A. insurance
Schrimpf, P. (2010)
Tilles et al., (2011) Life Not specified Yes
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insurance

Shi, P., Zhang W, Non-life Singapore Yes Two-dimensional
Valdez E. A. (2012) insurance (2001) information
framework
Spindler, M. , Non-life Germany Yes
Winter, J., insurance (2009)
Hagmayer, S.
(2013).
Harris, Yelowitz, Life UsS (1990- No Higher mortality are
(2014) insurance 1991) no more likely to
hold life insurance
Keane and Life Us (2000- Yes The moral hazard
Stavrunova (2014) insurance 2002) (or price) effect is
substantial
Boone (2015) Life us Yes
insurance
Zavadil (2015) Non-life Netherlands No The insurance
insurance (1995-2000) company and her

senior clients

Source: Author’s own construction based on the reviewed literature

In the Table 1 are listed some of the publications about the information asymmetry same
as the results of their research. In the first column are named the authors and the year
of the research. The second and third columns are showing the information about the
insurance market and data used for the research. Fourth column is the most important
for us, it shows if the research found the information asymmetry or not. In the fifth
column, additional comments to the publications are mentioned.

As you can see in the Table 1, the research differs in finding the information asymmetry
in the insurance market. The most of the studies are based on the testing of the
coverage-risk correlation predicted by adverse selection across a different insurance
markets and with a different data and empirical approach. We discovered that 75 % of
the researchers found the existence of the information asymmetry in the life insurance
market. Most of the research were done on the US data (1990s) but they differ in
empirical approach, i.e. different parametric and non-parametric tests.

In the non-life insurance market the results slightly differ from the life insurance market.
The result of presence of the information asymmetry is almost fifty-fifty. Based on the
analysis of the empirical research, the biggest difference is caused by different data from
different countries. It is important to mention that research are done on the car
insurance market mostly and research differ in used data, which are from the similar
time period as in life insurance market (mostly from 1990s). I.e. when the “beginner
drivers” data set was used, no information asymmetry was found, on the other hand,
using the “senior drivers” data set we can find an information asymmetry. This is the
clear results since we assume that the senior drivers know more about their riskiness.

We can see some similarities on both analyzed insurance markets, but a deeper analysis
of the research would be needed to better understanding of the causes and differences in
the results. Results indicate that work in this area is still at an inconclusive stage and
that more consistent results should be expected to appear over time.

3 Conclusion

After the publication of the first research in the area of information asymmetry as a study
from Arrow (1963), Akerlof (1970), Pauly (1974), Rothschild and Stiglitz (1976) the work
was done mostly theoretically. The main subject of the studies was the adverse selection,
which was later researched based on the empirical models trying to find a correlation
between the insurance coverage and the risk-level of the policyholder. Since the first
paper has been presented, there have been a lot of the empirical studies confirming or
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rejecting the presence of the information asymmetry in the insurance market. The main
goal of this paper was to review and compare the results of existing publications and
papers dealing with information asymmetry in the insurance market with focus on
differences between life and non-life insurance research results.

The answer for the question "Does the information asymmetry exist in the insurance
market?” was quite different on both markets. Based on the reviewed literature, exactly
75 % of the researchers have found the existence of the information asymmetry in the
life insurance market, most likely in the form of the adverse selection. Almost 50 % of
the researchers have rejected the presence of the information asymmetry on the non-life
insurance market. All the differences come from different empirical approach and used
data set as mentioned in the previous chapter.

Based on the findings we can see that researching whether information asymmetry exists
is not the most important. One direction for subsequent work is to further the study and
understand the factors that cause the information asymmetry, especially than the
insurance coverage-risk correlation. The literature review has implications also for policy
discussions in this area. Such discussions should not be based on a general assumption
that information asymmetry exists or not, but it should be about understanding the
circumstances under which an information asymmetry should or should not be expected
to arise and what is the impact.
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Abstract: IFRS 16 Leases was issued by the International Accounting Standards Board
(IASB) on 13 January 2016. The European Union effective date was approved for periods
beginning on or after 1 January 2019. The standard brings fundamental changes to lease
accounting that replace previous accounting and no longer distinguishes between an
operating lease and a finance lease. Accounting entities have to make many judgments
and apply estimates in order to implement IFRS 16. The IASB and the Financial
Accounting Standards Board (FASB) have been working jointly to improve the accounting
for leases in International Financial Reporting Standards (IFRS) and US Generally
Accepted Accounting Principles (US GAAP). The FASB issued a similar standard as
ASC 842. The aim of the paper is to explain the impact of IFRS 16 on the financial
statements and to determine the main differences between IFRS 16 and ASC 842. The
aim was achieved by an analysis of IFRS 16 and comparison of the articles in IFRS 16
and ASC 842. Despite an effort to convergence IFRS and US GAAP, the standard-setters
have reached the divergence regarding some aspects in the lease accounting. Companies
that report under both IFRS and US GAAP will have to deal mainly with the different
classification of a lease from the lessee 's point of view lessee.

Keywords: IFRS 16, ASC 842, lease accounting, financial statements
JEL codes: G32, M41, M48

1 Introduction

In 2005, the U.S. Security and Exchange Commission (SEC) reported that approximately
$ 1.25 trillion of off-balance sheet leases are within the financial statement of US public
companies (Osei, 2017). Responding to those concerns, the IASB and the FASB initiated
a project to improve the accounting for leases. In 2015, the IASB conducted a survey on
the potential impact of the new accounting standard on the financial statements of
30,000 listed companies, where approximately 14,000 reported information related to
unrecognised operating lease liabilities amounting to $ 2.86 trillion (Magli et al., 2018).
The absence of information about leases on the balance sheet causes an uncompleted
picture of the financial position of a company for investors and other users of financial
statements. In respect of this absence, they are unable to properly compare companies
that borrow to buy assets with those that lease assets, without adjusting. The stated
reasons resulted in the adoption of the new standard. Although the IASB and the US
national standard-setter were collaborating with intention to support worldwide
convergence of accounting standards, cooperation was resulted to different standards
with the similar basis but some differences.

On 13 January 2016, the IASB issued the new accounting standard IFRS 16 - Leases,
which became effective for annual periods beginning on or after 1 January 2019. The EU
adopted IFRS 16 with the same effective date as the IASB. The new approach of
recognition of leases in the US GAAP is contained in ASC 842, which is effective for
annual periods beginning after 15 December 2018 for a public business entity, a not-for-
profit entity that has issued or is a conduit bond obligor for securities that are traded,
listed, or quoted on an exchange or an over-the-counter market, and an employee
benefit plan that files or furnishes financial statements with or to the U.S. Securities and
Exchange Commission. All other entities have to apply this standard for annual periods
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beginning after 15 December 2019 (FASB, 2018). The new leasing standard in IFRS as
well as in the US GAAP brings fundamental changes to lease accounting.

Many studies assessed the impact of IFRS 16 on company 's financial reporting. Zamora-
Ramirez and Morales-Diaz (2018) dealt with effects of IFRS 16 on key financial ratios of
Spanish companies, Stancheva-Todorova and Velinova-Sokolova (2019) analyzed impact
on Company’s Financial Reporting, Financial Ratios and Performance Metrics, Liviu-
Alexandru (2018) presented the impact of the new international financial reporting
standards “Leases” based on an analysis related to the implementation costs and also a
comparison between IAS 17 and IFRS 16. Ramirez and Morales-Diaz (2018) also dealt
with the impact of entities decisions on financial statements while implementation IFRS
16.

This contribution is focused on a determination of significant differences between IFRS 16
and ASC 842. The more differences there are, the less comparability will be ensured. The
divergence of lease accounting in IFRS and US GAAP may interfere with the consistency
of the application of IFRS 16. As the application consists of many judgments and
estimates, it can lead to the compromises or diversions in order to adjust the IFRS report
package as little as possible when a company also submits the US GAAP report package.

2 Methodology and Data
IFRS 16 is expected to (IFRS Foundation, 2016):

+ reduce the need (i) for investors and analysts to make adjustments to amounts
reported by a lessee and (ii) for lessees to provide non-GAAP information about
leases;

+ improve comparability between companies that lease assets and companies that
borrow to buy assets; and

« create a more level playing field in providing transparent information about leases
to all market participants.

The aim of the contribution is to explain the impact of IFRS 16 on the financial
statements with emphasis on determination the main differences between IFRS 16 and
ASC 842.

The paper is based on an analysis of IFRS 16 and a comparative analysis of the lease
accounting model in IFRS and US GAAP. To achieve that a legal and functional point of
view is applied. The basis for the comparison of standards were version of IFRS 16 in red
book of IFRS Standards Issued at 1 January 2019 and version of ASC 842 in an
Accounting Standards Update No. 2016-02, Leases (Topic 842). Based on this, it is
possible to assess if the joint IASB - FASB project designed to eliminate a variety of
differences between IFRS and US GAAP lead to greater comparability.

3 Results and Discussion
IFRS 16

A contract is, or contains, a lease if “the contract conveys the right to control the use of
an identified asset for a period of time in exchange for consideration” (IFRS, 16.9). A
finance lease is a lease that transfers substantially all the risks and rewards incidental to
ownership of an underlying asset. An operating lease is defined negatively as a lease
which does not meet a definition of the finance lease. These two types of lease are
relevant for a lessor. A lessee disclosure all leases by the single accounting model based
on a finance lease. An accounting entity shall assess whether the contract is, or contains,
a lease.

Even-though the fundamental change consists in the recognition of all leases in the
balance sheet of lessees, which is done through a single accounting model, there are
many transactions that could evocate a risk of disruption to the consistent application the
new model. Judgments and estimates are needed to assess whether IFRS 16 should be
applied. The entire assessment process is shown in the Figure 1 below.

119



Figure 1 The Assessment of Whether a Contract is, or Contains, a Lease

NO

Is there an identified asset?

l YES
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Meither; how and for what
purpose the asset will be
used is predetermined

YES v

Does the customer have the right to operate the
asset throughout the period of use, without the
supplier having the right to change those
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Did the customer design the asset in a way that
predetermines how and for what purpose the
asset will be used throughout the period of use?

YES

v

— The contract contains a lease The contract does not contain
a lease

Source: IFRS 16.B31

According to the single accounting model a lessee shall recognise a right-of-use asset
and a lease liability at the commencement date (IFRS 16.22). At the commencement
date, a lessee shall measure the right-of-use asset at cost (IFRS 16.23) and the lease
liability at the present value of the lease payments that are not paid at that date. The
lease payments shall be discounted using the interest rate implicit in the lease, if that
rate can be readily determined. If that rate cannot be readily determined, the lessee shall
use the lessee's incremental borrowing rate (IFRS 16.26). After the commencement date,
a lessee shall measure the right-of-use asset applying a cost model, unless it applies
either of the measurement models (the fair value model according to IAS 40, the
revaluation model according to IAS 16).

Figure 2 and Figure 3 show an impact on the financial statements of a lessee.
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Figure 2 A Decrease of Net Assets in the Lessee's Balance Sheet
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Figure 3 The Lessee's Profit and Loss Statement (Impact on Costs)
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Differences between IFRS 16 and ASC 842

The new standard ASC 842 was subject of many studies. Bloom (2016) or Freeman
(2018) compiled implementation the new leasing standard, Lezinski and Thacker (2019)
have written a study focused on perspectives from the equipment finance software
providers for lessors. Emphasis of this study is put on differences between IFRS 16 and
ASC 842 which are presented in Table 1.
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Table 1 Differences between IFRS 16 and ASC 842

IFRS

US GAAP

Non application
(exclusion from

biological assets

biological assets and explicitly
excluded leases of timber

the scope) X leases of inventory

licences of intellectual property all leases of intangible

granted by a lessor (in the scope of

the new revenue standard IFRS 15)

rights held by a lessee under

licensing agreements within the

scope of IAS 38 Intangible Assets

for items such as motion picture

films, video recordings, plays,

manuscripts, patents and

copyrights
leases of assets under construction

x when the lessee does not control
the asset before the lease
commencement date
Lease no specific guidance for lessees on explicitly allows a residual
and non-lease suitable methods for estimating the estimation approach if the stand-
components stand-alone selling price alone price for a component is
highly variable or uncertain
Lease lease payments include any lease payments exclude any
payments residual value guarantees® provided residual value guarantees provided

to the lessor

to the lessor; the residual value
guarantees are included in the
calculation of the lease receivable
for sales-type and direct financing
leases

Classification
of a lease -
Lessor

Determination
of a lease

either an operating lease or a
finance lease

At the inception which is earlier
date of: a lease agreement and

a commitment by the parties to the
principal terms and conditions.

either an operating lease, sales-
type lease or direct financing lease

At the commencement which is the
date from which the lessee is
entitled to exercise the right to use
the leased asset.

Classification
of a lease -
Lessee

Recognition
exemptions

a single lease accounting model

(1) short-terms leases except
leases that contains a purchase
option

(2) leases for which the underlying
asset is of low value when it is new

a finance lease and an
operating lease

(1) short terms leases; a lease
that contains a purchase option can
qualify as a short term if the lessee
is not reasonably certain to exercise
its option to purchase the
underlying asset

(2) no exception for which the
underlying asset is of low value

Source: author’s processing according to IFRS 16 and ASC 842

As mentioned above in Table 1, ASC 842 distinguishes three types of leases from the
lessor s point of view. A lease is distinguished by some indicators mentioned in the
standard. The lease term for the major part of the economic life of the underlying asset
indicates other than an operating lease. The present value of the lease payments and any
residual value guarantee that equals or exceeds substantially all of the underlying
asset s fair value indicates other than an operating lease, too. Lease term and lease

3 A guarantee made to a lessor by a party unrelated to the lessor that the value (or part of
the value) of an underlying asset at the end of a lease will be at least a specified amount.
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payments criteria may be evaluated using brigt-line thresholds. For assessing whether
the lease term is for the major part of the economic life of the underlying asset is
decisive a threshold of 75 percent of the remaining economic life. This criterion does not
apply when the asset is at or near the end of its economic life (within the last 25 percent
of its total economic life).

The present value of the lease payments and any residual value guarantee equals or
exceeds substantially all of the underlying asset’s fair value is when a threshold of 90
percent or more of the asset’s fair value is met. This threshold may, but is not required
to, be used.

Besides an operating lease, the US GAAP recognises a sales-type lease and a direct
financing lease instead of a finance lease. If the lease effectively transfers control of the
underlying asset to the lessee, it is a sales-type lease (title to the asset by the end of the
lease term). A control covers the ability to direct the use and obtain substantially the
remaining benefits. A sales-type lease does result in initial selling profit from the sales
revenue and costs of goods sold. The sales revenue is the lower of: the fair value of the
underlying asset at the commencement date and the sum of the lease receivable
including any lease payments prepaid by the lessee.

If the lease transfers substantially all of the risks and rewards incidental to ownership of
an underlying asset to the lessee and one or more third parties unrelated to the lessor, it
is a direct financing lease. The transaction does not result in a profit, only interest
revenue for the lessor. Any selling profit is recognised as a reduction in the measurement
of the net investment in the lease. Any selling loss is recognised at the commencement.
This arrangement is analogous to booking a loan. We summarize the recognition into
following Table 2.

Table 2 Recognition of a Direct financing lease and a Sales-type lease
(from the Lessor s point of view)

Direct-financing lease Recognition Sales-type lease Recognition
Gross Investment Gross Investment

. XXX ; XXX
(lease receivable) (lease receivable)

Net Investment Costs of goods sold
(leased asset) (carrying amount + initial
direct costs - unguaranteed
residual value)
The interest revenue XXX Carrying amount of
(Gross — Net) the leased asset
The sales revenue
(present value of the minimum XXX
lease payments)
The interest revenue XXX
Accumulated depreciation
of the leased asset
Source: author’s processing ASC 842

XXX XXX

XXX

XXX

It is important to point out that IFRS put emphasis on reassessment of the lease liability
(IFRS 16.39 - 16.43). As a result, the liability under IFRS could grow to be significantly
greater than the liability under US GAAP, which would exaggerate the income statement
difference in the case that a lease is recognised as an operating lease under US GAAP
from the lessee point of view.

Differences between IFRS 16 and ASC 842 which were pointed out may be some risk for
consistency of application IFRS 16. Accounting entities that keep accounting entries in
both accounting systems may erase differences between them to facilitate accounting.
This may lead to incomparability of IFRS financial statements.
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4 Conclusions

The study that focused on assessment of the impact of available financial reporting data
on the decisions taken by the creditors has concluded that accounting data may be
considered to be relevant to some extent for creditors - either by using it directly to
determine the interest rate or by leading to the same conclusions as would be reached if
creditors used data other than the financial statements (Tumpach et al., 2014). IFRS 16
and the new lease accounting model could help to raise the relevance of reporting
financial data.

Since the application of IFRS 16 the assets and liabilities will increase in the lessee's
balance sheet due to leases which were previously recognised in the off-balance sheet.
Lease liabilities will generally exceed the amount of assets in the balance sheet. On the
other hand, financial costs will increase, and operating costs will decrease in the profit
and loss statement. As a result, EBITDA will increase.

Considering the occurrence of kinds of lease in practice, both finance and operating
leases are selected depending on the type of asset, the company’s specific operations,
the sector, etc. It may sometimes be more economical and cost-efficient to lease various
kinds of assets rather than buying them. An operating lease is a flexible solution to
obtain assets according to the company's current requirements. Given its frequent use,
the major rebuilding of the financial recognition will impact on many companies.

Despite an effort to convergence IFRS and US GAAP, the standard-setters have reached
the divergence regarding some aspects in the lease accounting. Companies that report
under both IFRS and US GAAP will have to deal mainly with the different classification of
a lease from the lessee’s point of view. Companies will need to maintain different
processes, controls and accounting systems for each framework to comply with the
different lessee reporting requirements. It is difficult to conclude which framework is
more appropriate. Based on commented letters that were submitted to public review in
the context of the revised Exposure Draft in 2013, there is no uniform understanding in
practice either (Ferreira et al., 2018).
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Abstract: The developments in data science, machine learning and artificial intelligence
force us to revisit the question "What should be automated and what should be done by
humans?” The main objective of our contribution is to apply Robotic Process Automation
(RPA) to create a model which identifies risk situations on the model based on the
market prices and external data such as M2 Money Stock, Consumer Confidence Index
(CCI), Daily Treasury Yield Curve etc., and recommend a proportion of assets in the
portfolio. Our goal is to build a model that will beat its benchmark, the S&P 500 index,
for that purpose we create a portfolio composed of individual stock titles contained in the
S&P 500 index and compare the model rate of return with the real rate of the S&P 500
for the period from 1.1. 2004 to 1.1. 2019. As a result we can show that the cumulative
yield of the model beats its benchmark approx. 7 times during the period under review.

Key words: robotic process automation (RPA), theory of portfolio, data mining,
JEL Classifications: C55, C61, G11

1 Introduction

The main goal of this paper is to apply Robotic Process Automation (RPA) to create a
model that determines the ratio of assets that it is appropriate to hold in the portfolio.
The development in data science, machine learning and Artificial Intelligence (AI) force
us to ask the question: ,What should be automated and what should be done by
human?”

RPA is one of these developments. It is a tool that operate on the user interface of other
computer systems in the way a human would do.

When robot inclusion occurred in manufacturer industry, empowering factories with
robots that are more capable, reliable, and with 24-7 working capacity. (Willcocks et al.,
2015)

What could be robotized? Simply put, any process that could be documented, which can
be considered as being repetitive. In a more technical language, any process that can
grab or introduce data via a desktop application or web page could be robotized, as well
as manipulation of data, persistence in excel worksheets or interactions with 3rd party
systems and emailing. (van der Aalst, 2018).

RPA aims to replace human by automation done in an ,outside-in” manner. RPA provides
agents that interact with different information systems thus interact partly replacing
humans. Using Artificial Intelligence (AI) and Machine learning (ML), this can be done in
a fairly robust manner. There are many vendors offering RPA tools we decided to use
UiPath. UiPath is a global software company that develops a platform for Robotic Process
Automation (RPA), a pretty cool concept that intends to automate repetitive tasks made
by humans allowing them to focus on work that requires intelligence and judgment.

UI Path comes with open source version for medium business and a more complete
enterprise solution with server software for multiple robots execution in background.
Consider the fact that in most cases, actively managed funds are lagging behind their
benchmark our goal is to build a model that will beat its benchmark, the S&P 500 index.
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2 Methodology and Data

Since the types of assets are innumerable, let's define the individual sectors of the US
economy. Therefore, the model will model how to have the most preferably distributed
portfolio across sectors. We can then imagine the assets either as funds that replicate the
development of the sector or purchased individual titles from the S&P 500. Stocks are
selected from the US market as the US market is the most effective market and have the
longest available relevant data series. The ratio of stocks in the portfolio will determine
the risk shareholding due to overbought market or overvaluation of stocks. We will then
model this risk from two perspectives: the aggregation of stock titles and the investment
horizon. As part of the aggregation of stock titles, we will look at the market as a whole,
the individual sectors and further to the level of individual stock titles contained in the
S&P 500 index. If someone is looking for a very complex approach to analyzing the
stock, there is a fundamental analysis for him. (Fanta, 2001) Indeed, fundamental
analysis has a great deal of focus, not just purely corporate factors such as debt,
historical gains, dividends, profitability, or liquidity. In addition to these factors, it also
examines global factors that affect the market as a whole or sectoral factors that affect a
particular industry in which it operates. Therefore, our approach is to model at three
levels: stock, sector and market.

Since our model will use a large amount of data and the model will need to be updated
on a daily basis, it would be very time-consuming to do this manually. (Petr, 2014) and
(Dietrich, 2015). For this purpose, Ui Path robots will be configured to retrieve,
download, and load the required data into the model into. The entire system will look like
in the Figure 1.

Figure 1 Scheme of our Model

(@]
Qlik’ Sense

Source: own processing

First of all, you needed to get a list of 505 tickers of companies that make up the S&P
500, and save that list in a csv file. The robot then loads the file and downloads company
data one by one. The source is the finance.yahoo.com. (Yahoo Finance, 2019) By a
similar algorithm, as we gained market data, we can also obtained macroeconomic data
such as M2 Money Stock, Consumer Confidence Index (CCI), Daily Treasury Yield Curve,
Commercial and Industrial Loans, Gold prices.

The SQL database was chosen as data storage and analysis will be performed in Python
programming (Stewart, 2014) environment using Numpy, Pandas and SciPy modules.
The outputs will then be visualized into the dashboard using Qlik Sense for better clarity.
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NumPy is a library for the Python programming language, adding support for large,
multi-dimensional arrays and matrices, along with a large collection of high-level
mathematical functions to operate on these arrays. NumPy is open-source software and
has many contributors. Pandas is a software library written for the Python programming
language for data manipulation and analysis. In particular, it offers data structures and
operations for manipulating numerical tables and time series. It is free software.

e Model of individual stocks

Since the linking of macroeconomic factors directly to an individual stock is relatively
weak, it does not make sense to include these indicators in the stock model. We will try
to predict the profitability of holding stocks through purchase and sale signals of technical
analysis. (Marton and Adamko, 2011) and (Meerschaert, 2013). For this purpose, we
were chosen 5 methods of technical analysis: Bollinger bands, Relative Strength Index,
MACD, Stochastic Oscilator and Money Flow Index.

So how do we define the profitability of holding a stock? As the methods of technical
analysis generally focus on a short period of time, we will model whether a month later
we will realize a return when holding a stock. In the first step, it is necessary to create
auxiliary indicators such as moving averages, exponential moving averages and others,
and then identify the purchasing and sales signals for the entire time series for each
company. Then determine the sales and purchasing signals and decide when to hold the
stock. Our modelled variable will take values 0 and 1, depending on whether the shares
are worth or not worth to keep. The modeled variable is obtained by twenty-one day
moving average of daily changes. The result is a logistic regression model that, based on
technical analysis indicators, models the likelihood that each of the 505 stocks of the S&P
500 index is beneficial to keep.

+ Sector model

The influence of macroeconomic indicators can already be reflected in the development of
the share price of the entire sector, so it makes sense to include it here. Besides them,
we will use the knowledge from the technical analysis of the previous model and include
its output among the input variables. But it is necessary to first obtain a modeled
variable, i.e. a yield by sector. So we need a weighted average of corporate earnings by
their weightings in the S&P 500 index within each sector. The output of this model is a
probability vector, which determines the likelihood that the acquisition of the values is
preferable to keep the sector index.

 Model of the entire market
This model is based on the results of the previous model, which models the probability of
profitability of holding the sector's shares by day. We transform these probabilities into
portfolio portions.
So we have a model, in three levels, that is bound together and at the end of which is
the composition of the investor's portfolio. The investor can further analyze individual
risks within sectors, markets or directly at the level of individual stocks.

3 Results

We will visualize our results in Qlik Sense. Figure 2 shows a visualization of the stock
model. At the bottom right, we see a heat map where the color of the paint shows for
each stocks the probability of holding them for the selected period. These titles can either
be manually scrolled or filtered using the filter at the top left. Another important filter is
next to it, which is used to select the time period. Bottom left we can see the
development of average daily changes for all stock titles. In addition to filters, we can
find revenue or loss for the selected time period. The last indicator is the division of
sectors where the size and shade of the field indicate the average probability. The
advantage is that almost every object can filter by clicking. For example, if we click on
the health care sector, we will only see data for health care companies.
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Figure 2 Result Visualisation - Stock Model
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Figure 3 Result Visualisation - Sector Model
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Figure 3 contains outputs from the sector model. On the bottom left there is a heat map
again, but the stock titles have replaced the sectors here. Again, we have a yield and
filter period.
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Figure 4 Result Visualisation — The Whole Market
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The final result is a model that determines the proportion of assets in the portfolio. The
new feature is the pie chart. This chart makes the most sense, if one day is selected,
then it shows the exact composition for that day. Part of the output is a comparison of
the model with its benchmark, i.e. the S&P 500 index, both in graphical form and in the
form of yield for the given period. The particular period here is chosen for the course of
2001, so we can notice a very bright heat map and very negative profits because of the
technological crisis.
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Finally, the remaining question is whether our model beats its benchmark, ie the S&P
500. As can be seen in Figure 5 - the cumulative yield, the model really beat its
benchmark.

It is also important to take into account the risk of this yield. Although the risk (shown in
Figure 6) varies considerably over time, it cannot be claimed to be significantly higher
than the S&P 500.

Figure 5 Cumulative Yield since 2004
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4 Conclusions

Our conclusion contains more open questions than information about our findings. Most
of the times, the effort to robotize every client processes could be significantly higher
than the potential gains to him, so this topic requires negotiation. Another topic that
must be addressed during a negotiation phase is related with the criticality of tasks made
by the robot: what happens if the robot fails? What is the client business impact? Robots
are accurate but the systems that they deal with aren’t. Imagine that the robot is
extracting data from a page and that page server fails exactly in the moment the robot is
executing. You could spend time making your robot more robust and error prone, but
that represents a cost. The use of RPA brings many interesting questions. How to control
RPA agents and avoid security, compliance and economic risk? Who is responsib