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PREFACE

Dear readers,

It is my pleasure to introduce you a collection of papers from the 14th annual
international scientific conference The European Financial Systems 2017 organized
annually by Department of Finance of the Faculty of Economics and Administration,
Masaryk University in Brno, Czech Republic. This year's conference was focused
especially on the current issues related to accounting, banking sector, insurance, new
regulations of financial markets, different tax systems, corporate finance, public finance,
financing of non-profit organizations and financial literacy.

Because the collection of papers presents the latest scientific knowledge in this area,
I believe you will get a number of new insights usable both for your scientific, and
educational or practical activities. I would also like to express my conviction that we
meet each other in occasion of the 15th year of this conference held in 2018.

I wish you pleasant reading

Petr Valouch

Chairman of the Program Committee
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Markov chain sensitivity analysis of expected paid/unpaid overdue
receivables — SME case study

Ladislav Lukas

University of West Bohemia in Pilsen
Faculty of Economics, Department of Economics and Quantitative Methods
Univerzitni 22, 306 14 Pilsen, Czech Republic
E-mail: lukasl@kem.zcu.cz

Abstract: The paper uses existing Markov chain theory to estimate expected paid/unpaid
overdue receivables, and is focused mainly upon sensitivity analysis of calculated
estimations. Since such calculations depend upon fundamental matrix of absorption
Markov chain chosen, the particularly important role plays data and algorithm for its
composition. As a case study, we selected a SME ranked company which provided us its
accounting records with payment pattern details of related receivables. First, the
available data are sorted to extract overdue receivables, which serve to estimate
transition probability matrices of absorption Markov chains having several transient
states and two absorption ones representing paid and unpaid overdue receivables. Based
either on number of overdue receivables or their financial volumes we build different
transition probability matrices. The sensitivity analysis of expected paid/unpaid overdue
receivables concerns influence of different overdue threshold and tolerance accepted,
conditional probabilities between transient and absorption states, as well as distribution
of financial volumes in particular transient states registered. The results are discussed in
detail showing their practical importance in financial management and providing deeper
insight into overdue payment processes thus contributing to risk management, too. All
computations and graphical issues are performed by sw Mathematica.

Keywords: accounts receivable analysis, fundamental matrix, absorption Markov chains,
sensitivity analysis

JEL codes: C65, G35

1 Introduction

Financial management in any company and cash flow management in particular, are vital
to its health. Accounts receivable are the amounts owed to a business by its customers,
and are comprised of a potentially large number of invoiced amounts. Accounts
receivable constitute the primary source of incoming cash flow for most businesses.
Gross amount of receivables and the allowance for doubtful accounts should be reported
by accounting reports in detail.

Payment condition patterns and timing of claim payments play significant role in financial
management. First, the corresponding data reported in usual accounting reports are
extracted to yield records of delayed payment structures. Departments will also need to
provide the necessary uncollectible account information in order to prepare the necessary
accounting entries for prospective reserves and write-offs.

A schedule is prepared in which customer balances are classified by the length of time
having been unpaid. Since emphasizing time, the schedule is called an aging schedule
with corresponding accounts receivable aging analysis within well-established accounting
framework, whereas in stochastic framework it might be called after-payment-due
process analysis, as well.

In general, financial management of company ought to establish an acceptable
percentage relationship between the amount of receivables and expected losses from
uncollectible accounts. Hence, an estimation of such relation between collected and lost
payments is very significant indeed, and it plays very important role in company life
cycle. Especially, when the real economy slips into recession, business faces an additional
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risk of customers running into financial difficulty and becoming unable to pay invoices,
which all together can push a company over the edge.

After the accounts are arranged by age, the expected bad debt losses are to be
determined. The most promising instrument for such task is application of absorption
Markov chains. The sensitivity analysis of average amount of delayed claims paid stands
in focus of financial management, too, since it enables to estimate effects of various after
due diligence collection efforts.

Usage of Markov chains for accounts receivable analysis is not new. Standard textbooks
of operations research and quantitative methods in management cover the topic in
theoretical platform with transition probability matrix given a priori as usual, see for
example Anderson et al (1988), and Render et al (2003), too.

The main topic in framework of existing absorption Markov chain theory concerns with
detailed analysis of claim payment delayed process and construction of transition
probability matrix from raw accounting data sources. This data serves to estimate
distribution of paid/unpaid claims after payment due, and also to calculate average
amount of delayed claims paid. Sensitivity analysis presented in the paper adopts an
absorption Markov chain example excerpted from Lukas (2009), and Hofman and Lukas
(2014), too. The theory of Markov chains is explained in Yin and Zhang (2005). Other
aspects of delayed payment of claims are further discussed in Garmichael and Balatbat
(2010), in particular from contractor’s point of view. In Sopranzetti (1999), links between
selling accounts receivable and underinvestment problem is discussed thoroughly.

The paper is organized as follows. After a brief introduction, the second section gives a
theoretical framework of delayed payments analysis. The third section brings description
of our procedure for estimation of fundamental matrix of absorption Markov chain well-
suited for analysis of after-payment-due process. Further, the results of our case study
are presented including the sensitivity analysis upon length of payment delay tolerance.

2 Analysis of delayed payments - theoretical framework

Let us consider an absorption Markov chain with discrete state space. There is well-
known that transition probability matrix P of any absorption Markov chain has a
canonical form

I 0
P=|z ol (1)
which provides a fundamental matrix N of size (s,s) of following form
N=X7,Q"=1-Q7, (2)

here the P has size (N,N), the Q has size (s,s), the R has size (s,N-s), the I is unit sub-
matrix of size (N-s,N-s), and 0 is null sub-matrix of size (N-s,s), where N denotes the
total number of system states, s defines the number of transient states, and N-s gives
the number of absorption states, in general.

Considering stochastic Markov chain analysis of paid/unpaid claims with after maturity
pending payment, we get two absorption states, i.e. paid, and unpaid claims, hence N-s
=2, thus providing s = N - 2, directly.

Now, our goal is to estimate distribution of considered quantity, e.g. financial amount, or
number of pending credits, etc., in absorption states assuming the volumes of considered
quantity in all transient cases are given, and being denoted by vector t. In matrix form,
we have to compute

yT =tT™B, B=NR, (3)
assuming a system considered quantity balance condition to hold

=1 oYk = Limiti (4)
12



3 Estimation of transition probability matrix and case study

Let a@;, j = 1,..,J, denote a sequence of additive components which collection defines an
event observed from M all possible realizations. As usual, the estimated probability of the
event occurrence is given by adopted frequency fraction in following way

Te =Z§=1aj/M . (5)
Case study

We have selected a particular company from West Bohemian region being ranked within
the SME category. The company financial management provided us standard accounting
reports of the period 2014Q1 - 2015Q2 in order to perform the accounts receivable
analysis for the year 2014 thereof. First, in order to keep the company reports
anonymous, we convert all financial data given in [CZK] into equivalent encrypted ones
measured in a fictious monetary unit selected by company financial management and
abbreviated [FMU].

First, using our Java application, we read accounting reports containing encrypted data
imported in the MS-Excel csv format, and next, filter the data in order to get our
problem-oriented dataset Dy having the following structure

DO = {mkl ddkl pdk}l k=1l"lK r

where my gives a payment amount in [FMU], and the couple 4d, ,dx determines the due-
date and paid-date, all registered within the k-th invoice record. Further, K denotes the
total number of invoice records processed by Java application.

The dataset D, is further transformed into dataset D;, having the compact structure
D, = {mk, 6k}r k=1l"lK ’ Ok =|pdk - ddk |ca|endarr

where the function |,dk—q0k|calendar Yi€lds the usual calendar time distance of dates 4dy, ,d«
in [days], respectively.

We adopt usual bucket length of A = 30 days for sorting our datasets. Hence, we
introduce states sy, ..., 51450 that to catch correctly any data within D,

si=[(/ -1)A+1,iA] ,i=1,..,12, 533 = [iA+1, +oo[,
and si4 for due date paid receivables, i.e such that having |,dc—adx|caiendar < O.

Sorting of D; with respect to defined states s;, i = 1,..,14 provides two different data
denoted p;, g;, respectively, denoting accumulated financial amounts, and accumulated
number of due date paid invoices which belong to particular state s;.

Figure 1 Sorted receivables into s;, i = 1,..,14, and months j=1,..,12. Left panel:
number of invoices g;(j); Right panel: accumulated financial amounts p;(j).

Source: own calculation.
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The results of sorting D; are depicted in Figure 1, where horizontal axes keep s;, lateral
axes keep months in 2014, and vertical axes keep corresponding sorted amounts, i.e. in
the left panel: the number of invoices sorted, while the right panel: accumulated financial

amounts in [FMU].
Inspecting Figure 1, we may conclude the states s, .., s4 play very important role within

delay payment structure. In the following figures, i.e. Figure 2 and Figure 3, respectively,
we show the corresponding results. The horizontal axes keep months, j = 1,..,12,
whereas the vertical axes keep proper scales for values g;(j), and p;(j), i = 1,2,3,4,
preserving the units used already in Figure 1, i.e. numbers for g;(j), and [FMU] for pi(j),
respectively. The values of gi(j), i = 1,2,3,4, are plotted in blue color, whilst the values of

pi(H, i =1,2,3,4, are plotted in violet one.
Figure 2 Sorted receivables into s;, i = 1,2, and months j=1,..,12. Left panel: g:(j) in
blue, p:(j) in violet; Right panel: g>(j) in blue, p,>(j) in violet.
A ‘ 40k

[}
&
T

Source: own calculation.

Figure 3 Sorted receivables into s;, i = 3,4, and months j=1,..,12. Left panel: gs(j) in
blue, p3(j) in violet; Right panel: g4(j) in blue, p4(j) in violet.
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Source: own calculation.

All results of sorting procedure collected, i.e. gi(j), and p;(j), i = 1,..,13,j = 1,..,12,
provide sufficient material for construction of two transition probability matrices, denoted

P, and P;, respectively, which are built from g;(j), and p;(j), separately.

In general, we assume the states s;, /i = 1,..,12, to represent transient states of the
absorption Markov chains considered, whereas si3, and si4, represent absorption states,
in general. Noting in principle that we neglect within sy, all the due date paid receivables
collected from the raw datasets, i.e. such that having |,dk—gdklcalendar < 0, thus

considering receivables paid during after-payment-due process course only.

Keeping in mind the structure of any transition probability matrix (1), we get the sub-
matrices Q, and R,, and vector t, from g;(j) data, whereas the sub-matrices Qr and Ry,
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and vector tr from p;(j) data, respectively. Knowing matrices P, and Py, the main purpose
of the absorption Markov chains considered is to estimate an amount of paid/unpaid
accounts receivables with delayed due date payments.

Due to logical structure of the transition probability matrices considered, the population
of zero and non-zero transition probability entries in Q, and Qr is the same, and in R, and
R;, as well. Denoting n,,,, a generic transition probability located at m-th row and n-th
column, we can write the non-zero entries of either Q, or Qy, in following way, .m1;,+1 > 0,
i=1,.., s -1, u = n, f, when keeping s to denote the number of transient states of
absorption Markov chain

aMiivr = N2 a(DIN, N = T 22 40D, (6a)
Aliyivr = L2 (DIM, M= T 802 pi(). (6b)
All entries of sub-matrices R, and Rf can be expressed in following form
ulist = 1 =y >0,y =0,i=1,..,,s-1,and 5,1 =1 -, >0, yr5,2 = yw >0,

where ,w denotes conditional probabilities of not-paying a claim within the last transient
state s, when considering either gs(j) data, in correspondence with u = n, or ps(j) ones,
in correspondence with u = f, respectively.

Figure 4 Transient states data. Left panel: first column of sub-matrix R, (#7,1,i=1,.., S);
Right panel: vector t;, i.e. distribution of averaged financial amounts in [FMU].
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Source: own calculation.

Figure 5 Transient states data. Left panel: first column of sub-matrix Ry, (.1, /=1,..,5);
Right panel: hypothetic vector xt;, i.e. distribution of averaged financial amounts in [FMU]
generated by pseudo-random number generator U(0,1) in total volume of 100 [FMU].

e y
050} / b /\\ /\ /T \\

Source: own calculation.
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In Figure 4, we show the transient states data computed from p;(j) values, both
transition probabilities, which are given as complementary values #j,1 = 1 = 1,41, [ =
1,..,s-1,and #,; = 1 - , and components of vector t, precisely.

In comparison with the previous figure, in Figure 5, we show another transient states
data computed from gq;(j) values. First, the transition probabilities ,m;,.1, given as
complementary values 1 - ,m;,+1, Which occupy the first column of sub-matrix R,, again.
Second, a hypothetic vector .t;, giving simulated distribution of averaged financial
amounts being generated by pseudo-random number generator having the uniform
distribution U(O,1).

Now, given the sub-matrices Q, and Q;, we may compute the corresponding fundamental
matrices, denoted N, or N¢, respectively, using formula (2)

N, = N(Q»), Nr= N(Qp). (7)
Table 1 Estimated total values of paid and unpaid/lost receivables in [FMU]
Paid Unpaid/lost
receivables receivables
yr(Qr) 99.725 0.275
YA(Qn) 99.445 0.555

Source: own calculation

Using these matrices N, and N;, we are able to get two different estimations of total paid
and unpaid accounts receivables generated by stochastic stream of delayed due-date
payments, respectively. The corresponding values are summarized in Table 1. We can
observe just a slight difference between them so that N,, being constructed from g;(j)
data yields more pessimistic estimation.

Rather interesting is sensitivity of estimated volumes of paid and unpaid accounts
receivables with respect to payment delay tolerance, which is denoted o, and given as
number of A periods being expressed in months. The values presented in Table 1 are
calculated assuming the payment delay tolerance of d =12 months, precisely, which is
rather long.

The results of numerical calculation obtained by our Mathematica notebook developed for
paid/unpaid accounts receivables analysis are summarized in Figure 6.

Figure 6 Sensitivity of absorption states data upon payment delay parameter y.
Left panel: expected paid receivables in [FMU] depending upon y = 1,..,11;
Right panel: : expected unpaid receivables in [FMU] depending upon y = 1,..,11.

Source: own calculation.

The payment delay tolerance is defined as follows
0 =(s+1 - y) A [month], (8)
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where y is payment delay parameter selected.

Inspecting both panels in Figure 6, we can conclude that rather progressive increase of
unpaid accounts receivables appears for payment delay tolerance é to be less or equal
than four months, i.e. for y = 9.

Having at disposal our Mathematica notebook, we may calculate another examples
investigating sensitivity of paid/unpaid accounts receivables, too. In Figure 7, we present
the corresponding results calculated for the hypothetical vector ,t;, giving distribution of
averaged financial amounts in transient states having been generated by pseudo-random
number generator U(0,1), and already depicted in Figure 5, Right panel.

Figure 7 Sensitivity of absorption states upon payment delay parameter y, for ,tr given.
Left panel: expected paid claims calculated by N¢, (blue color), and N,, (light-red one);
Right panel: expected unpaid claims calculated by N¢, (blue), and N, (light-red).

\ a0l

Source: own calculation.

Inspecting Figure 7, we may see two interesting facts. First, the progressive increase of
unpaid accounts receivables appears already for y = 7, i.e. for payment delay tolerance
less or equal of a half of year. Second, the estimations calculated by fundamental matrix
N,, i.e. constructed from g;(j) data, are more pessimistic than those ones calculated by
similar procedure but with N

Figure 8 Sensitivity of absorption states upon payment delay parameter y, (%, »tr given).
Left panel: expected paid claims; Right panel: expected unpaid.

KX
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4 g s 10 < 4

Source: own calculation.

In Figure 8, we present all calculated results of absorption states data in sensitivity to
payment delay tolerance represented by the parameter y = 1,..,11. In Left panel, we
may compare sensitivity of estimated paid accounts receivables upon y being calculated
by following expressions: NAt{0);0) in green color, NA,t{d);0) in blue one, and
N,(st{5);d) in light-red one, where we point out generally that both construction of
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fundamental matrices and vectors of financial amounts registered in transient states
depend upon payment delay tolerance 4. In Right panel, we may compare sensitivity of
estimated unpaid accounts receivables upon y being calculated by similar expressions.

4 Conclusions

In our paper, we have discussed usage of absorption Markov chains for stochastic
analysis of paid/unpaid accounts receivables. Upon real life study case but with encrypted
financial data, we described our procedure for construction of problem-oriented database
from standard accounting reports data. We also discussed two basic possibilities of
construction of fundamental matrix that plays crucial role within the absorption Markov
chains theory. In general, we may collect and process either pending financial amounts,
or numbers of pending receivables. Both data are closely related each other in their
logics but may yield two different fundamental matrices. We use both of them for our
numerical calculations. All results are calculated by our Mathematica notebook we
developed for paid/unpaid accounts receivables analysis based upon absorption Markov
chains theory. Forthcoming research will be focused on two challenging topics:

Further development of sensitivity analysis within the framework of collection possibilities
of outstanding claims and its implementation in Mathematica;

Connection of account receivable advanced analysis with credit risk procedures.

References

Anderson, D. R., Sweeney, D. 1., Williams, T. A. (1988). An Introduction to Management
Science - Quantitative Approaches to Decision Making, 5th ed. St. Paul, Minnesota: West
Publ. Co.

Garmichael, D. G., Balatbat, M. C. A. (2010). A contractor’s analysis of the likelihood of
payment of claims. Journal of Financial Management of Property and Construction, vol.
15(2), pp. 102-117.

Hofman, J., Lukas, L. (2014). Markov chain model used for sensitivity analysis of
paid/unpaid claims in after-payment-due process. In: Conf. Proceedings, 32-nd Int. Conf.
Mathematical Methods in Economics 2014, (Talasova, J., Stoklasa, J., Talasek, T., eds.),
Olomouc: Palacky University, pp. 299-304.

Lukas, L. (2009). Probabilistic models in management — Markov chains and waiting line
systems (in czech: Pravdépodobnostni modely v managementu - Markovovy fetézce a
systémy hromadné obsluhy), 1st ed. Praha: Academia.

Render, B., Stair, M. R. Jr.,, Hanna, M. E. (2003). Quantitative Analysis for Management,
8th ed. Upper Saddle River, New Jersey: Pearson Education, Prentice Hall.

Sopranzetti, B. J. (1999). Selling accounts receivable and the underinvestment problem.
The Quarterly Review of Economics and Finance, vol. 39(2), pp. 291-301.

Yin, G., Zhang, Q. (2005). Discrete-time Markov chains, 1st ed. New York: Springer.

18



The Development of Debt Financial Markets - the Case of Selected
CEE and Latin America Economies

Jan Madéi', Jan Ohm?

! Technical University of Liberec
Faculty of Economics, Department of Business Administration and Management
Voronézska 13, 460 01 Liberec, the Czech Republic
E-mail: jan.maci@tul.cz

2 Technical University of Liberec
Faculty of Economics, Department of Economic Statistics
Voronézska 13, 460 01 Liberec, the Czech Republic
E-mail: jan.ohm@tul.cz

Abstract: This article deals with loans and other debt sources provided to non-financial
sector. Naturally, especially in perfect market conditions, all of the debt sources are
substitutes to each other. However, in real economy the choice between loans and other
debt (e.g. bonds) depends on many variables. Some studies state that the choice among
variety of debt sources depends on the development of the financial market respectively
of the economy as a whole. For example, it is quite well known that European market is
rather bank-based, while US one rather capital-based. The aim of this paper is to
characterize and compare the development of selected Central and Eastern European
(CEE) and Latin America financial loan markets. For this purpose we analyzed the data
from the Bank of International Settlements (BIS), which gathers these data from the
reporting economies (e.g. advanced, emerging market and other economies). The
method that was used for the data analysis was time series correlation analysis. From
the conducted research there can be stated that there are no significant differences
between the development of CEE and Latin America markets at aggregate level as well as
among each analyzed country separately. The only notable exception is the development
in Argentina, which still suffers from the consequences of state bankruptcy.

Keywords: Debt, credit, corporate finance, financing policy, financial market.
JEL codes: G10, G32, 057

1 Introduction

It is quite natural that financial markets develop over time. Healthy financial system
brings stable economy; it has a positive effect on international trade, and even on the
development of society as a whole. There are many studies that seek to reveal which
factor influences past, present as well as future characteristics of particular financial
market the most. In this paper we are focusing on the development of debt financial
markets from the perspective of the ability to switch between credit and other debt
sources in selected Central and Eastern European (CEE) countries and Latin America
economies. We have chosen these two regions because CEE is our home region and the
European Union seeks to negotiate free trade agreement with Mercosur and Mexico
(negotiations were (re)started in 2016). And that is why potential exporters, importers
and investors from both regions need as much information as possible - including
development and flexibility of debt. Our main aim is to characterize the development and
potential changes within the the debt market of each analyzed economy and
subsequently to compare these economies, respectively their development among
themselves. We also want to discover if there are differences in mutual relationship
between bank loans on one hand and other debt on the other hand provided to private
non-financial sector (i.e. corporations plus households). The ability to switch among bank
credits and other debt sources brings additional stability and thus reduced risks to the
particular market (see Greenspan, 2000). For this purpose we analyzed the data from
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the Bank for International Settlements (BIS) on total credit and bank credit to the private
non-financial sector (i.e. corporations plus households).

We assume that due to in some aspects relatively similar recent historical events
(communism, dictatorship, transformation and growth) there will not be significant
differences in the recent development of analyzed debt financial markets. On the other
hand, uncertainty of the political situation in some countries (especially Brazil, Poland
and Hungary), negative economic circumstances in Argentina and potentially different
market reactions to the Global financial crisis may result in different than expected
results.

Literature Review

In accordance with the focus of this article, this part deals with the development of the
debt market as a whole and with mutual development of bank credit and other debt (in
the case of corporations mainly bonds). For example, Calza, Gartner and Sousa (2003)
states that behavior of real loans is mainly influenced by short-term and long-term
interest rates and by the development of the economy measured by real GDP. While the
relationship between loans and interest rates is negative, the relationship between loans
and GDP is positive. Jakubik (2011) points out that in the case of households there can
be observed certain time lag in the development of credit affected by negative economic
scenario. The impact on households is more persistent than in the corporate sector.
Braun and Briones (2006) on the case of bond market development showed, that “A big
part of the degree of development of bond markets was shown to be explained by
general economic development. Even after controlling for this, significant cross-country
variation remains. This variation is not easy to be explained with differences in the
macroeconomic context, or the quality of institutions and the policies that have been
shown to correlate with the development of banking systems and stock markets. Demand
in the form of the importance of institutional investors was shown to be a critical part of
the story” (Braun and Briones, 2006, pp. 27). There can be added, that continental
European banks were historically protected from competition from capital markets and
that is why bank financing plays significant role (Hawkins, 2002).

Some researches concentrate directly to certain economic periods, for example financial
crises like Asian financial crisis or the Global recession (e.g. Jiang, Tang and Law, 2002;
Yoshitomi and Shirai, 2001; Cowling, Liu and Ledger, 2012). Cowling et al. (2012)
concludes that especially larger and older British firms had easier access to external
financial sources throughout the Global recession. Jiang et al. (2001) and Yoshitomi and
Shirai (2001) dealt with Asian financial crisis and Asian debt markets. In their conclusions
they highlight that overreliance on the bank sector; especially on bank loans
denominated in foreign currencies makes local financial market as well as the whole
economy very fragile and prone to a crisis. That is why Yoshitomi and Shirai encourage
the development of the bond market. On the other hand, Levine (2002) argues that it is
almost irrelevant whether the financial market is rather bank- or market-based. The
maturity of the markets institutions is important, i.e. who and how to offer the service.
At first sight, this is a bit contrary to the Grennspan’s speech. Greenspan (2000) states
that in time of crisis in the bank market, capital market act as a “spare tire” and vice
versa. However, both the banking and the capital markets are highly developed in the
USA.

The richness and maturity of the economy also affect the debt market. Beck, Demirglig-
Kunt and Levine (2000) point out that richer countries (measured by GDP per capita)
have larger bond market and issue more equity and especially private bonds. This is in
line with the Yoshitomi and Shirai’s scheme (2001, pp. 32). Yoshitomi and Shirai states
that developing countries are rather bank-based, while developed countries (in other
words rich countries) are rather bond market-based; at least as far as corporate
financing is concerned.
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There are also several studies that seek to reveal mutual development on the debt
market among debt sources of corporate financing. Bank loans and corporate bonds are
significant sources of business financing. As Miles (2000), Hyblerova (2014) or Maci and
Hovorkova Valentova (2017) states these two financial instruments are in fact substitutes
to each other. This statement is especially true under perfect market conditions.
However, perfect market conditions can hardly be reached and that is why several
researchers studied mutual behavior of these two financial instruments as well as the
behavior of companies and their attitude to these sources of debt financing. Hale (2001;
2005; 2008) points out that small companies can hardly obtain a loan from a bank and
that is why these companies issue bonds, more precisely junk bonds (very small and
young companies are even excluded from the debt market because they are too risky for
investors). Medium-sized companies obtain a loan from the bank and large companies
prefer to issue bonds. Again, this behavior and attitude is primarily connected to
riskiness of the enterprise for investors. Almost the same conclusions made Machnes
(2010). In his study he points out that companies chose between bonds and loans
according to the rating that these companies may obtain on the market. The higher the
rating, the higher the probability that companies would prefer bond financing rather than
loans. In other words, the more it is in the economy of large wealthy companies, the
greater the development of the capital (bond) market. De Fiore and Uhlig (2011) studied
differences between US and European attitudes to bond and loan corporate financing.
They conclude that most differences can be explained by “a relatively low level of
disclosure of information about firms’ credit risk in the euro area relative to the US"” and
“a higher need of European firms for the flexibility and information acquisition role
provided by banks” (De Fiore and Uhlig 2011, pp. 20). Milos (2004) adds that
relationships between banks and corporations as well as market regulations and overall
quality of institutions plays significant role whether corporations prefer loans or bonds
(this is consistent with the aforementioned Braun and Briones (2006)). Koziol (2006)
concludes that companies should choose between bank loans and issuance of corporate
bonds with respect to potential financial distress. Loosely speaking, if a company is in
financial distress and have enough project with positive net present values, one creditor
(bank) might be interested in rescuing the company while multiple creditors not. This is
usually because of a lack of information on the side of multiple creditors. Altman, Gande
and Saunders (2010) confirm that secondary loan market is informationally more
efficient than secondary bond market.

Although the most of the studies presented above seems to be quite old, they are not
obsolete. On the contrary, it is useful to apply them to the current shift in markets,
whether these changes are economic, political or other. All of the above sources help
solve the puzzle how the debt markets are likely to evolve.

2 Methodology and Data

The data used in this research come from the Bank for International Settlements (BIS).
Time series of credit to the non-financial sector were used; more specifically time series
of bank credit to the private non-financial sector and total credit to the private non-
financial sector. By subtracting bank credit from total credit, we obtained the data about
other debt. We used the Global Table provided by the BIS, which contains information
about the countries we are interested in analyzing (Latin American countries and Central
and Eastern European countries) over a period of 15 years, covering the years 2000 to
2015. The countries of Latin America analyzed were Brazil, Argentina, Mexico and Chile,
and the countries of Central and Eastern Europe analyzed were the Czech Republic,
Poland and Hungary (unfortunately, the data from Slovakia, which would definitely fit in
our research scope, were unavailable).

Generally, a time series correlation has been applied. This means Pearson product
moment correlation coefficient is calculated and consequently Durbin-Watson test used to
reveal possible autocorrelation of residuals. The Durbin-Watson test is constructed in
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simple linear regression model where the dependent variable (y) is expressed by the
other credit instruments (mostly bonds) to the private non-financial sector time series
and the independent variable (x) is the bank credit to the private non-financial sector
time series. The parameters are estimated based on ordinary least squares method and
the common significance level taken into consideration is 5 percent.

For correlations the null hypothesis consists in no significance of correlation between the
bank credit to the private non-financial sector and other credit to the private non-
financial sector. Alternative hypothesis is both-sided opposite. In Durbin-Watson test the
null hypothesis expresses not significant serial correlation in the residuals.

3 Results and Discussion

In this section, there are presented and discussed the results of our analysis. In Table 1
there are the results from CEE countries, in Table 2 from Latin America countries and in
Table 3, there are compared those two regions as a whole.

CEE Countries

The results of individual countries in Central and Eastern European area are shown in the
next table (Table 1).

In Middle Europe environment there is strong positive correlation between bank credit to
non-financial sector and other credit instruments. We reject both stated null hypothesis.
Thus there is a possible serial correlation in the residuals.

Table 1 Results of correlation analysis in Central Eastern European area
(Bank credit vs. other debt in 2000-2015)

Country Slope Correlation P-Value D-W P-Value
Coefficient Test

Czech Republic 0.6086 0.9662 0.0000 1.1196 0.0132

Hungary 1.1779 0.9297 0.0000 0.2744 0.0000

Poland 0.4740 0.9837 0.0000 0.7086 0.0004

Source: own calculation based on data from BIS (2017)

From the results presented in the Table 1 there can be also observed that the intensity of
mutual development of bank credit and other debt differs. The strongest bond is between
bank credit and other debt is in Poland, while in Hungary is the lowest. As far as the
slopes are concerned, there can be stated that the lowest growth of other debt in relation
to the bank credits is in Poland, while in Hungary other debt is growing faster than bank
credits. Both correlation coefficients and slopes signalize very similar development of
these debt sources of business financing. It is therefore obvious that these sources might
be not only substitutes (as e.g. Miles (2000) states), but complements to each other as
well. In the Czech Republic, there is the highest value of D-W test, which can be partly
explained by the results presented in Maci and Hovorkova Valentova’s study (2017).
These authors showed that in the period they analyzed, long-term corporate bonds and
bank loans provided to non-financial corporations are substitutes to each other.

Latin America Countries

As we can see from the Table 2, the results of Latin American Countries relatively copy
the results of countries in our CEE region.

Table 2 Results of correlation analysis in Latin American area
(bank credit vs. other debt in 2000-2015)

Country Slope Correlation P-Value D-W P-Value
Coefficient Test

Argentina -0.1365 -0.3906 0.1347 0.1866 0.0000

Brazil 0.0484 0.8767 0.0000 0.8383 0.0016
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Chile 0.6393 0.9473 0.0000 0.3345 0.0000
Mexico 0.8707 0.9573 0.0000 0.4183 0.0000
Source: own calculation based on data from BIS (2017)

Correlation coefficients only reach slightly lower values. However, there is one notable
exception - Argentina. Argentina’s results show insignificant correlation between two
examined phenomena. One of the reasons, which may explain such result, is Argentina’s
state bankrupt in 2002. In 2002 bank loans dropped sharply. This event brought
turbulences to the local financial markets and unfortunately the threat of further
bankruptcy is still up to date in Argentina. Slopes presented in Table 2 shows different
results among analyzed Latin America countries. Again, very different situation is
observed in Argentina, where other debts are not significantly dependent on the growth
of bank credits and vice versa. In relation to other observations, it can be concluded that
in Argentina had to prevail a different element influencing the development of both time
series than GDP and interest rates (cf. Calza, Gartner and Sousa (2003)). In Brazil,
which suffered by drop in commodity prices and political instability because of
presidential affairs, there is also positive but with comparison to other analyzed
economies very low value of the slope. The values for Chile and Mexico are rather similar
to those in CEE.

CEE Region versus Latin America Region

Finally, there are presented the complex results of both analyzed regions in Table 3
below. We can see that both parts of the world seems to have strongly and positively
correlated bank credit and other debt instruments markets but these correlations also
indicate a non-random pattern in the residuals. Thus there may be a third variable that
influences credit options of companies in both analysed regions. This is consistent with
the conclusions of e.g. Calza, Gartner and Sousa (2003) and Braun and Briones (2006)
who states that the development of financial markets is mainly influenced by
development of the economy measured by real GDP or general economic development.
From this point of view, bank credits and other debt are rather complementary, not
substitutes, to each other.

Table 3 Results of correlation analysis for the sum of Central Eastern European (CEE)
region and sum of Latin American region (bank credit vs. other debt in 2000-2015)

Region Slope Correlation P-Value D-W P-Value
Coefficient Test

CEE 0.6396 0.9880 0.0000 0.8013 0.0011

Latin America 0.1506 0.9044 0.0000 0.4260 0.0000

Source: own calculation based on data from BIS (2017)

The interesting fact about the global tendencies is that Central and Eastern European
area has rather higher slope than Latin American region. The overall increase of
alternative instruments (mostly bonds) related financing is therefore relatively higher in
CEE.

4 Conclusions

In this paper, there was analyzed the development of debt markets in selected Central
and Eastern European and Latin America countries. The analysis was based on time
series correlation analysis between bank credit (loans) and other debt provided to non-
financial sector. Our main aim was to characterize the development and potential
changes within the debt market of each analyzed economy and subsequently to compare
economies, respectively their development among themselves. From the literature
review, from some historical similarities mentioned in introduction and from current state
of economic development, despite the fact that these two regions are relatively far away
from each other, there could be anticipated that there will be no significant differences
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among the observed economies. The results presented in this article confirmed our
expectations, i.e. the volume of bank credits and other debts are developing in very
similar ways. And at the same time, bank credits are growing rather faster than other
debt in the analyzed period. On our research sample and associated data about credit to
private non-financial sector thus cannot be applied what e.g. Miles (2000) observed that
since 1980 bond financing, which is one financial tool among other debt sources, is being
pushed forward at the expense of bank loans. This can be explained by the differences in
the research samples in which we on the one hand excluded government and on the
other hand we included households. While nowadays governments rather use bond
financing, households mostly use bank credits. The only notable exception is the
development in Argentina, which still suffers from the consequences of state bankruptcy.
A little bit different development can be also observed in Brazil that was hit by falling
prices of raw materials and some negative political affairs.

The challenges for further research consist in exclusion of time factor, decomposition of
time series. This research also omits deeper possible interpretation of the results. We
would also like to add into our study not only emerging markets, but developed
economies as well. And last but not least, we would like to exclude households from the
data and focus directly on corporations and their financing strategy.
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Abstract: The research is aimed at analyzing influence of various personal
characteristics of young students along with financial literacy on their expected financial
behavior. Besides financial literacy, we singled out such personal characteristics as
prodigality, credulity, risk preference and propensity for offence or unethical behavior.
Our research is based on the data obtained by sample questionnaire survey of full-time
students learning economics at Lobachevsky State University of Nizhni Novgorord,
Russia. For evaluation of each personal characteristic we asked respondents to answer
twelve direct and indirect questions, which enabled us to both outline distribution of the
estimated features among students and calculate their average values. For the whole
sample we found medium positive correlation between prodigality, risk preference and
propensity for offence or unethical behavior, while other pairs demonstrated weak
correlations. Further clustering of the whole sample into six approximately equal groups
with use of the Ward’s method allowed us to receive more pronounced dependencies
between characteristics within these groups, albeit different by sign. We found out that
combining various characteristics with different level of financial literacy ensured quite
opposite types of expected financial behavior. This emphasizes the role of personality
development as a complex task even more important for students just entering the
financial market.

Keywords: financial literacy, financial behavior, students, personal characteristics,
correlation

JEL codes: A 22, GO2

1 Introduction

Modern researchers actively study the problems of financial literacy, its relationship with
other personal characteristics and its influence on people’s behavior in the financial
sphere. A detailed review of such studies is represented in (Stolper and Walter, 2016).

First of all, scholars emphasize that concepts of financial knowledge and financial literacy
are not synonymous. Apart from knowledge, financial literacy includes specific skills and
competencies, embracing orientation in the flow of financial information, mastering of
planning and accounting for income and expenses, operating with contemporary financial
tools, assessing risks, as well as abilities to predict the consequences of financial
decisions and to prevent breach of the law, etc. (Khudko, 2016). Financial literacy implies
an attainment of financial independence, as well as development of a certain level of
financial culture and financial discipline.

Financial literacy is examined from various standpoints. Some studies focus on
methodological issues of financial literacy assessment (Huston, 2010). Other researches
are dedicated to evaluation of the overall level of financial literacy within and between
different countries and demographical groups. Thus, in 2010-2011 the experts of the
Organization for Economic Cooperation and Development (OECD) and the International
Network on Financial Education (INFE) carried out a pilot project covering 14 countries. It
involved evaluation of financial knowledge, behavioral preferences and population’s
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attitudes toward personal finance. The research revealed a serious lack of financial
knowledge among a sufficiently high proportion of the population (Atkinson and Messy,
2012).

Another range of literature concerns the relation of financial literacy to certain socio-
demographical, institutional or macroeconomic indicators. Thus, (Bumcrot, Lin and
Lusardi, 2011) comparing financial literacy in different regions of the United States found
that urban residents have higher financial literacy than rural residents. Whereas (Jappelli,
2010) found positive dependency between financial literacy with human capital
development indicators and its negative dependency with generosity of social security
systems.

The researchers of financial literacy of Russian population emphasized its relationship
with people’s socio-economic adaptation to changing market conditions. Based on the
materials of the Russian Monitoring of the Economic Situation and Public Health
conducted by NRU-HSE, (Kozyreva, 2012) analyzed the trends and peculiarities of
financial behavior of different social groups and strata of the Russian population during
recession in economy. The author concluded that older aged respondents are more prone
to conscious savings behavior. Other authors (Nivorozhkina and Sinyavskaya, 2012)
demonstrated the influence of the level of financial literacy, the risk preference and the
ability to identify suspicious financial transactions on the likelihood that clients of
financial institutions could be involved in unlawful schemes.

By means of sociological survey (Fedorova et al., 2015) analyzed the impact of financial
literacy on the awareness of Russian citizens toward financial services, their ability to
effectively identify the highest-quality financial market offers that meet their personal
needs. The authors concluded that in general Russian citizens have a fairly low level of
financial literacy. By use of econometric modeling the author revealed that people who
are more literate in finance are also more active in using financial instruments, investing
in pension funds and having less debt on bank loans. Using another sociological survey,
(Malkina and Khramova, 2016) found that the majority of depositors of the Russian
banks demonstrated inherent risk aversion, which restricted their financial practices.

Some researchers are engaged in the study of the peculiarities of young people financial
behavior. For example, the OECD experts conducted in 2012 an international study of
financial literacy among 15-year-old schoolchildren from 18 countries (OECD, 2014). The
results of the study showed a higher level of financial literacy among schoolchildren from
China and Belgium, a wide variation of estimated literacy across countries and a large
gap between the financial literacy levels within the countries.

The research of financial behavior of young students of Australian universities (Beal and
Delpachitra, 2003) established insufficient financial literacy, excessive use of credit and
inessential use of savings. It also revealed a positive parental influence on the
improvement of students’ financial skills. Meanwhile, the survey of 420 USA college
students" behavior (Jorgensen and Savla, 2010) showed that perceived parental
influence had direct and moderate impact on their financial attitude; indirect and
moderate impact on their financial behavior mediated through financial attitude, whereas
it did not have any noticeable effect on their financial knowledge. Studying Russian
children behavior, (Fedorova et al., 2015) indicated that parents with relatively little
experience in the stock market activity often advised them to refrain from buying
securities and not to accept risks associated with them. Some authors (Worthy, et al.,
2010) detected the difference in risk preference among students who have been
employed on their professions and those who have not.

Our current research is aimed at analyzing the influence of personal characteristics on
the peculiarities of the expected financial behavior of those students who have chosen
various economic programs. These students already possess some knowledge and
demonstrate aspirations in the financial and economic spheres; therefore, analysis of
their perceptions and types of behavior is most interesting.
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The hypothesis of our research affirms that financial behavior in general, and behavior of
students of economic specialties in particular, depend on interference of the level of
financial literacy with other personal characteristics influencing decision-making, namely
prodigality, credulity, risk preference and propensity for offence or unethical behavior.

2 Methodology and Data

To test the above hypothesis, we conducted a survey among the day-time students
training on the bachelor and master degree programs in economics and finance at the
Lobachevsky State University of Nizhny Novgorod. In total we interviewed 179 different
respondents. The main part of the questionnaire consisted of 5 blocks, 12 questions
each. The respondents expressed their opinion on a scale from 1 (strongly disagree) to 5
(strongly agree). The questionnaire was supplemented with a personal block embracing
questions related to age, gender, number of family members, employment status.

The first block of questions of the main part of the questionnaire was purposed to identify
and measure the respondents’ propensity for extravagance (prodigality) and included
questions of two types. Some questions were aimed at revealing the respondents’
psychological predisposition to money spending, e.g. “Spending money cheers me up”, "1
will buy the things I like - even if it causes financial difficulties”. Other questions
identified the respondents’ subconscious readiness to bear financial losses: “It's better to
buy a new TV than pay for repairing the old one”, "I often buy things that I do not really
need”.

The second set of questions was intended for assessing the level of credulity that was
interpreted differently from other personality traits. The average level of credulity was
considered optimal, while the extreme gullibility was supposed to negatively interact with
other personality traits. On the one hand, gullible and semi-literate individuals can be
involved in illegitimate activities by someone else's initiative and become a victim. On the
other hand, the recognition of own credulity along with sufficient level of literacy can
result in more cautious behavior, excessive risk avoidance and loss of income. At the
same time, distrustful individuals, as a rule, have the worst communicative abilities and
often cannot realize their potential in the financial market. We evaluated the level of
credulity in relationships with relatives, familiar and unfamiliar people, institutional
structures and responsible persons. The examples of this block questions are following:
“Sometimes I can lend a large sum of money to a friend”, "When buying household
appliances it is better to trust the opinion of a consultant”, “The investor can only rely on
the state which would not let its citizens down”, etc.

The third block of the questionnaire, devoted to the evaluation of propensity for risk,
included questions related to both the risk within day-to-day professional activity and the
personal financial risk. Examples of the first type of questions are: “I am ready to
postpone the execution of important work on the last day”, “I'm ready to suggest a new
idea to the boss without predicting his response”. Examples of the second type of
questions are: “I'm ready to invest in risky financial assets with volatile returns”, "I am

ready to start my own business in a sphere that is not completely clear to me”.

The fourth block of questions, investigating the propensity for offence or unethical
behavior, estimated the respondents' attitude to deception or concealment of the truth,
to informal monetary practices, etc. It should be noted that our survey gives only an
approximate estimation of a person's inclination to illegitimate or ethically wrong actions.
Moreover, the framework context of the asked questions varied significantly: "Sometimes
breach of the law may be justified if it benefits good people”, “If the fellow does not
recall the monetary debt, it is acceptable not to repay it”, "Some informal hospitality may
stimulate the boss to resolve the issue in my favor”, “Offence is tolerable in an extreme
need”.
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The next set of questions was related to identification of the /level of financial literacy. For
this purpose we asked standard questions from various financial disciplines. According to
our starting remark, financial literacy is not confined to stock of knowledge. However, the
lack of experience in the financial sphere was a feature of the majority of our young
respondents. Therefore, we assumed that their financial knowledge is an important
prerequisite for correct decision-making and appropriate behavior in the future.

Calculation of the total scores in the first four blocks allowed us to measure four main
characteristics of our respondents. The appraisal of the level of their financial literacy was
obtained in a different way - by multiplying the number of correct answers by 5. The
interrelationship between the characteristics was calculated by means of the Pearson’s
linear correlation and the Spearman's rank correlation coefficients.

Next, we divided all students into groups with similar characteristics using the Stata-14
module for hierarchical cluster analysis. For clustering we have applied the Ward's
method based on construction of the hierarchical tree (dendrogram). In this approach,
the criterion for pooling observations in the same cluster is the decrease in total sum of
Euclidean distances between all observations and the clusters’ centers.

3 Results and Discussion

The survey covered students aged 18 to 24 (averaging 20). Boys and girls are presented
in the proportion: 31% against 69%. Circa 58.1% of them live in smaller families (1-3
people), while 41.9% live in larger families (4-6 people). Additionally, 20% of the
respondents are employed, 67% are economically inactive, and 13% are looking for a
job.

Figure 1 shows the distribution of the respondents characteristics obtained with the
questionnaire. The average assessments of characteristics are: prodigality - 2.6,
credulity - 3, risk preference - 2.7, propensity for offence or unethical behavior - 2.4.
Credulity appeared to be the most pronounced characteristic of our respondents, while
readiness for illegitimate or unethical actions was rejected by the majority of them.

Figure 1 Distribution of the assessments of the respondents' characteristics, %

Prodigality } 27.93 ‘ 16.85 ‘7.03
|
Credulity ‘ 24.16 ‘ 11.27
|
Risk preference ‘ 18.44 ‘8.61
Propensity for offence or unethical behavior 24.44 13.74 )6.33
0% 20% 40% 60% 80% 100%
B Strongly disagree HE Rather disagree [ Neither agree nor disagree

O Rather agree O Strongly agree

Source: authors own calculations based on the data obtained by sociological survey

The questions measuring the level of financial literacy ensured about 45% correct
answers and 23% incorrect answers. Rather high proportion of respondents (32%) found
it "difficult to answer". It should be noted that in our study the financial literacy is
cardinal in interrelationship of personal characteristics. While literate people
demonstrating risk preference take it deliberately, illiterate ones may undertake reckless
actions. By assessing current situation incorrectly they could both lose money and be
involved in various illegal schemes. However, more literate individuals can invent various
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tricks to hide illegal nature of their activities. On the contrary, illiterate ones can refrain
from making decisions in the financial sphere. Obviously, connection of financial literacy
with other characteristics of individuals plays a crucial role in their financial behavior.

The calculated correlations between the levels of the characteristics examined for all
respondents are represented in Table 1.

Table 1 Coefficients of correlation between personal characteristics for the entire sample

(N=179)
Prod Offen Risk Cred FinLit Prod Offen Risk Cred FinlLit
The Pearson’s coefficient The Spearmen’s coefficient
Prod 1 1
Offen 0.332 1 0.341 1
Risk 0.297 0.383 1 0.315 0.409 1
Cred 0.156 -0.239 0.020 1 0.105 -0.226 -0.023 1
FinLit -0.165 -0.048 -0.107 -0.093 1 -0.164 -0.017 0.097 -0.082 1

Note: Prod - prodigality, Offen - propensity for offence or unethical behavior, Risk- risk preference,
Cred - credulity, FinLit - financial literacy
Source: authors own calculations

The correlation matrix constructed for the entire data indicates a tripartite positive
relationship between prodigality, risk preference and propensity for offence or unethical
behavior. In our opinion, positive relationship between extravagancy and propensity for
misconduct may be explained by the increased interest of such people in overcoming
existing budgetary constraints.

Subsequent application of the Ward's method allowed us to split the sample into 6
different clusters distinguished by combination of the respondents’ features (Figure 2).
Calculation of the correlation between the assessed levels of personal characteristics
within isolated clusters enabled us to determine their interdependencies (Table 2).

Figure 2 Description of personal characteristics in the clusters singled out

SRR iR VPR R [ At
{1 8T Tt g ] CHegN ]
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Next, we describe each cluster and interrelationship of the personal characteristics in it

separately.

I Frodigality

Risk preference

I | itcracy

— Fropensity for offence

or unethical behavior

[ Credulity

Source: authors own calculations
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Table 2 Matrix of the correlations of personal characteristics within the clusters

Prod Offen Risk Cred FinLit Prod Offen Risk Cred Finlit

Cluster 1 (40 observations) Cluster 2 (37 observations)

Prod 1 1

Offen 0.446 1 0.188 1

Risk 0447 0.594 1 0.320 °'1191 1

Cred 0.184 0.080 0.089 1 0.502 0.261 0.563 1

FinLit -0.039 0.365 0.375 -0.201 1 0.287 -0.378 -0.139 -0.289 1
Cluster 3 (21 observations) Cluster 4 (25 observations)

Prod 1 1

Offen 0.013 1 -0.123 1

Risk 0.224 -0.579 1 -0.325 0.038 1

Cred 0.105 -0.004 0.085 1 0.129 -0.074 -0.066 1

FinLit 0.150 -0.641 0.308 0.365 1 -0.193 0.063 0.416 0.236 1
Cluster 5 (20 observations) Cluster 6 (36 observations)

Prod 1 1

Offen 0.119 1 0.137 1

Risk 0.147 -0.020 1 -0.181 0.301 1

Cred 0.061 -0.170 -0.170 1 -0.370 -0.174 -0.201 1

FinLit -0.373 -0.529 0.317 0.069 1 0.281 -0.027 -0.144 -0.444 1

Source: authors own calculations

Cluster 1 - «Low level of financial literacy + increased risk appetite»

A distinctive feature of this cluster is the lowest level of financial literacy among all
respondents (the literacy mean value equals 11.75, while median value - 10.00). Another
peculiarity of this cluster is a higher risk appetite (mean value at 35.28, and median
value at 35.00). In this cluster the high level of risk preference demonstrates a positive
correlation with both prodigality and propensity for offence or unethical behavior.

This cluster is also characterized by higher proportion of the respondents searching for
the job. This group of students is at the risk zone, therefore they are not recommended
to make independent decisions and should be under supervision of adults.

Cluster 2 - «Low level of financial literacy + trustfulness + adherence to law
and ethics»

A feature of this cluster is the greatest proportion of girls (83.78%) demonstrating the
highest level of credulity among all students (with mean value at 38.81). This group of
students is also characterized by low level of financial literacy, which shows inverse
dependency with propensity for illegal or unethical activities. Both risk preference and
propensity for extravagance in this cluster are low.

Apparently, this cluster is represented by unconfident and cautious individuals who are
not yet ready for professional activity in the financial market and aware of it.

Cluster 3 - «Medium level of financial literacy + extravagancy»

This cluster mainly consists of non-working young respondents aged 18-20 years. A
remarkable feature of them is an increased propensity for extravagancy (with mean
value 37.95, and median value 39.00). The literacy of these respondents is below the
average established for the entire sample, but higher compared to the previous two
clusters. The risk preference is slightly above the average. The level of credulity in this
cluster turned out to be neutral.

For this cluster we can observe inverse dependence between the level of financial literacy
and propensity for illegal activities. At the same time this cluster is characterized by a
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positive relationship between literacy, on the one hand, and the level of credulity and risk
preference, on the other hand. So far as the representatives of this cluster are keen to
spend money, having improved their financial literacy, in future they might benefit from
more lucrative market proposals and manage risks consciously, avoiding offences.

Cluster 4 - «High level of financial literacy + risk aversion + adherence to law
and ethics»

This cluster incorporates the students demonstrating the highest level of literacy and an
increased level of trust. They also showed low propensities for risk and extravagance as
well as negative attitude towards illegal and unethical practices.

The fourth cluster is also characterized by a negative correlation between risk preference
and extravagance. Apparently, the students aiming at consumption are more inclined to
risk aversion. The students aiming at saving prefer relatively more risky behavioral
practices and use of different methods of increasing capital. The correlation matrix for
this cluster shows direct dependence between the level of financial literacy and the risk
preference. Despite an advanced level of literacy among all respondents, these students
are still inclined to refrain from financial activity. But further training and overcoming of
excessive risk aversion might turn precisely this group of students into professionals at
financial markets.

Cluster 5 - «High level of financial literacy + propensity for offence or unethical
behavior»

This cluster is distinguished by a higher proportion of students aged 21-24 years. The
lowest level of trust among all respondents and the highest propensity for illegal or
unethical activities are unique features of the cluster. In addition, the respondents have a
high degree of financial literacy (its median here is at the same level as in the 4th
cluster, who demonstrated the highest level of financial literacy among the respondents).

The low level of extravagance is supported by their thrift and tendency to make rational
decisions. In this cluster, growth in the level of financial literacy leads to decrease in the
level of extravagance and increase in the risk preference, while the propensity to break
formal or informal rules remains very high. Similar to students of the first cluster, these
students require additional awareness-raising work. When the former (illiterate but risky)
may be embroiled in violation of the rules, the latter (literate and risky) are capable of
independent invention of grey business schemes.

Cluster 6 - «Slightly advanced level of financial literacy + ordinary/moderate
behavior»

This cluster does not demonstrate pronounced features. All estimates are in the middle
zone. However, it is distinguished by a higher proportion of employed persons (25%),
and the majority of respondents (63.69%) live in smaller families. The correlation matrix
indicates the positive relationship between the riskiness and the propensity for
illegitimate or unethical actions in this cluster.

In this group, an increase in literacy level, as well as an increase in prodigality, is
accompanied by a decrease in level of credulity. We assume that the respondents of this
cluster are prone to work with financial instruments, but they will probably adhere to
moderately risky strategies.

4 Conclusions

The paper puts forward and confirms the hypothesis stating that financial literacy along
with other personal characteristics such as prodigality, credulity, risk preference and
propensity for offence or unethical behavior influence expected financial behavior of
young students. For testing this hypothesis we conducted a survey in Nizhny Novgorod
State University of Russia and measured the characteristics explored, then clustered all
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the respondents into groups with different combination of characteristics and computed
their levels’ correlations both for the entire sample and for the isolated clusters.

As a result of our study, we revealed direct correlation between prodigality, risk appetite
and propensity for illegal or unethical activities for the entire sample. We singled out 6
clusters of students distinguished by the dominated characteristics and found pronounced
but different by strength and sign interdependencies between them. Their description
allowed us to suggest certain type of expected financial behavior for different clusters of
students, find their vulnerabilities and outline the directions of awareness-raising work.

Nevertheless, we comprehend the limitations of the method used to obtain primary data.
First of all, what people think, how they respond and how they behave in reality, do not
always coincide. Secondly, the questions are not always understood by different
respondents in the same way, the framework context influence their perception. Thirdly,
it is necessary to make a reservation regarding the degree of sincerity of the
respondents, their desire to answer the questions honestly. Stressing the similar issues,
(Schmeiser and Seligman, 2011) warn researchers against haste while interpreting the
data raised from the financial literacy surveys.

Further development of the research is expected by extension of the interviewed
audience and inclusion to the survey of respondents with more advanced experience in
the financial markets. We intend to complete the questionnaire by adding a block that
directly explores financial behavior. This should allow us in the future to fulfill a
comparative analysis for different population groups.
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Abstract: The research is aimed at assessment of contribution of various income sources
to spatial inequality in budget revenues per capita in modern Russia. It is based on
itemized data on various tax and non-tax revenues in consolidated budgets of Russian
regions in 2012-2015. For assessment of interregional disparities in budget revenues per
capita we employed three alternative measures: the population-weighted Gini coefficient,
the coefficient of variation and the Theil index. The decomposition of spatial inequality by
sources was made by means of the A. Shorrocks and R. Lerman - Sh. Yitzhaki
techniques, as well as by the nested disintegration of the Theil index. As a result we
obtained the structure of spatial inequality in budget provision per capita in Russian
regions for four years and estimates of spatial inequality elasticity with respect to various
budget revenue sources. We found that two most profitable taxes, i.e. corporate income
tax and personal income tax, provided the lion share of inequality, although the elasticity
of inequality with respect to corporate income tax was significantly higher than to
personal tax. Non-tax revenues, such as incomes obtained from the use of public and
municipal property and sale of tangible and intangible assets, provided relatively larger
contribution to spatial disparities in budget provision compared to their share in total
revenues, enhancing inequality even stronger. Inter-budgetary transfers, including
grants, subsidies, subventions and other intergovernmental aid, proved to have the most
smoothing effect on budget provision, although relative efficiency of different types of
transfers in different years altered due to the changes in rules of their funding. The
results obtained are applicable to management of spatial inequality in budget provision
through adjusting budget revenues structure and transfer allocation.

Keywords: budget revenues per capita, spatial inequality, indices, sources,
decomposition

JEL codes: H61, H71,R 12

1 Introduction

The spatial inequality in economic performance is one of the main problems primarily
concerning large and diverse states such as Russia. The problem has different aspects,
one of which is unevenness in the regions’ budgetary provision, which affects their ability
to provide local population with public goods. It necessitates reallocation of financial
resources throughout the budget system, resulting in change in interregional inequality
and influencing the regions resources and incentives to develop their economic potential.

The current state of Russian budgetary system has certain distinctive features associated
with allocation and distribution of public resources.

The first feature is establishment of specific rules for taxes distribution throughout the
budget system partially allowing to reduce the level of interregional differences directly at
the stage of taxes allocation. Indeed, the taxes most unevenly distributed among regions
(such as value added tax - VAT and a large portion of the mineral extraction tax - MIT)
are channeled to the federal budget. Simultaneously, two other profitable taxes, the
personal income tax (PIT) and a substantial portion of the corporate income tax (CIT),
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remain at the regional level. The PIT is characterized by noticeably lower degree of
spatial inequality compared to the taxes allocated at the federal level, while the CIT tax
yield rate demonstrates significant regional disparities (Malkina, 2016).

The second feature of Russian budget system is maintenance of its vertical imbalance.
Thus, in 2006 the share of the regions' consolidated budgets in total revenues of the
Russian budgetary system was 35.7%, then it had been growing up to 43.6% till 2009,
followed by the drop to 33.4% in 2014, and in 2016 it amounted to 35.8%. The growing
dependence of regional budgets on the federal center is manifested in decrease in the
share of own revenues in the regional consolidated budgets, increase in the share of
inter-budgetary assistance in their total revenues, and imbalance between revenue
sources and spending obligations of subnational governments.

The third feature is the existence of so-called system of delegated mandates, when
decisions of a higher level are descended to perform to the lower level supported by
appropriate resources. This type of assistance mainly represented by subventions
contradicts to the subsidiarity principle of budget federalism, according to which it is the
lower level that should delegate authority and transmit resources to higher level.
Moreover, economists are concerned about increase in unfunded mandates in Russian
budget system (Oding et al., 2016). Their existence blurs the responsibility of the
regional authorities for fulfilment of the obligations discharged from the top (Yushkov et
al., 2016).

Fourthly, the inter-budgetary assistance in Russia is based on different types of
transfers: grants (dotation), subsidies, subventions and so-called other transfers. Other
transfers are also represented by subsidies and subventions distributed by federal off-
budget funds among regional budgets. From all the types of inter-budgetary aid only
grants are non-targeted. Moreover, they are distributed under the long-run rules taking
into account the general condition of regional budgets. However, the share of grants in
intergovernmental assistance in Russia has decreased from 69% in 2005 to 31% in 2012
(then it was stabilized and insignificantly increased), while the share of subsidies and
subventions had grown over time. Increasing number of haphazard subsidies and
subventions becoming more specified and less transparent, indicates the practice of
manual control over regions (Zubarevich, 2014). In such a system, the regions suffer a
shortage of resources to carry out their own economic policies based on internal goals
and priorities. They have to cover budget deficit and finance their own investment
programs through costly borrowing mainly from banks (Akindinova et al., 2016) having
faced significant increase in their public debt in recent years (Zubarevich, 2014).

Fifthly, economists argue about the effectiveness of intergovernmental assistance in
Russia both from the standpoint of its influence on reduction in regional disparities in
budget provision and impact on incentives for regional development. They also
emphasize the problem of opportunistic behavior of regions, prone to understate tax
capacity and exaggerate the need for budgetary assistance (Yushkov et al., 2016).

Some researchers advocate the existing system of inter-budgetary aid in Russia. Thus,
(Deryugin, 2016) calculated the compensation of outstripping economic growth in
Russian regions with subsequent reduction in equalization grants distributed in line with
the current regulations. He found that in all funded regions the compensation of
economic growth would be less than 100%. Additionally, he revealed that the regions
with pre-distribution budget provision level within 0.6-1 should benefit from economic
growth considerably more compared to the regions with lower budget provision. Finally,
the author concluded that the applied technique positively affected the stimuli to regional
development. Another researcher (Yushkov, 2016) applying econometric modeling
proved the positive influence of the share of inter-budgetary transfers on economic
growth in the Russian regions.
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A number of studies suggest specific measures to improve the effectiveness of
intergovernmental assistance in Russia. They are: expanding of the block broad-based
subsidies, reducing the number of subventions, rejection of subsidies for budget
balancing, which are in a greater degree a tool for manual management, enlargement of
the share of non-targeted transfers resulted in the extension of regions autonomy
(Timushev, 2016), unification of subventions, shifting some underfinanced mandates to
the federal level (Yushkov et al., 2016).

The purpose of our current study is to analyze the impact of different components of
regional budget revenues, both own incomes and gratuitous assistance, on the ultimate
interregional inequality in budget provision per capita based on last tendencies. We are
particularly interested in measurement of elasticity of total spatial inequality with respect
to different income sources in Russian budget system.

The main hypothesis of our research is that various taxes and non-tax revenues make a
different relative contribution to interregional budget inequality, which depends on their
interrelation with regional economic development and the degree of pro- or counter-
cyclicality. At the same time, the impact of inter-budgetary transfers on interregional
inequality depends on their built-in explicit and implicit goals.

2 Methodology and Data

Our research is based on the official data on 83 Russian regions in 2012-2015 provided
by the Federal Treasury (FT) and Federal State Statistics Service (FSSS) of Russian
Federation. The data embraces the regions’ consolidated budget revenues detailed by
sources and the average number of population in regions.

We apply three alternative techniques for evaluation of spatial budget inequality and its
further decomposition by income sources. All of them allow to present total inequality in
additive form, i.e. as a simple sum of the contributions made to it by different sources.

The first approach is based on the population-weighted squared coefficient of variation
(CV) and the A. Shorrocks technique for its decomposition (Shorrocks, 1982). In this
approach the relative contribution of each k-th source to total inequality (CV(K)) is

calculated as follows:

Cov(y.Y) _~ ( )/ 2
CV(k)=—7"""" Pi| Yk — 1Yi—y pi-(Yi—Y) (1)
Var (y) Zl “ Zl
N
where 1=1m - serial number of the regions, p, - the share of i-th region in total
population of the country, ¥, - budget revenue per capita from k-th source in the i-th

region, yﬁk ZZPi'Yik — average budget revenue per capita from k-th source in the

country, Y, - budget revenue per capita from all sources in the i-th region, ;/:Zpi A
i=1

K
average budget revenue per capita in the country. Obviously, ZCV (k) =1.
k=1

The second technique of inequality decomposition by income sources related to the Ginij
coefficient was proposed by (Lerman and Yitzhaki, 1989). In this approach the absolute

contribution of each k-th source to total inequality (G(K)) is assessed based on the

covariance of relevant income with total distribution of population arranged in order of
increase in total income per capita:
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y y

5
where i =1, m - serial number of the regions ranked in order of increasing total budget

revenues per capita, F(Yy) - cumulative distribution of population among the regions
i-1

ranked as stated above, F Zp, +p,12 - a mid-interval of F-function for each i-ranked
i=0

region, which population-weighted average equals 0.5. Eventually, the Gini coefficient for

K
total budget revenues per capita equals: G :ZG(k).

k=1

The third approach to inequality evaluation and its additive decomposition is based on
nested disintegration of the Theil index. In this technique the absolute contribution of
each k-th source to total inequality (Th(k) ) is computed as follows:

Th(k) = «, ’Zm:pi '[yik / y_kj'ln(yi / ;’) = ipi '(yik / )_/j'ln(yi /;’jl (3)

where o, =Y,/y - the share of k-th source in total budget revenues. This approach is

applicable only when all regional revenues are non-negative and national-wide average
revenues are strongly positive. Evidently, the Theil index for total incomes inequality

K
equals: Th= ZTh(k) .
k=1

For the last two mentioned techniques the proportional contribution of each k-th source
to total inequality is determined as its share in the total Gini and Theil indices.

According to (Yitzhaki and Schechtman, 2013) and some following research (Jurkatis and
Strehl, 2014), the relative importance of each source in total inequality may be evaluated
by means of the Gini elasticity with respect to different incomes:

. =G(k)/G-a,. (4)

This elasticity shows how many percent of total inequality may be obtained due to
increase in relevant income by 1%.

3 Results and Discussion

The table 1 generalizes the results of evaluation of contributions of different income
sources to interregional inequality in budget provision in Russia in 2012 and in 2015
obtained by use of three alternative techniques. The sources’ shares in inequality are
compared with their shares in total budget revenues.

According to our estimations, the own regional budget revenues have provided 72.8% of
total earnings of consolidated budgets of Russian regions in 2012 and 71.3% in 2015. At
the same time these sources’ contribution to spatial inequality in budget provision was
noticeably higher compared to their contribution to total revenues. It varied between
90% and 110% over time measured by different coefficients of inequality. Comparison of
two relevant shares indicates the growth of relative impact of own regional sources on
total spatial inequality in budget provision.

In the group of own regional incomes the tax-based revenues proved to be the most
influential. They provided 65.7% of total regional budget revenues and 78.9-93.5% of
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total interregional inequality in 2012. By 2015 their contribution to budget revenues had
dropped to 64.7%, while their contribution to inequality had grown up to 80.3-96.0%.

The personal income tax is the most profitable tax of Russian regions ensuring circa one
third of total tax revenues. In 2013 its share in tax revenues was the highest over the
period considered, 36.5%. This tax is fully allocated at the sub-federal level and after
that it is shared between regional and municipal levels pursuant to the rule established
by the law on the regional budget for the corresponding year. The personal income tax’s
absolute contribution to budget revenues inequality is also noticeable, although its
relative contribution varies within 0.966 (CV,p1,) — 1.466 (Theilyg13).

Table 1 The contribution of various budget sources to interregional inequality and to
total revenues of consolidated budgets in Russian Federation in 2012 and 2015, %

2012 2015

CV(k) G(k) Th(k) o CV(k) G(k) Th(k) ok
Corporate Income Tax 37.3 37.6 51.8 22.4 42.3 35.7 53.4 19.7
Personal Income tax 29.0 31.4 34.8 25.6 25.3 33.6 33.5 26.2
Property Taxes 10.3 8.9 9.7 8.9 9.4 10.7 10.2 10.0
Excise duties -0.4 0.4 -4.7 5.0 -0.6 -0.2 -4.8 4.6
Special tax regimes 15 2.0 0.5 3.1 1.6 2.2 0.9 3.2
Other taxes 1.1 1.0 1.3 0.7 2.3 1.8 2.9 1.0
Non-tax revenues 10.8 10.3 13.7 7.0 10.8 10.4 14.1 6.6
Total tax and non-tax
revenues 89.7 91.6 107.3 72.8 91.1 94.2 110.2 71.3
Grants (dotation) 3.7 1.1 -0.3 5.9 3.3 -1.1 -2.1 5.6
Subsidies -0.1 0.9 -5.8 6.5 -0.6 -1.0 -4.8 3.6
Subventions 0.5 0.6 -1.9 3.2 0.2 0.3 -2.2 3.1
Other inter-budgetary
transfers 4.1 4.9 -1.4 10.9 5.3 6.9 -1.9 15.9
Other receipts and
refunds 2.1 0.9 2.1 0.6 0.7 0.7 0.8 0.5
Total gratuitous
receipts 10.3 8.4 -7.3 27.2 8.9 5.8 -10.2 28.7
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Note: CV(k) - contribution of k-th source to the coefficient of variation; G(k) - it’s contribution to the Gini
coefficient; Th(k) - it’s contribution to the Theil index; ok - it's contribution to total revenues.

Source: author calculations based on the data provided by Russian Federal Treasury (FT) and
Federal State Statistics Service (FSSS)

The second most profitable tax for Russian regions budgets is the corporate income tax,
which rate was distributed among the federal and sub-federal levels in proportion 2%
against 18% till 2017. For 2012-2015 the contribution of the corporate income tax to
total tax revenues of consolidates regional budgets has dropped from 28.4% to 24.6%.
However, the relative influence of this tax on inequality has enhanced over this period:
according to the coefficient of variation - from 1.663 to 2.146, by the Gini coefficient -
from 1.676 to 1.808, and by the Theil index - from 2.308 to 2.709. Apparently, recession
in economy affected the relative influence of personal income tax and corporate income
tax on interregional inequality in budget provision in opposite direction.

The property taxes given as a whole appeared the relatively enhancing inequality in
2012-2014, whereas in 2015 their share in interregional budget disparities occurred
approximately the same as their share in budget revenue, i.e. about 10%. However, a
more detailed analysis revealed significant differences within this group. The lion share of
inequality was provided by the corporate property tax. Thus, its share in total inequality
in 2012 amounted to 9.76% (according to CV), 7.72% (by the Gini), and 10.63% (by the
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Theil), while its share in budget revenues was 6.08%. By 2015 its share in revenues has
slightly increased (6.69%), while its share in inequality has changed ambiguously.

The absolute impacts of other property taxes on budget revenues and on spatial
inequality were very small. Despite the flattening role in regional disparities, they could
not noticeably affect them. Thus, personal property tax provided only 0.28% of total
budget revenues and ensured 0.03-0.2% of total budget inequality in Russian regions in
2015. Simultaneously, transport tax ensured 1.32% of budget proceeds and 0.33-0.88%
of total inequality, and land tax created 1.74% of income and -0.59-0.91% of inequality.

The special tax regimes, including the simplified taxation system for small and medium-
size businesses, the unified tax on imputed income for certain types of activities, the
unified agricultural tax and the patent system of taxation demonstrated relatively
positive influence on reduction in spatial disparities in budget sphere. However, due to
small share in total budget revenues (2-3% in various years) their contribution to total
disparities and regional convergence in budget provision appeared to be very small.

Other own revenues of regional budgets include the mineral extraction tax and royalties
paid under the so-called ‘production sharing agreements’. A very small part of such taxes
remains at the regional level, whilst a huge portion of these is allocated at the federal
budget. Nevertheless, this source has relatively enhanced inequality.

The non-tax incomes generate another part of own regional budgets revenues. They
brought about 6.5-7% of total revenues but made relatively higher contribution to total
spatial inequality. The largest portion of them, about 3.4%, was generated by use of
state and municipal property, which ensured 5.3-8.1% of total budget inequality in 2015.
Compared to 2012, the share of this source in both revenues and inequality has
increased. The next important source, sales of tangible and intangible assets, provided
only 1.2% of total budget revenues in 2015 and has been relatively enlarging inequality.

The second group of regional budget revenues is formed by the gratuitous receipts,
which provided about 27-29% of total budget incomes. Most of them are inter-budgetary
transfers transmitted from the federal to regional levels of budget system. Obviously,
they impose substantial smoothing effect on budget system spatial inequality.

The grants are unconditional transfers provided in two main forms. Overall they comprise
less than 1/5™ of inter-budgetary aid. The grants for alignment of the budget provision
per capita amounting to 64-76% of all grants have demonstrated considerable and stable
leveling effect. The grants for balancing of regional budgets have ensured much less but
increasing smoothing effect, which is better detected by their elasticity (table 2).
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Table 2 Elasticity of spatial inequality in budget provision assessed by the Gini coefficient
with respect to different income sources

2012 2013 2014 2015

Corporate Income Tax 0.152 0.131 0.154 0.159
Personal Income tax 0.058 0.080 0.074 0.074
Property Taxes 0.000 0.005 0.004 0.007
- personal property tax -0.001 -0.001 -0.001 -0.001
- _corporate property tax 0.016 0.020 0.019 0.020
- transport tax -0.003 -0.003 -0.003 -0.004
- land tax -0.012 -0.012 -0.011 -0.008
Excise duties -0.046 -0.050 -0.045 -0.048
Special tax regimes -0.011 -0.010 -0.010 -0.011
Other taxes 0.003 0.004 0.006 0.008
- _mineral extraction tax 0.004 0.005 0.006 0.010
Non-tax revenues 0.033 0.040 0.037 0.039

- use of state and municipal property 0.013 0.019 0.022 0.027
sales of tangible and intangible

assets 0.015 0.009 0.011 0.008
Total tax and non-tax revenues 0.189 0.201 0.219 0.229
Grants -0.049 -0.064 -0.074 -0.067

for alignhment of budget provision -0.053 -0.054 -0.051 -0.052
- for support of budgets balancing 0.005 -0.009 -0.023 -0.015
Subsidies -0.056 -0.055 -0.048 -0.046
Subventions -0.026 -0.022 -0.024 -0.028
Other inter-budgetary transfers -0.060 -0.068 -0.081 -0.089
- for Territorial Compulsory Medical

Insurance Funds -0.060 -0.070 -0.079 -0.082
Other receipts and refunds 0.003 0.007 0.008 0.001
Total gratuitous receipts -0.189 -0.201 -0.219 -0.229

Note: specification of some groups is incomplete, only main items are presented.
Source: authors calculations based on the data provided by Russian FT and FSSS

The subsidies are inter-budgetary transfers designed for co-financing of expenditure
obligations of the lower budgets. They are strictly targeted and issued by decision of
higher authorities for specific purposes, e.g. support to certain industries, events,
activities or groups of population. The total share of subsidies in inter-budgetary aid has
reduced almost twice from 2012 to 2015. Their leveling effect remains essential, albeit
relatively decreasing.

The subventions comprise earmarked non-matching transfers aimed at financing
expenditure obligations of regional governments following by corresponding regulations
of federal level. According to our calculations, subventions demonstrate stable
contribution to regional budget revenues and relatively moderate counteraction to
inequality. This result is quite consistent with the findings by (Yushkov et al., 2016),
showed that the proportion of subventions in inter-budgetary aid in 2014 was higher in
more affluent Russian regions compared to backward ones.

The fourth part of federal aid called ‘other inter-budgetary transfers and revenues from
the budget system’ consists of mixed type of assistance distributed for current purposes
and changing from year to year. Now the main portion of this source belongs to transfers
from Federal Compulsory Medical Insurance Fund to the regional medical insurance
funds. The total share of other transfers in budget revenues has shown outstanding
growth, by more than 45%, and their absolute contribution to inequality has been the
greatest among all transfers. However, according to the elasticity calculation, these
transfers precisely ensured the greatest equalizing effect.
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Other receipts and refunds, including transfers from various organizations, had little
effect on Russian regions budget provision whereas their impact on spatial inequality was
rather inconsistent.

4 Conclusions

In this study, using the population-weighted indices of inequality, i.e. the coefficients of
variation, Gini and Theil, and the methods of their additive decomposition, we obtained
the contribution of various types of regional budget revenues to the overall interregional
inequality in the level of budgetary provision per capita in Russia in 2012-2015. The
absolute assessments of the sources’ contribution to income and inequality were
supplemented by calculations of relative indicators - the elasticity of the Gini coefficient
of interregional inequality with respect to various types of income. The study confirmed
the hypothesis of different absolute and relative contributions of various types of tax and
non-tax revenues, as well as gratuitous assistance to interregional inequality in budget
provision, withal sensitive to economic conditions.

In the group of own budget revenues, the greatest absolute contribution to inequality
was made by tax revenues, especially by corporate income tax and personal income tax.
However, the greatest relative contribution to inequality was provided by taxes from
enterprises — corporate income tax and property income tax, as well as non-tax incomes,
especially incomes from use of state and municipal property and from sales of tangible
and intangible assets. Despite personal income tax has positively affected inequality, its
relative impact was considerably less compared to corporate taxes. At the same time
personal property tax, excise duties and special tax regimes demonstrated the negative
relative influence on inequality.

Generally, intergovernmental transfers provided considerable reduction in regional
budget provision disparities. Among the types of this aid, the grants for support of
budgets balancing and subventions demonstrated the least relative smoothing effect.
Grants for alignment of regional budget provision had a significant impact on reducing
interregional differences, while subsidies moderately contributed to it. Meanwhile, the
greatest relative impact on the reduction of interregional differences was provided by
transfers from extra-budgetary funds, primarily Federal Compulsory Medical Insurance
Fund, which in fact were also subsidies and subventions. This allows us to conclude about
the implicit leveling function of absolutely all transfers, which in turn fits into the policy of
manual management of regions. Apparently, the equalization power of transfers was
restrained by manipulations undertaken by regional authorities claiming their needs and
hiding potential and the federal center seeking for political and economic rent in
cooperation with some regions.

We foresee further development of the issue of interregional inequality in budget
provision in improving the decomposition methodology, as well as more thorough
explanation of formal and informal institutions' impact on horizontal alignment in Russian
budget system.
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Abstract: The reason of state interventions in economic processes of countries is in the
economic literature supported by the hypothesis of the failure of the market mechanism
with the efficient allocation of economic resources in the context of social optimum. In
terms of fiscal policy affecting the rate of growth of corporate income tax revenues, there
are numbers of views expressed by experts in economic theory. During the process of
increasing internationalization, it is important to monitor the economic, and spatial
contexts that are influencing changes in corporate tax revenues in countries. The main
goal of this study is to model spatial autocorrelation of corporate income tax revenues in
the EU member countries of selected time periods. Authors analyse the spatial structure
of corporate income tax revenues of selected EU member countries by using the Local
Indicators of Spatial Association Method. The used method identifies the range of the
relevant spatial clusters of selected indicator, while the partial aim of the contribution is
to identify areas with negative spatial autocorrelation of selected EU member countries’
corporate income tax revenues. The results of the analysis are compared by observing
fiscal indicators in terms of the tax policies of individual countries.

Keywords: corporate income tax revenues; spatial autocorrelation; local indicators of
spatial association (LISA) method
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1 Introduction

Corporate income tax includes a number of determinants of economic, political and social
character that are often subject to multiple changes, and therefore it is important to
monitor its development in national conditions as well as in an enlargement as part of
international groupings (Tanzi, 1996; OECD, 2014; Schultzovd, 2015). Corporate
taxation is an important factor for business "when they decide where to invest, how
much to invest, and which types of operations to locate in which countries. No longer can
a country levy high taxes on business investment and activity without adversely affecting
its economic performance"” (Pomerleau and Cole, 2016). Investigation of the
development, as well as differences in corporate taxation of individual countries, can be
realized from the perspective of corporation, in relation to the effective taxation, capital
costs, tax-deductible costs, FDI, provision of tax concessions and incentives, and other
tax and legal institutions (Vartia, 2008; Barrios et al., 2009). The second important
consideration is a survey of revenues to the state budget, from the perspective of public
finances and tax policy, tax revenues and GDP, macroeconomic indicators of corporate
sector, transfers of mobile bases, corporate sector expansion, and tax competitiveness
(Lee and Gordon, 2005; Bayer, 2011; Macek, 2015; Zuluaga, 2016).

The aim of the paper is to model spatial autocorrelation of corporate income tax
revenues in the EU member countries of selected time periods. The rest of the paper is
organized as follows. The literature review is given in the second chapter, the
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methodology is discussed in the third chapter and the fourth chapter provides the results.
The fifth chapter is devoted to a conclusion.

2 Theoretical Background

Examining the development and comparison of corporate income tax in selected EU
member countries is motivated by the recognition of the status of corporate income tax
revenues and their mutual transfers between countries. In connection with tax theory,
the existence of corporate income tax fulfills several tasks that affect macroeconomic
developments (Kubatova and Rihova, 2009).

The structure of a country’s tax code is an important determinant of its economic
performance (Soltés and Gavurova, 2014). In 2015, fiscal burden of corporate tax of
selected European Union countries was 2.66% of GDP, from 1.47% of GDP in Slovenia to
4.53% of GDP in Norway (OECD, 2017). Different development stems from several
factors shaping the tax system and fiscal policy preferences (Sinicakova et al., 2017).
The imbalance between corporate income tax revenues in selected member countries is
considered to be the effect of tax competition resulting from the different macroeconomic
situation of the countries as well as from the different tax legislation. In order to compare
corporate income tax revenues between selected EU Member states, this part of the
contribution is devoted to a possible ways of comparing the corporate tax reveues using
the most frequently used tax indices, which are: standard tax rate, average tax rate,
corporate income tax revenue ratios of the total tax revenues or tax quota II
representing the share of corporate income tax revenues determinated with social and
health insurance contributions to GDP.

The simplest determinant of corporate tax reveues that mainly affects the behavior of
corporations and their investment activity in countries is considered to be the standard
tax rate. Because the determinant does not reflect complex information about the
corporate tax reveues, in particular, because of the possibility of reducing corporation
profits by applying tax legislation to taxable income, there is a distortion in the
interpretation of the results. The indicator is reliable in the case of limited opportunities
for taxpayers to reduce their tax base. The interaction between standard tax rate and the
corporate tax reveues suggests a negative relationship between the variables (Devereux,
Griffith and Klemm, 2004; Kenny and Winer, 2006; Clausing, 2007). Correlation between
standard tax rate and the corporate tax reveues analyse Mintz and Tulkens (1986) too.
According these authors, when countries with high tax burden increase the standard tax
rate, cross-border shoppers move to neighbouring countries with lower standard tax rate.
Kanbur and Keen (1993) extended the research by including state revenue maximisation.
The results suggest that smaller countries set lower tax rates than neighbouring
countries, thus producing an increase in income from foreign consumers, hence
increasing the loss of revenue from domestic individuals. The opposite is true for big
economies.

Another determinant for international comparison of corporate tax reveues is average tax
rate. Examining the corporate tax reveues only by taking into account the previous
indicators is inadequate, because it does not reflect the tax deductions of corporations,
although it takes into account many other factors that are considered to be important for
investment and job opportunities, and may give misleading information about its effects
on the tax system (MoFSR, 2001). Another way of international comparison of corporate
tax reveues is to monitor ratio indicators, e.g. corporate tax reveues as a percentage of
GDP (e.g. Castro and Camarillo, 2014). The authors recorded the positive relationship
between the development of corporate tax reveues and GDP. The ratio indicator provides
only limited tax information about the development of corporate tax reveues in the
country. In order to capture the development, as well as changes in tax systems, tax
bases and tax rates, Devereux, Griffith and Klemm (2004) are noticing a decline in the
indicator in most countries for two reasons. The first reason is resulting from legislative
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changes that are reducing the standard tax rate, which negatively affects corporate
profits and returns on investment. The second reason is based on the criticism of the
corporate tax reveues analysis method.

The development of corporate tax reveues in individual countries is often affected by
volatility for reasons other than tax systems, for example, because of a relative corporate
tax reveues in proportion to GDP. The factors that affect the height and the development
of corporate tax reveues to GDP ratio include the extent to which economic assistance is
provided through the tax expenditures, the relationship between tax base and GDP, GDP
growth rate, tax evasion, time intervals between the creation and adoption of a change in
a particular tax or corporate governance (Skare and Hasi¢, 2015; Temur et al., 2017).
Another ratio indicator for international tax revenues comparison is tracking the rate of
corporate tax revenue growth over the previous period. In this work it is this indicator
that is used and is subsequently modified by the Local Indicators of Spatial Association
Method.

3 Methodology and Data

The paper uses the Local Indicators of Spatial Association Method (LISA) to identify a
group of countries that have the same or opposite pace of development of corporate tax
revenues R. Spatial autocorrelation is defined as the presence of the spatial structure of
mapped variables due to their geographical proximity (Gregory et al., 2009; Slavik et al.,
2011). If similar values of the selected indicator are located in the area closer together, it
is a positive spatial autocorrelation. If there is a grouping of significantly different values,
it is a negative spatial autocorrelation. Most indicators and variables in social science
disciplines have mainly slightly positive spatial autocorrelation. The spatial
autocorrelation rate is most frequently quantified by Moran and Geary coefficient of
spatial autocorrelation. The present analysis uses the method of Moran coefficient of
spatial autocorrelation I, which is given as:

o 1 X O = D) (% — %)
where n is the number of spatial units, in this paper those are the selected European
countries, x;, it is the value of the variable, in this paper it is the rate of change of R in a

particular year, and x is the arithmetic mean of the variable. W;; represents the spatial
weight between the i and j country.

I (1)

The analysis is carried out in selected 22 EU countries, namely Austria, Belgium, the
Czech Republic, Denmark, Estonia, Finland, France, Germany, Hungary, Ireland, Italy,
Latvia, Luxembourg, Netherlands, Norway, Poland, Portugal, the Slovak Republic,
Slovenia, Spain, Sweden, and the United Kingdom. It is important to note that the
analysis does not follow data for Macedonia, Albania or Bulgaria, which are the direct
European neighbors of Greece. For this reason, Greece is excluded from observation to
determine spatial analysis using the spatial weight matrix. Data of R are taken from the
Revenue Statistics published by the OECD each year, 2001, 2004, 2010, 2011, 2013, and
2015.

For each country, R is available in the domestic currency for the period 2000-2015. For
each country, the rate of corporate tax revenue growth is determined by:
Rit B Rit—1

X, = —Rit_l (2)

Where x;, is the growth of corporate tax revenues of the country i at time t and R;, is the
amount of R in the domestic currency of the country i at time t.
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The matrix of spatial weights W is intended for 22 countries using the method of the six
closest neighbors. The number of 6 neighbors represents according to Gregory et al.
(2009) an optimum number. The main objective of the contribution is to model spatial
autocorrelation of R in the EU member countries of selected time periods. The analysis
should point to the difference in dynamics of corporate tax revenue development in
selected European countries at various times. The assumption is that the tax "increase"
(or "decrease") of corporate tax revenues in a particular country may, in addition to
other endogenous variables, also be caused by the exogenous variable "decrease" (or
"increase") of CIT in the neighboring countries, similarly as in the study by Mintz and
Tulkens (1986) and Kanbur and Keen (1993). For this reason, we expect a negative or no
spatial autocorrelation in the Moran coefficient analysis.

The following hypothesis H was chosen based on the target of the post: "The decline in
the growth of corporate tax revenue is affected by the change in tax and macroeconomic
indicators of neighboring countries, where the growth of corporate tax revenues rises". In
the analysis, we identify countries whose value of the indicator is high and their
neighbors have a low value and vice versa. This information is provided by the LISA
method, which, unlike the Moran coefficient, is finding the local clusters of spatial
autocorrelation. The considerable heterogeneity of the analyzed European countries
requires the use of a method of identifying local autocorrelated areas. Based on Anselin
(1995), 5 situations are derived:

e Locations with high values and with similar neighbors (high-high): positive local
spatial autocorrelation.

e Locations with low values and with similar neighbors (low-low): positive local
spatial autocorrelation.

e Locations with high values and with neighbors with low values (high-low):
negative local spatial autocorrelation.

e Locations with low values and with neighbors with high values (low-high):
negative local spatial autocorrelation

e Locations where local spatial autocorrelation is not statistically significant.

The analytical part of this work is implemented in the environment of language R. Used
are mainly libraries of econometric models for spatial panel data sp/m, linear models for
panel data p/m, bindings for the geospatial data abstraction library rgdal and SPArse
Matrix spam.

4 Results and Discussion

The aim of the paper is to analyze and compare the differences in the development of
selected indicator between countries EU and subsequently compare the results with
selected traditional macroeconomic indicators. In this part of the contribution, we
selected three groups to compare in the period between 2001 and 2004, 2010 and 2011,
and 2013 and 2015 that shows significant changes. The paper focuses on the high-low
and low-high categories. We identified countries with negative autocorrelation by using
LISA method. In the following chapter we are listing mainly the most significant changes
in the indicator's development that occurred especially under the influence of global
changes, or changes in the tax systems of selected countries.

We selected the tax quota II from the traditional macroeconomic indicator. From 2000 to
2015, there is a significant fluctuating development in tax quota II recorded in selected
countries. The average tax quota II in 2000-2015 was 2.99% of GDP, in the concrete
between maximum 3.53% (2007) and minimum 2.55% (2014). The decline in the
indicator was primarily caused by the global economic crises, changes in the economic
activity of corporation, tax legislation and changes in GDP levels (Mikalauskiene et al.,
2016). The highest tax quota II among selected countries was in Norway, at 12.59% of
GDP (2006). According to OECD (2014), "corporate tax code complexity is quantified by
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measuring the tax compliance burden placed on firms. These burdens are measured by
the number of payments made for the corporate income tax, as well as the time needed
to comply with the tax (measured in hours of compliance time per year)". Norway
imposes the fewest number of payments with 3. The lowest tax quota II was recorded in
Germany at 0.58% (2001), with a tax rate of 45% since 1999, then reduced to 25%
(2001) and 15% (2008). It is necessary to add a trade tax and a solidarity tax to it.
Countries with long-term above- tax quota II in the entire selected period are Cyprus,
Luxemburg, Malta, Ireland, Romania and Czech Republic.

Period 2001 to 2004

At the beginning of the analysis (2003-2005), we monitor in the Nordic countries
(Norway, Sweden) areas so-called high-high indicating that the corporate tax revenues of
these countries and their neighbours (Finland, Denmark) have grown during this period.
This result reflected the decrease in government spending, the elimination of double
taxation of dividends in 2003, the growth in corporate profits and a decline in a tax rate
of corporation. The share of the tax on GDP was reduced in percentage terms, but
corporate tax revenues in absolute terms increased. The tax burden in Finland in
monitored period was one of the highest among the other selected countries, but at the
same time also the lowest among the northern only countries.

In addition, we identify areas such as Portugal, Slovakia, Italy, or the UK located in a
low-high sector, which indicates that corporate tax revenues of these countries have
declined over the period while this indicator have increased in their neighbours. In the
case of Slovakia, in 2000, the tax rate for the legal entities decreased from 40% to 29%
in the country. This change influenced the increase of tax revenues to the state budget
as well as the growth of the submitted tax returns. The change took place in 2001,
whereby Slovakia changed its position to high-high.

Figure 1 Autocorrelation of growth of corporate tax revenue by using LISA method and
tax quota as % of GDP in 2001 and 2004
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The analysis has shown that despite ongoing integration within the European countries,
differences still remain between member states. These differences are both in the
indicators of the countries” maturity, but also in the economic policies of individual
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governments. It is confirmed that the process of integrating and harmonizing policies is a
long-term, dynamic and unique process.

Period 2010 to 2011

In 2009, corporate tax revenue, compared to 2008, declined as a result of the culminant
financial crisis, with the exception of Luxembourg (a negligible increase of 3.59%). In
general, Luxembourg regularly increases the revenue from income tax of legal entities
despite the very small size of the territory. This is due to the existence of a large and
highly developed financial sector and a highly internationalized tax base. This result was
also reflected in the graphical representation. The number of decrease varied in countries
(the highest in Latvia by 59.83% and the lowest in Slovenia 2.71%). These considerably
heterogeneous values have resulted in statistically insignificant spatial autocorrelations in
most locations. Years 2010 and 2011 represent a period of economic recovery, resulting
in a growth in corporate tax revenue. As we can see, this rise was triggered in 2010 by
the largest European economies (Germany, the United Kingdom, France), which have
also positively influenced their neighbours. These countries have a long-term above-
average tax rates (above the EU average for the year). Despite that the traditional
indicator of the tax quota points to a slight change in shares of corporate tax on GDP in
the years 2010 and 2011.The tax reform in 2008 in Germany brought significant changes
in the taxation of legal entities, what immediately reflected in the revenues of the state
budget. This change also affected the growth of corporate tax revenues, which improved
the country's position on the high-high position, as well as in the neighboring countries of
France, Netherland, Belgium, Luxemburg, and the Great Britain.

Figure 2 Autocorrelation of growth of corporate tax revenue by using LISA method and
tax quota as % of GDP in 2010 and 2011
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In 2011, expansion has also shifted towards northeast of Europe, where it is possible to
see the growth in corporate tax revenues of Norway and Finland and their neighbours,
and Poland and its neighbours. Decline in corporate tax revenue has been seen in Spain
and Italy as a result of the surge in this indicator of neighbouring countries.
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Period 2013 to 2015

Between 2013 and 2015, a gradual harmonization of tax burden can be observed,
resulting in the statistical non-significance of spatial autocorrelation in most locations. As
we can see in the picture below, most of the observed countries hold the position of a
non-significant impact of neighbours on changes in the growth of their corporate tax
revenues. Significant changes are observed only in two countries; in 2013 in Spain, for
which the low-high position is significant. Spain is one of the European states that was
severely affected by the crisis and has not yet recovered. The bad state of public finances
and the generally weakened health of the economy forced the Spanish government to
make changes in the tax system as well. Spain, with the level of tax burden thus belongs
to the group along with Greece, Ireland or Portugal. Applied changes in the tax system
subsequently resulted in a change in the country's position in 2015.

Figure 3 Autocorrelation of growth of corporate tax revenue by using LISA method and
tax quota as % of GDP in 2013 and 2015
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5 Conclusions

Examining the development of corporate tax is often complemented by a comparison of
corporate tax revenues between selected countries by traditional or specific methods.
Realized analysis confirm that the decline in the growth of corporate tax revenue is
affected by the change in tax and macroeconomic indicators of neighbouring countries,
where the growth of corporate tax revenues rises. In conclusion we interpret that within
the selected EU countries, the imbalances in positions of individual countries were
identified by using the LISA method. These imbalances are sequentially equalize within
the integration group. The results of tax quota II show that the fall in the tax rate was
not reflected in the decrease of tax revenues. This is due to the trend in the expansion of
tax bases in individual countries, the granting of tax concessions and incentives to
foreign investors and the improvement of the economic situation in all EU countries.
Furthermore it is clear that despite ongoing integration within the EU countries and
efforts to harmonize the tax system in the field of corporate taxation, there are still
divergences between the member states.
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Abstract: Private DC pension schemes implemented in CEE countries possess common
features in the way how contributions are made, investment vehicles and investment
management. As the investment risk and subsequent adequacy risk is effectively shifted
onto savers, pension funds’ performance net of fees and inflation is of utmost importance
for the sustainability of the pension schemes and ability to deliver expected results from
the view of replacement ratios. Understanding the investment returns and the impact of
fees under the comparative analysis is therefore our main objective. Object of our
research are the particular investment vehicles (pension funds) in three countries:
Slovakia, Estonia and Latvia. Subject of our research is the risk adjusted returns of
analyzed pension funds provided under the 1bis pillar pension scheme in these countries.
We use conventional Sharpe and Sortino ratio to assess the performance and confirm
that even if there are no major differences in investment policies, the risk adjusted
performance is vastly different even when comparing similar pension funds based on
their portfolio structure. We also suggest that these differences in risk adjusted
performance may result in vastly different pension pots and thus replacement ratios.

Keywords: 1bis pension pillar, pension funds, Sharpe ratio, Sortino ratio, performance
JEL codes: J26, 132, H55, 016, G11

1 Introduction

Over the past 20 years, several post-socialist countries have adopted World Bank
recommendations and created a multi-pillar pension system by reforming pension
systems. The traditional pay as you go (PAYG) system has been supplemented by the
1bis and third pillars, which are personal funded pension schemes, investing pension
savings on the financial markets.

As the risks including the adequacy risk measured by replacement ratio are effectively
shifted onto savers, ability to achieve targeted level of pension pot is of crucial
importance. Two main determinants on the side of pension asset management
companies influence the overall outcome: fees and performance.

In our article, we focus on three countries representing a pure DC private pension
scheme (1bis pillar) — Slovakia, Estonia and Latvia. These countries have similar features
of 1bis pillars and could be an object of comparative analysis. We focus on gross and net
pension funds’ performance in 1bis pillars in selected countries aggregated by fund
category. According to the applicable law in these countries, by the term 1bis pillar we
understand (Berthon et. al., 2016, Mavlutova, Titova and Fomins, 2016 or Mali¢ek and
Sokolova, 2016):

a) voluntary funded defined contribution (DC) scheme in Slovakia,
b) mandatory funded DC scheme in Estonia,
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¢) mandatory state funded pension scheme, which is financed partially by the social
insurance contributions diverted from Pillar I in Latvia.

The aim of this paper is to analyze net and gross pension fund performance aggregated

into categories based on portfolio structure. Using classic ratios as Sharpe ratio and

Sortino ratio, we evaluate risk adjusted returns of pension funds and compare results of

pension funds categories in selected countries.

2 Methodology and Data

In this paper, we work with monthly m and yearly t data about pension funds during the
life of the 1bis pillar in selected countries. Table 1 below contains list of selected
countries with data source and observed period.

Table 1 List of selected countries with source of data and observed period

Acronym Data Source Observed period
Slovakia SVK NBS, www.manazeruspor.sk 2005 - 2016
Estonia EST www.pensionikeskus.ee 2003 - 2016
Latvia LAT www.manapensija.lv 2003 - 2016

Source: authors’ elaboration

For valid evaluation of pension funds in selected countries we need to calculate yearly t
gross returns R before inflation after fees for each pension funds i in every fund category
c in pension system in country j as follows:

ic,j
R

ic,j
P

R =Dy -1 (1)
where P"“/ is price of pension fund in category and country in time t, P*/ is price in
previous period t-1 and ¢t € (1,..,T). Than we calculate weighted gross returns for each
pension funds category R;”as follows:

| ZRE A

. 2
AuM; 2)

Rlc

where Aule'C'jis value of asset under management of pension funds / in category c in
country j at time t and Aqu‘j is value of asset under management in category c in
country j at time t. Than we calculate R{ as an overall gross profitability of whole pension
system in country j in time t as follows:

i _ 2R AuME

. 3
AuM/ %)

R

We indicate R, as an adjusted return after fees and inflation and calculate them as
follows:

R =RI -1, )
where |, is inflation rate valid for time t.

In order to evaluate pension funds’ performance in selected countries, we apply two
indicators which are widely used in financial practice. First is Sharpe ratio (SR) developed
by Sharpe (1994, 2007). This ratio describes how much excess return investor receives
for the extra volatility (risk) measure with different risk measures. SR is calculated as
follow
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where SRf’j is value of Sharpe ratio for pension fund category c in country j at time ¢ and

SR = (5)

R(f)tj is risk free rate valid for country j in time t. In this paper, we use returns of 3

month treasury bills for selected countries from OECD database valid for observed period
present in Table 1 as a risk free rate. Next ratio is Sortino ratio (SoR). This ratio was
introduced by Frank Sortino in 1968 and described by Sortino and Van Der Meer (1991)
and Sortino, Van Der Meer and Plantinga (1999). As the Sharpe or Treynor ratio, this
ratio measure the risk-adjusted return of portfolio. The Sortino ratio is a variation of the
Sharpe ratio that differentiates harmful volatility from total overall volatility by using the
asset's standard deviation of negative asset returns, called downside deviation or target
downside deviation (TDD). We used Sortino ratio providing by Pedersen and Ruddholm-
Alfin (2003) or Pekar, Cickova and Brezina (2016) as follows:

sore | - EIRY-R(D!]

_ 6
TDDf'J (6)
where TDD can be calculated as follows:
c,j 1 u H c,j i )2
TDD?! = FZmun(o,(R'l—Fe(f)tJ)) (7)
t=1

To calculate SR in (5) and SoR in (6) we use annualized returns of each pension funds
category in each country for last 12 months.

In Table 2 we provide list of pension funds category with number of funds in each
category used in our elaboration in this paper.

Table 2 Number of pension funds, fund category and country of origin

Fund category Acronym Country Number of Funds
Stock pension funds SPF SVK, EST,LAT 6,5,8
Bond pension funds BPF SVK, EST,LAT 6,5,8
Mixed pension funds MPF SVK, EST,LAT 3,5,4
Index pension funds IPF SVK, EST 6,7,-

Source: authors’ elaboration

All four categories of pension funds are provided by pension fund management
companies only in Slovakia and Estonia. Only Latvia offers three type of pension funds
(index pension fund category are missing).

3 Results and Discussion

In Figure 1 we could see very similar value of assets under management during following
period in Estonia and Latvia with almost the same gross cumulative performance.
Cumulative gross performance in these countries after 14 years of existence has reached
75,46 % in Estonia and 73,68 % in Latvia. In contrast, the volume of assets under
management in Slovakia has grown significantly during the time and now stands at two
to three times the amount of AuM in these two countries. Cumulative gross performance
in Slovakia is significantly lower than in those countries, because of investment
restriction in SPF’s and MPF's from June 2009 till September 2012, large displacement
of savers from risk pension funds to BPF's in April 2013 till now (Sebo, Sebova and
Virdzek, 2014) and mainly later inception of 1bis pillar than previous both Baltic
countries. Different amount of AuM is due to the diversity of the national contributions
and the amount of participants who contribute to this system (Berthon et. al., 2016).
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Figure 1 Assets under management gross cumulative performance in 1bis pillar in
selected countries
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Source: NBS, Manazeruspor.sk, Manapensija.lv, Pensionikeskus.ee, Money.net, 2017

In Figure 2, we see again very similar gross annual performance of pension system in
Latvia and Estonia. This phenomenon is mainly due to almost identical investment policy
in those countries (OECD, 2015). In Slovakia, gross annual performance is lower than in
other countries for each year in following period due to later inception of 1bis pillar and
investment restriction in the early years with huge amount of AuM in BPF s after 2013.
Further information about the share of each pension fund category in total assets in each
country you can find in Berthon (2016).

Figure 2 Gross annual performance after fees before inflation in 1bis pillar in selected
CEE countries
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According to Table 3, average annual gross return is the highest in Estonia, 4,56 % and
Latvia 4,18 % p.a. In Slovakia, it is only 1,74 %. When we adjusted gross annual
performance from inflation, we get net performance. Average net performance is below
zero in Slovakia and Latvia, - 0,01 % and - 0,03 %. In Estonia, net performance is
1,16 % annually, which is better results than in previous countries. Another finding
presented in the Table 3 is information about cumulative gross and net performance with
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cumulative inflation. Estonia and Latvia has reached very interesting 75,46 % or 73,68 %
cumulative performance from 2003 to 2016. This performance is significantly higher than
Slovakia. In Slovakia, 1bis pillar has reached only 22,43 % cumulative performance from
2005 to 2016. This gross performance in Slovakia is significantly influenced by factors
mentioned at the beginning of this chapter. When we adjust gross performance from
inflation, we see real net cumulative performance which was provided by the 1bis pillar in
each country. Big advantage of the 1bis pillar in Estonia and Latvia is their stable policy
and minimal interference with the investment policies of pension fund management
companies. Negative net cumulative performance is delivered by Slovakia (-0,87 %) and
Latvia (-4,60 %) 1bis pillar. Estonia 1bis pillar delivers interesting net cumulative
performance at the level of 7,37 %.

Table 3 Annual average and cumulative gross and net performance of pension system in
selected countries from 2003 till 2016 (*in Slovakia from 2005)

Average performance Cumulative performance
Gross Inflation Net Gross Inflation Net
Slovakia* 1,74 % 1,75% -0,01 % 22,43% 22,94% -0,51 %
Estonia 4,56 % 3,40 % 1,16 % 75,46 % 58,74 % 16,71 %
Latvia 4,18 % 4,15 % -0,03 % 73,68 % 74,64 % -0,96 %

Source: authors’ elaboration, 2017

In Figure 3, we provide comparison of average SR and SoR in three different time periods
between 2005 and 2016 for each pension fund category in Slovakia, Estonia and Latvia.
Selected time periods are based on essential interventions in the pension system in
Slovakia (Sebo, Sebova and Virdzek, 2015) in June 2009 and 2013 which were
mentioned at the beginning of this chapter(*).

Figure 3 Average monthly Sharpe and Sortino ratio in selected countries calculated for 3

periods
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During the period from March 2005 till May 2009, we observed in all Estonian pension
funds categories relatively low SR, but higher than SR observed in other countries. This
period is characterized by big bull market from 2005 to 2007 and one of the biggest bear
market in 2008 because of financial crises. In other countries, almost all pension funds
categories had negative SR (below 0), except Slovakia SPF which is above 0. The lowest
SR was provided by Latvia BPF and Estonia SPF. When we compare adjusted return and
target downside deviation, we observed almost all pension funds categories above 0,
except Latvia BPF and Estonia SPF again. In Latvia MPF fund category, we observed the
highest excess returns per unit of target downside deviation. Estonia IPF and Slovakia
BPF and SPF also had relatively higher SoR in the following period.

In the next period from June 2009 to March 2013, we can see significantly different
results. No funds deliver negative average returns. In case of Slovakia, all non-
guaranteed pension funds (SPF and MPF) were exposed to the 6 months of benchmarking
to guarantee a minimum 0 % appreciation of assets in the fund. In this time PFMCs sold
out a significant part of shares from the portfolio of SPF and MPF from June 2009 to
September 2012 and by substituting it with less volatile bond instruments (Mestan,
Kubaska and Kralik, 2016). Despite the fact, all Slovakia pension fund categories have
higher SR than 1 and significantly higher SoR which indicates relatively good adjusted
performance from risk free rate against risk measured by standard deviation or target
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downside deviation in this funds categories. When we look at Figure 2, we can see lower
pension fund performance in Slovakia than in others countries while Latvia and Estonia
had SR and SoR worse than Slovakia. We can see significantly better performance in
Latvia pension funds. A slight improvement can be observed even with pension funds in
Estonia. When we compare their performance providing in Figure 2, we can see that their
pension funds had relatively high standard deviation from excess returns. Latvia pension
funds improved their results significantly compared to the previous period. Estonia and
Slovakia IPF (in Slovakia was launched in April 2012) provide less excess return for one
unit of risk than other pension funds category mainly due to higher risk and much more
stocks in their portfolio.

Between April 2013 and December 2016, we observed very similar results of individual
indicators in almost all PFs categories, with the exception of MPF in Slovakia and BPF in
Slovakia and Latvia. In this period pension funds in following countries did not have any
significant investment restriction in their investment policy in pension funds.

In table 4, we have differentiated the color values of the indicator in selected periods
from the best (green color) to the worst (red color). In general, we cannot mark one
pension fund category or country as the best perform during the time. In some period of
time, according to SR or SoR, BPFs or MPFs are the best performing pension funds
categories in some countries. On the other side, the worst performance is provided by
SPF and IPF. Relatively low SR or SoR could indicate higher returns and volatility in SPFs
and IPFs, and lower returns with lower volatility could be in MPFs and BPFs because of
the portfolio structure in this category.

Table 4 Order of monthly average values of the Sharpe ratio and Sortino Ratio for each
pension funds category in selected countries in reference periods.

Sharpe ratio Sortino ratio
March 2005 - June 2009 - April 2013 - March 2005 -  June 2009 - April 2013 -
Fund type May 2009 March 2013 December 2016 May 2009 March 2013  December 2016

7,28

LTV _SPF R

EST SPF
SVK_BPF
LTV BPF

EST BPF 0,09
SVK_MPF

LTV_MPF

EST_MPF L
SVK_IPF -
EST_IPF e

Source: authors’ elaboration

When we evaluate pension funds’ performance, we need to look at structure of savers in
this system - not risk profile of savers, but their age structure. Without these information
we cannot mark pension fund with lower SR, SoR or lower returns as the worst pension
funds because savers in this fund could be mainly above 50 years and they are very
close to retirement age. Unfortunately, available data about pension system in selected
countries do not provide this information publicly.
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4 Conclusions

Pension funds’ gross performance in Estonia and Latvia is much higher than in Slovakia,
but net performance in Slovakia is higher than in Latvia but still less than in Estonia (due
to investment restriction in SPF’s and MPF’s from June 2009 till September 2012 and
large displacement of savers from risk pension funds to BPF’s in April 2013 till now).
Slovak 1bis pillar has almost twice as much asset under management as Latvia and
Estonia. In general, SPFs and IPFs provide higher gross and net return than BPFs and
MPFs. Evaluation results of pension funds categories in selected countries based on SR
and SoR, which compare returns against risk, are not so clear. In the pre-crisis period we
observed higher ratios in Estonia IPF, MPF and BPF categories, but in the next period,
these pension funds categories has much worse results.
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Abstract: The extensive recodification of private law in the Czech Republic, which was
actively taking place primarily from 2002 to 2012, was completed on January 1, 2014,
when Act No. 89/2012 Coll., the Civil Code, and subsequent Act No. 90/2012 Coll., on
Commercial Companies and Cooperatives (Business Corporations Act), came into effect.
Since that date, besides other things, the amount of minimum registered capital
necessary for setting up limited liability companies has changed. At present, the
minimum member’s contribution is CZK 1. The paper aims to analyse the structure of
limited liability companies with registered capital less than CZK 200,000. The first
chapters will clarify the reasons that had led to the reduction of the minimum amount of
registered capital, and also the advantages and disadvantages that this reduction has
brought about. The next chapters will examine the distribution of companies with low
registered capital by individual regions and industrial sectors in the Czech Republic. The
paper will also answer the question of whether there is a relation between the amount of
registered capital and the territorial, or more precisely sectoral structure of limited
liability companies. A separate chapter will deal with the analysis of companies with
registered capital from CZK 1 to CZK 1,000.

Keywords: code on capital corporation, law capital, limited liability company, registered
capital

JEL codes: G32, C12, K22

1 Introduction

The extensive recodification of private law in the Czech Republic, which was actively
taking place primarily from 2002 to 2012, was completed on January 1, 2014, when Act
No. 89/2012 Coll., the Civil Code, and subsequent Act No. 90/2012 Coll., on Commercial
Companies and Cooperatives (Business Corporations Act), came into effect. The re-
codification of private law returns the system of law to the continental legal conventions
and a fundamental basis is therefore one basic code of private law (the Civil Code), which
comprehensively regulates civil relations. Until then, the legal regulation of business
corporations (formerly commercial companies) was contained almost exclusively in the
Commercial Code, and the Civil Code was applied to business corporations only
exceptionally. After the recodification, the Civil Code is a basic and general legal
regulation. The Business Corporations Act contains only the legal regulation of some
specifics of business corporations. Besides other things, it determines the minimum
amount of each partner’s contribution to a symbolic CZK 1.

The paper aims to analyse the structure of limited liability companies with registered
capital of less than CZK 200,000 (focusing on companies with their registered capital of
CzZK 1 - CzZK 1,000), and in particular to assess the relationship between
territorial/sectoral structure and the amount of registered capital.

2 Reasons, advantages and disadvantages of reducing the minimum
amount of registered capital

The previous legal regulation stipulated CZK 100,000 to be the minimum amount of
registered capital (until 31 December 2000) and later it was CZK 200,000 (until 31
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December 2013). The determined minimum amount of registered capital was to ensure
the fulfilment of its functions, which were attributable to the registered capital at that
time. According to Dédi¢, KuneSova-Skalova (1999, p. 76), the functions of registered
capital, besides other things, include the guarantee function and that of the partner’s
share in the company. In terms of economics, the stipulation of a higher minimum value
of registered capital may be considered as a certain barrier to the access of new
companies on the market. The guarantee function of registered capital was indisputably
crucial.

The purpose of registered capital was to replace the missing unlimited responsibility of
partners for company’s liabilities and to provide creditors with a guarantee that the
company had at least certain assets amounting to its registered capital. (Dédi¢, 2002)
However, experts usually agree that registered capital did not fulfil its guarantee function
well. That was the main reason for limiting the institute of registered capital. It has
become a mere accounting record in the Commercial Register and did not practically
secure the necessary guarantee for protecting the interests of company s creditors. The
law no longer required that companies maintained their assets in the same amount as
well. (Hejda et al., 2014)

Under the Business Corporations Act, the guarantee function is secured by other ways, in
particular by the so-called insolvency test (section 34 and section 40 of the Business
Corporations Act) and stricter rules of administration. The liability of directors for damage
caused to the company by their acts have been tightened and made more accurate. The
new legal regulation has increased the protection of creditors. To put it simply, a limited
liability company becomes a company with an unlimited liability in case that the Director
or Directors fail to act in the interests of the company and the company will declare its
bankruptcy by reason of their ill-considered decision-making.

Perhaps, the only advantage of a low registered capital is the lower cost to set up a
limited liability company because the founder does not have to make a capital
contribution of many thousands. There are groups of businessmen for whom this change
will make their conduct of business easier. Entrepreneurs who are more likely to operate
on local markets, have low start-up costs, and are able to cover their company’s
operation by sales rank among them. For these small businessmen, the previously
required registered capital of CZK 200,000 could have been the reason for not setting up
a limited liability company, because they had to obtain funds for it by loan capital. There
are also sectors where the amount of registered capital does not virtually matter. Typical
examples are frequently converted doctors’ offices to limited liability companies, which
usually have a registered capital of up to CZK 1,000.

However, the low value of registered capital may make the impression of non-credibility,
especially in case of companies operating on the national or international market.
Although the high value of registered capital does not guarantee solvency (as explained
hereinbefore), it is perceived more positively in the eyes of business partners and other
people than the Czech crown value.

The lack of funds, especially in the early stages of business, when it is not possible yet to
finance business activities from profit, may be the disadvantage of a low registered
capital. If the company uses a loan capital to cover operating costs, it may fast go into
bankruptcy due to its overindebtedness, because the liabilities may quickly exceed the
value of assets (see section 3 of Act No. 182/2006 Coll., the Insolvency Act).

3 Methodology and Data

The necessary data on the companies were obtained from the Bisnode Albertina
database. The data file includes limited liability companies which were established
between 2014 and 2016. The data were collected in the second and third months of
2017. Calculations were performed using MS Excel and SW Statistica.
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To assess the relationship between the amount of registered capital and the sector in
which the company operates, alternatively the amount of registered capital and the
region in which the company was registered, the Chi-squared test of independence in
contingency table was used. The Chi-squared test of independence is used to determine
if there is a significant relationship between two nominal (categorical) variables. Null
hypothesis H, assumes that there is no association between the two variables.
Alternative hypothesis H; assumes that there is an association between the two
variables. Consider the null hypothesis that cell probabilities equal certain fixed values
w;. For a sample of size n with cell counts nj the values y; = nw; are expected
frequencies. They represent the value of the expectations when Hy is true. To judge
whether the data contradict Ho, we compare nj; to ;. If He is true, n; should be close to
u; in each cell of contingency table. The larger the differences (n; - uj;), the stronger
evidence against Hp.

The Pearson chi-squared statistic for testing Hpis (Agresti, 2007):

2
Nn.. — u..
poytiml (1)
Hij
The x? statistic has approximately a chi-squared distribution, for large n. Larger;(2
values are more contradictory to Hp.

From the mentioned statistic 2, Cramer's coefficient V can be derived. It is a measure of
association between two nominal variables and varies from 0 (corresponding to no
association between the variables) to 1 (complete association). Cramer’s V is computed
(Rezankova, 2011):

2

X
V= n , 2
min(k —1,r —1) (2)

where n is the grand total of observation, k is the number of columns in contingency
table and r is the number of rows in contingency table.

4 Results and Discussion

The structure of limited liability companies in the Czech Republic between 2014
and 2016

In 2014, when new legislation came into force, in total 24,266 new limited liability
companies were established, 26,104 limited liability companies were established in 2015,
and 27,946 in 2016. Of these nearly 60,000 companies were established with their
registered capital lower than CZK 200,000, i.e. 76.5% of all newly registered limited
liability companies. Therefore, it is evident that entrepreneurs have welcomed the
possibility to set up a limited liability company with a minimum amount of registered
capital.

Nearly one half of newly established companies in the period of 2014 - 2016 was
registered in Prague. The Regions of South Moravia, Moravia-Silesia and Central Bohemia
have an important position from the regional perspective. The fewest limited liability
companies were registered in the Region of Karlovy Vary. This is a long-term trend, with
the most companies being established in the vicinity of major cities where there are the
most business opportunities. The situation is shown in Table 1.
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Table 1 Distribution of limited liability companies established between 2014 and 2016 by
the amount of registered capital and the registration region

CzK
Region CzZK 1 C‘Z:§K1,2060 Cz:)c:iz(:: ) 1006231 - 200,33'3 and Total
' 199,999 above

South Bohemia 153 471 1,392 18 471 2,505
South Moravia 507 1,948 5,167 86 2,072 9,780
Karlovy Vary 80 312 616 7 192 1,207
Hradec Kralové 130 469 1,175 21 353 2,148
Liberec 99 348 901 16 281 1,645
Moravia-Silesia 367 1,210 3,524 60 1,307 6,468
Olomouc 103 389 1,762 28 487 2,769
Pardubice 94 356 1,127 20 377 1,974
Plzen 126 384 1,441 30 540 2,521

Prague 2,061 7,468 15,524 513 10,114 35,680
Central Bohemia 330 1,151 2,698 59 1,011 5,249
Usti nad Labem 155 650 1,264 27 447 2,543
Vysocina 65 274 814 8 341 1,502
Zlin 119 499 1,261 30 416 2,325
Total 4,389 15,929 38,666 923 18,409 78,316

Source: author’s own processing according to the Bisnode database, 2017

Table 1 shows that the largest proportion of companies has a registered capital
amounting to CZK 1,001 - CZK 100,000. In individual regions, these companies
accounted for 49.7% (in the Region of Usti nad Labem) up to 63.6% (in the Region of
Olomouc) of all newly established companies. On the other hand, entrepreneurs do not
prefer the registered capital of CZK 100,001 - CZK 199,999 and the proportion of
companies established with this registered capital ranges from 0.53% (in the Region of
VysocCina) to 1.44% in Prague. Overall, the highest proportion of companies with
registered capital amounting up to CZK 200,000 was recorded in the Region of Karlovy
Vary (84.1%). The lowest percentage of these companies is logically in Prague (71.7%),
where a great number of large, often multinational companies, which have a high
amount of capital, are registered.

The dependence between the amount of registered capital and the territorial structure of
companies was confirmed using the chi-square test of independence. However, the value
of Cramer’s V coefficient was very low, V = 0.069. This implies a very low contingency
rate. The file size determines acceptance of an alternative hypothesis and thus
confirmation of dependence. With a large number of observations, dependence is often
confirmed even with very small deviations between empirical and expected frequencies.
Thus, it may be concluded that the dependence between the amount of registered capital
and the region where the companies were established has been statistically confirmed,
but the contingency is very low, which means that this dependence is not significant in
practical terms. Table 2 presents the values of individual statistics.
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Table 2 Distribution of limited liability companies established between 2014 and 2016 by
the amount of registered capital and the registration region - statistics

Pearson chi-squared statistic x? p-level Cramer’'s V

1,504.325 0.0000 0.069

Source: author’s own calculations, 2017

When reading the sectoral structure of newly established companies in the table, it is
evident that the lowest proportion of companies with a low registered capital (up to CZK
200,000) in the observed period was recorded in the sectors of “Electricity, gas, heat and
air conditioning supply” (56.3 %) and “Professional, scientific and technical activities”
(68.4%). These are sectors for which a high input capital is typical.

Table 3 Distribution of limited liability companies established between 2014 and 2016 by
the amount of registered capital and the main business activity (by CZ-NACE)

CZK 2 - CZK CZK CzZK
CZK 1 CZK 1,001 - 100,001 200,000 Total
1,000 CZK - CZK and
! 100,000 199,999 above

A Agriculture, forestry and fishery 143 567 1,452 32 598 2,792
B Mining and quarrying 5 5 20 0 9 39
C Manufacturing industry 376 1,328 4,073 98 1,599 7,474
D Electricity, gas, heat and air conditioning
supply 3 4 37 0 34 78
E Water supply; activities related to waste
water, waste and sanitation 29 122 321 > 199 676
F Construction 292 1,029 2,874 56 1,272 5,523
G Wholesale and retail trade; repairs and
maintenance of motor vehicles 1,156 3,888 10,102 198 4273 19,617
H Transport and storage 113 403 1,009 19 511 2,055
I Accommodation, food and beverage service
activities 310 1,273 2,831 35 752 5,201
J Information and communication technologies 145 554 1,429 42 532 2,702
K Finance and insurance 24 74 191 1 73 363
L Real estate activities 477 1,458 3,782 101 2,088 7,906
M Professional, scientific and technical
activities 831 3,515 6,720 278 5,237 16,581
N Administrative and supporting activities 97 332 877 19 323 1,648
O Public administration and defense; social
security 50 157 374 7 83 671
P Education 164 658 1,413 11 398 2,644
Q Health and social care 46 189 396 7 94 732
R Cultural, entertainment and leisure activities 55 188 547 7 147 944
S Other activities 73 185 218 7 188 671
Total 4,389 15,929 38,666 923 18,409 78,316

Source: author’s own processing according to the Bisnode database, 2017

When assessing the dependence between the amount of registered capital and the
business sector, we come to the same conclusion as in the case of the previous analysis
(the amount of registered capital vs. the territorial structure). Thus, testing has proved
the dependence between the amount of registered capital and the sector of limited
liability companies, but the contingency rate, i.e. the dependence rate is very low. The
Cramer s V coefficient was V = 0.108. In practical terms, this low coefficient more likely
indicates the independence of observed variables. Other calculated statistics are shown in
Table 4.
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Table 4 Distribution of limited liability companies established between 2014 and 2016 by
the amount of registered capital and the main business activity (according to CZ-NACE) -

statistics
Pearson chi-squared statistic x?2 p-level Cramer’'s V
3,099.581 0.0000 0.108

Source: author’s own calculations, 2017

Analysis of limited liability companies with their registered capital of CZK 1 -
CzK 1,000

Between 2014 and 2016, 20,318 limited liability companies with their registered capital
of CZK 1,000 maximum were established in the Czech Republic. 4,389 companies had
their registered capital amounting to CZK 1 and 15,929 companies with their registered
capital of CZK 2 - CZK 1,000 were established.

Table 5 shows the distribution of companies within individual regions in the Czech
Republic. When comparing the values in columns B and F, it is possible to identify regions
where the percentage of limited liability companies with their registered capital
amounting up to CZK 1,000 is relatively low (compared to other regions). This situation
occurs when the value in column F is lower than the value in column B. This applies to
the Regions of South Bohemia, South Moravia, Olomouc, Pardubice, Plzen and Vysocina.
Interesting values are given in column G, where the percentages of newly established
limited liability companies with registered capital of CZK 1 - CZK 1,000 to the total
number of newly established companies in individual regions of the Czech Republic are
recorded. The Region of Karlovy Vary, where the observed percentage is 32.48%, may
be included in the regions with the highest proportion of low-capital companies. That
implies that more than one third of the newly established limited liability companies in
the Region of Karlovy Vary have their registered capital amounting to a CZK 1,000
maximum. The proportion is also high in the Region of Usti nad Labem, namely 31.66%.
It may be assumed that the proportion of low-capital companies may also reflect the
overall economic position of the regions. Both Regions of Karlovy Vary and Usti nad
Labem have taken last places in the rankings of the regions for a long time. On the
contrary, the proportion is lower than 20 % in the Region of Olomouc, as in the only
region in the Czech Republic.

Table 5 Distribution of limited liability companies with a registered capital amounting to
CZK 1 - CZK 1,000 by the individual regions in the CR between 2014 and 2016

Percentag
Percentag e share of
e new
distributi limited
Number Percentag oo
ofnewly e wumber Number  Number oner [ el
establishe distributi  of newly wly wly Y P
- . establishe establishe establishe s with
d limited on of establishe limi limi limi -
liability newly d limited dl. ':‘.:.ted dl. 'L'T:.ted dl. 'L'T:.ted phel) d
companie establishe liability 1a ”tY 1a ”tY 1a ”tY regl_stelref
s d limited companie companie companie  companie capital o
. - . s with a s with a s with a CzK 1,000
N 1Ly s with a registered registered registered max. to
ive of the companie registered gis gls gls h . \
T - capital of capital of capital of capital of the tota
- L CZK 2- CZK 1,000 CzK 1,000 number of
registered individual CzK 1 : :
p - CzZK 1,000 maximum maximum new L. I.
capital) regions N "
in companie
individual sin
regions individual
regions
A B=A/ZA-100 C D E=C+D F=E/ZE-100 G=E/A-100
South Bohemia 2,505 3.20 153 471 624 3.07 24.91
South Moravia 9,780 12.49 507 1,948 2,455 12.08 25.10
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Karlovy Vary 1,207 1.54 80 312 392 1.93 32.48

Hradec Kralové 2,148 2.74 130 469 599 2.95 27.89
Liberec 1,645 2.10 99 348 447 2.20 27.17
Moravia-Silesia 6,468 8.26 367 1,210 1,577 7.76 24.38
Olomouc 2,769 3.54 103 389 492 2.42 17.77
Pardubice 1,974 2.52 94 356 450 2.21 22.80
Plzen 2,521 3.22 126 384 510 2.51 20.23
Prague 35,680 45.56 2,061 7,468 9,529 46.90 26.71
Central Bohemia 5,249 6.70 330 1,151 1,481 7.29 28.21
Usti nad Labem 2,543 3.25 155 650 805 3.96 31.66
Vysocina 1,502 1.92 65 274 339 1.67 22.57
Zlin 2,325 2.97 119 499 618 3.04 26.58
Total 78,316 100.00 4,389 15,929 20,318 100.00 mme

Source: author’s own processing according to the Bisnode database, 2017

Table 6 shows the distribution of limited liability companies according to the CZ-NACE
classification of economic activities. In terms of the analysis performed, it is important to
compare the values in column B (the distribution of limited liability companies regardless
of the amount of registered capital according to CZ-NACE) and column F (the distribution
of limited liability companies with a registered capital of up to CZK 1,000 according to
CZ-NACE). Only 7 companies in Section D “Electricity, gas, heat and air conditioning
supply” with their registered capital amounting up to CzZK 1,000 maximum were
established in the observed period. The proportion of low-capital companies registered in
this sector in the observed period is only 8.95%. Other companies established in this
sector had their registered capital higher. It has been explained hereinbefore that this
sector is associated with high input costs and therefore usually a higher registered
capital. However, section D also includes companies engaged in electricity trade (class
35.14 according to CZ-NACE) and these companies often conduct business with a low
registered capital. The mining and quarrying industry is also associated with high input
costs, but this industry has an unexpectedly relatively high proportion of low-capital
companies to the total number of newly registered companies in this sector, namely
25.94%. According to CZ-NACE, companies with a low registered capital operating in this
sector are classified especially as class 08.09 (Other mining and quarrying n.e.c.). These
companies are also often linked to other companies that already have a high registered
capital. One may therefore believe that low-capital companies are set up to secure and
perform certain supporting activities and are financially connected to other companies.

Table 6 Distribution of newly established limited liability companies by the sectoral
classification CZ-NACE between 2014 and 2016

Percentag Percentag
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Number Percenta distributio new
9 Number Number _nhe
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- . establishe establishe . A
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P o d limited d limited o "
liability newly d limited P P d limited s with
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companie establishe liability A A liability their
o 4 companie companie 4 "
s d limited companie . ] companie | registered
. P . s with a s with a . -
(irrespect liability s with a A A s with a capital of
s A A registered registered A
ive of the companie registered - : registered @ CZK 1,000
N : capital of capital of .
amount of sin capital of CZK 2- CZK 1,000 capital of max. to
registered individual CzK 1 CZK 1,000 maxin'1um CZK 1,000 the total
capital) sectors ! maximum | number of

in new l. I.
individual companie
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sectors sin

individual
sectors
A B=A/ZA-100 C D E=C+D F=E/ZE-100 G=E/A-100

A Agriculture, forestry
and fishery 2,792 3.57 143 567 710 3.49 25.43
B Mining and quarrying 39 0.05 5 5 10 0.05 25.94
C Manufacturing
industry 7,474 9.54 376 1,328 1,704 8.39 22.80
D Electricity, gas, heat
and air conditioning 78 0.10 3 4 7 0.03 8.95
supply
E Water supply;
activities related to
waste water, waste and 676 0.86 29 122 151 0.74 22.34
sanitation
F Construction 5,523 7.05 292 1,029 1,321 6.50 23.92
G Wholesale and retail
trade; repairs and
maintenance of motor 19,617 25.05 1,156 3,888 5,044 24.83 25.71
vehicles
H Transport and
storage 2,055 2.62 113 403 516 2.54 25.11
I Accommodation, food
and beverage service 5,201 6.64 310 1,273 1,583 7.79 30.43
activities
J Information and
communication 2,702 3.45 145 554 699 3.44 25.87
technologies
K Finance  and 363 0.46 24 74 98 0.48 27.02
insurance
L Real estate activities 7,906 10.10 477 1,458 1,935 9.52 24.47
M Professional,
scientific and technical 16,581 21.17 831 3,515 4,346 21.39 26.21
activities
N Administrative and
supporting activities 1,648 2.10 97 332 429 2.11 26.04
O Public administration
and defense; social 671 0.86 50 157 207 1.02 30.83
security
P Education 2,644 3.38 164 658 822 4.05 31.09
Q Mealth and social 732 0.93 46 189 235 1.16 32.10
R Cultural,
entertainment and 944 1.21 55 188 243 1.20 25.73
leisure activities
S Other activities 671 0.86 73 185 258 1.27 38.45

Total 78,316 100.00 4,389 15,929 20,318 100.00

Source: author’s own processing according to the Bisnode database, 2017

5 Conclusions

The paper has presented some possible benefits but also risks associated with the
legislative change of the minimum amount of registered capital necessary for limited
liability companies. Currently, the minimum amount of registered capital is CZK 1. At the
same time the liability of directors for business management has increased.
Nevertheless, entrepreneurs have welcomed the opportunity to choose any amount of
registered capital. The performed analysis has shown that 76.5% of companies
established between 2014 and 2016 had their registered capital lower than CzZK 200,000.
More than a quarter of the companies had their registered capital lower than CZK 1,000.
Most often, entrepreneurs in the Regions of Karlovy Vary and Usti nad Labem choose the
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low registered capital. Although the statistical dependence between the amount of
registered capital and the sectoral/territorial structure of companies has been proved, the
intensity of this dependence is very low and practically insignificant.

The new legislative amendment is effective since 2014 and only time will show how it will
influence not only the business environment.
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Abstract: Proper work with quantitative data is important for each segment of a
company including Human Resource Management. People analytics represents a data-
driven approach to HRM and implementation of quantitative models in decision
processing about company s workforce planning. Absenteeism is becoming an issue with
high importance for all production companies. High costs following increasing
absenteeism connected with decreased production or increased overtime work are at
stake, and companies feel the necessity to set action steps and try to deal with it. This
work aims to present the analysis of sick leave absenteeism based on information from
five production companies with almost four thousand employees in total during 2016 and
ways of managing and dealing with sick leave absenteeism. Focus groups are determined
and their approach to absenteeism is discussed as well as HRM approach to this problem.
Furtherly the analysis based on Bradford factor score is proposed. Bradford factor score
represents a managerial tool to evaluate individuals according to the total length of their
absenteeism and frequency of their absenteeism events. Rules and ways of possible
active use of Bradford factor score analysis to manage the level of absenteeism are
described and active action steps of HRM policies are discussed.

Keywords: Absenteeism, Bradford Factor Score analysis, Human Resource Management
(HRM), People Analytics

JEL codes: J11, M50

1 Introduction

Growing trend in employees’ sick leave absenteeism in production companies is a very
current issue. Sick leave absenteeism plays important role also in the organization of
work and consequently in the costs of the company. This issue is discussed daily by
company management and personalists. Growing trend is shown in Figure 1 presenting
that sick leave absenteeism almost doubled between years 2013 and 2016. Increasing
employee sick leave is currently the subject of many researches, such as Ala-Mursula, L.,
Vahtera, J., Linna, A., Pentti, J., & Kivimaki, M. (2005), Bakker, A. B., Demerouti, E., De
Boer, E., Schaufeli, W. B. (2003) and Delgado, M. A. and Kniesner T. J. (1997)
identifying and analyzing the reasons for increasing sick leave. Common feature of
increasing absenteeism in an organization is that organizations often investigate the root
causes and factors while being unable to deal with the consequences and being
uninformed about any ways of active policy reducing the sick leave share on nominal
work fund, Georges, D. and Benoit, D. (2007).

Dealing with sick leave absenteeism also represents a difficult task due to possible
technical or moral problems. It is also challenging for employers to create conditions for
effective monitoring and measuring. It is important for the organization to have or
establish system of effective evidence such electronic attendance system supported by
collecting written and confirmed document from a doctor. This way the organization also
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avoids unauthorized and unnecessary absenteeism. On the other hand, it is important to
maintain work-friendly environment and support the absenteeism when needed because
the cost can multiply when a sick employee spread the sickness or when the employees’
health gets even worse. All analyzed companies fulfill conditions of effective monitoring
and comes from a productive area from Moravian-Silesian region, which allows us to
combine gathered data in order to create large population of almost four thousand
employees with enough empirical evidence about the sick leave oriented behavior of their
employees.

In this study we present Bradford factor score analysis, which gives higher weight to the
amount of absenteeism events rather than simply measuring the total length of
absenteeism. Bradford factor score analysis is calculated with the data from calendar
year 2016 and ways of application are described in chapter two. Use of Bradford factor
analysis was described also in Hopkins, B., Dawson C. Veliziotis M. (2015) for tracking
absenteeism of agency workers. We aim to analyze and describe ways to manage sick
leave absenteeism and reduce unnecessary absenteeism events while keeping work-
friendly policy toward employees. We propose to visualize the Bradford factor score also
with amount employee’s absenteeism events to secondarily sort employees according to
their absenteeism frequency. Evaluation of application of Bradford factor score analysis
with proposition of possible solutions to reduce unnecessary sick leave absenteeism is
summarized in the conclusion.

Redistribution of kinds of absenteeism events was mentioned in Armstrong, M. and,
Taylor, S. (2014), where they observed that generally absenteeism events are following:

e 60% are chronic illness, injuries or family emergencies,

e 20% are short-therm illness (for example flu), work-related accidents or personal
problems,

e 10% are minor illness (such as cold),

e 10% are of other character.

Cost of absenteeism

Absenteeism costs companies large amount of money each year in lost productivity,
wages, poor quality of goods/services and excess management time. In addition, the
employees who do show up to work are often burdened with extra duties and
responsibilities to fill in for absent employees, which can lead to feelings of frustration
and a decline in morale. Study from Allen, S. G. (1983) is oriented on costs connected
with absenteeism and their calculations.

Costs of absenteeism are direct and indirect, Cascio, W. F. and Boudreau, J. W. (2008).
Czech legislation states that the company pays the wage compensation to employee for
the first two weeks of sick leave and injury absenteeism with exception of first three
days, which represents the direct costs. The regional social security administration as
representation of public authority pays a sickness benefit from the fifteenth day of
absenteeism. These conditions make a short term absenteeism (up to two weeks or also
defined as up to one month) the most expensive. Indirect costs vary from costs for hiring
a replacement, pay overtimes to present employees doing the job of the absent one,
lower production etc. Employers have a possibility to hire a temporal replacement
(agency worker, part time worker) covering for long term absenteeism to avoid the need
for overtime work while it is not cost-effective (and sometimes impossible) to find a
replacement for the short term absenteeism. Short term absenteeism thus brings costs
including wage compensation for absent employee as well as expensive overtime hours
of present employees. Overtime work costs at minimum 1,25 times of regular worktime,
as stated in Czech Labor Code §114, and it already assumes a company has suitable
employees to handle and finish a job instead of the absent employee. Study oriented to
connection of absenteeism to overtimes was presented by Ehrenberg (1970).
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2 Methodology and Data

There are many ways to look at company’s absenteeism. Absenteeism generally
represents all situations in which an employee is not present in the workplace during
agreed worktime, Whitaker, S. (2001). Workplace, work activities, starting workday and
information are part of employment contract according to §34 of Czech Labor Code while
it usually contains also information about a worktime according to §78 of Czech Labor
Code, otherwise agreed separately. We can distinguish three types of absenteeism
(excluding illegal or unexplained absenteeism which is not allowed and which is punished
by termination of contract with an employee and thus not measured):

e holiday,

e sick leave and injuries,

e other absenteeism.
Holiday represents an official, planned and paid form of absenteeism. Holidays are
unavoidable and also employees should be given a possibility to properly take a vacation
during the year in full length. Minimum length of holidays per year is four weeks although
many employers offer extra week to attract employees. We can express a holiday share
on the net nominal work fund for the whole company, selected parts or even of an
individual in a given time period as following:

. __ total amount of holiday workdays

%hOhday_ net nominal workday fund ’ (1)
Net nominal workday fund is generally is equal to approximately 21,5 days per each
month and it reflects average amount of workdays in a month (excluding bank holidays

and weekends).

Sick leave and injuries is the main area of absenteeism, to which is this study solely
dedicated. Some of the absenteeism events are unnecessary although occasional
absences are inevitable because people are getting sick or injured. It is habitual sick
leave or high frequency of absenteeism events that are preventable and that are very
well highlighted by the Bradford factor score analysis. Important value is represented by
the share of sick leave absenteeism on the net nominal workday fund, which is calculated
as following:

. . total amount of sick leave absenteeism workdays
% sick leave absenteeism = S stk ey (2)
net nominal workday fund

Other absenteeism includes events which are usually short term oriented, sometimes
even just a part of the day. Some of them are planned, such as scheduled doctor visit,
blood donations, compensatory time off for the holiday and compensations defined in
Czech Labor Code (wedding, funeral etc.), or unplanned, such as emergency doctor visit,
unexpected obstacles etc. A share of other absenteeism on net nominal work fund is
expressed as:

total amount of other absenteeism workdays (3)

0, i —
other absenteeism =
% net nominal workday fund

A sum of shares of each form of absenteeism on the net nominal workday shows which
amount of worktime which is actually spend at work and which is spend legally outside a
workplace.

Bradford factor score analysis

Bradford factor is represented by a simple formula that allows firms to apply a relative
weighting to employee’s unplanned absence (illness, doctor visit, childcare etc.). Many
companies use this factor as a trigger point to alert them if an employee’s absenteeism
level is reach to worse or unacceptable level. Bradford factor score is well defined in
People HR Blog online (cit. 2017). Bradford factor calculation is a combination of absence
frequency and duration for giving and individual Bradford factor score. Bradford factor
score is calculated as following
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where B represents Bradford factor score, D represents amount of absent work days in it
absenteeism event and E represents an amount of sick leave absenteeism events during
observed period.

Table 1 Bradford factor score examples for 10 days of absenteeism

absent work days x amount of Bradford

sick leave events factor score
10x1 10

5x2 40
4x2+2x1 90
3x3+1x1 160

2x5 250

1x10 1000

Source: own research

Table 1 shows examples of final Bradford factor score for different amounts of sick leave
events. Having the same length of sick leave gives significantly different results, which is
even amplified for real observations. Action steps which triggers when a certain limit of
Bradford factor score can be set to create a clear sick leave policy.

Table 2 Bradford factor score action steps

Bradford factor score Action step

1-99 no action required

100-249 attention needed

250-499 consider issuing a verbal warning
500-999 consider issuing a written warning
1000+ consider dismissal

Source: own research

Online source of Employment law clinic (cit. 2017) presents certain action steps based on
the level of Bradford factor score which were adjusted based on empirical evidence to set
easier orientation. Flat limit levels set in Table 2 are easier to monitor and grasp while
they still keep the value in identification of absenteeism risky employees.

Bradford factor score below 100 is acceptable and requires no action. This includes most
of the employees, see Table 4. Bradford factor score 100-249 represents a group of
employees which already have a few sick leave absenteeism events or long term illness
and it is necessary to keep track of them to monitor whether they move up or down.
Bradford factor score 250-499 already represents a potentially risky employee with
necessity to issue a verbal warning. Bradford factor score 500-999 is very high and
requires to be actively solved, we recommend to issue a written warning and discuss the
situation of the employee with the supervisor. Bradford factor score over 1000 can be
reached only by frequent repetitive absenteeism and employees with such score are
recommended to be terminated if possible.

3 Results and Discussion

Following chapter is dedicated to Bradford factor score analysis and discussion. Data
presented in Figure 1 represent average values of sick leave absenteeism of six
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production companies considering their share on the total amount of employees of all six
companies during period 2013-2016. Sick leave absenteeism rate was calculated
according to (2). Growing trend of the sick leave absenteeism rate is clearly visible and
cannot be explained by seasonal or temporal factors. Average rate is increasing each of
the observed years, although seasonal effects are also visible: sick leave absenteeism
higher during winter months and lower during summer months. This trend is dangerous
and presents a great threat for organizations.

Bradford factor score analysis is calculated for twelve consecutive months from January
to December 2016 only for sick leave absenteeism, which eliminates a possibility to
unjustly highlight an employee with many holiday events instead of one or two longer
ones or an employee with a few doctor visits during the year.

Figure 1 Sick leave absenteeism rate development 2013-2016
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Table 3 presents us with the summary of analyzed employees. Total amount of observed
employees is 3937, while 2466 representing 62,6% of the whole population had zero sick
leave absenteeism events. Only around 6% of all employees were on a sick leave twice
or more than twice leaving only 37 employees, which should be closely monitored. This
way an organization can rapidly reduce the amount of possibly problematic employees to
deal with. Interesting information is that only 1 employee out of 3937 has recorded 5
sick leave absenteeism events.

Table 3 Sick leave absenteeism frequency

Sick leave events FTE amount 9% Share % Cumul

0 2466 62,64% 62,64%
1 1239 31,47% 94,11%
2 195 4,95% 99,06%
3 28 0,71% 99,77%
4 8 0,20% 99,97%
5 1 0,03% 100,00%

Source: own research

Table 4 shows the redistribution of employees in the Bradford factor score groups
according to the amount of absenteeism events they had. Sick leave events work as a
multiplication and so with the growing amount of events the Bradford factor is
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exponentially growing. Primary focus should be to the 47 employees with Bradford factor
score higher than 500 following the rules set in Table 2 while monitoring those with
higher amount of absenteeism events.

Table 4 Pivot table of Bradford factor score with amount absenteeism events

BFS_group
Sick leave events 1-99 100-249 250-499 500-999 1000+
1 1107 126 6
2 39 87 50 18 1
3 1 8 13 6
4 1 3 4
5 1

Source: own research

We can visualize a pivot table combining the level of Bradford factor score and amount of
absenteeism events using the scatter plot as shown in Figure 2 with marked limits
defined in Table 2. This allows us to synoptically visualize the amount of employees in
each group and above the limit. Primary focus should be given to 13 employees with
Bradford factor score above 1000 and secondarily on those in the area between 500 and
1000, which is in total 34 employees. This way the company can monitor each of the
absenteeism risky employees because by using Bradford factor score analysis we could
reduce the amount of employees from over one thousand to a determined group.

Figure 2 Scatter plot Bradford factor score with amount of absenteeism events
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4 Conclusions

This study investigated the topic of employees’ absenteeism with focus on sick leave
absenteeism. It is undeniable that the sick leave absenteeism is increasing and both
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direct and indirect costs connected with this are increasing as well. This is the reason
why companies are looking for any active solution which transforms them from a passive
observer of the situation into active participant with a goal to reduce the absenteeism.
We presented a Bradford factor score analysis which reflects not only the total length of
employee’s absence but also amount of absenteeism events. Bradford factor is designed
to give higher weight for the amount of absenteeism events to avoid a false positive
indication of absenteeism risky or problematic employees. Visualized results of Bradford
factor score from Table 4 with projected amount of absenteeism events as in Figure 2
gives a selected sample to apply active solutions.s

Following the instructions described on Table 2 after an employee reaches a certain limit
of Bradford factor score requires cooperation with a supervisor of an employee with high
Bradford factor score to issue firstly a verbal warning and with Bradford factor score
above 500 also a written warning. Three written warnings issued in less than 6 months
allow an employer to terminate a contract with a given employee. Other solution is to
terminate a contract by agreement or cancel the position of an employee. Last two
mentioned solutions require a severance payment, which according to Czech Labor law §
67 is in maximum three times of average monthly wage. This can be a suitable solution
considering the costs connected with keeping an employee with so high risk of frequent
sick leave absenteeism. Described information is applicable directly not only to
companies active in Czech Republic, but also internationally. The influence and
perception of Human resource management policies is changing from supportive to
strategic, supported by Harel, G. H., Tzafrir, S. S. (1999) and its role is becoming more
important.
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Abstract: If a potential investor makes a decision regarding the choice of an asset, he
has still an option to invest in this asset direct or indirect. One of the options of an
indirect investment is a bonus certificate. The aim of this paper is to examine the change
in the investment characteristics, especially a change in the expected return and the risk
of investment, provided that the investor will use the bonus certificate instead of a direct
investment in the underlying asset. First will be selected an underlying asset. Then it will
be modeled the development of the value of this asset by using Monte Carlo simulation.
Next it will be discussed possible ways of construction of bonus certificates. Components
from which is bonus certificate comprised will be priced and it will be modeled
development of the value of bonus certificates on chosen underlying. Then it will be
statistically evaluated and assessed the change in investment characteristics compared
with investment characteristics of direct investment in the underlying asset. Finally,
discussions will be carried out and formulated recommendations.

Keywords: bonus certificate, risk, return, investment
JEL codes: G11, G12, G17

1 Introduction

Modern structured products are presented as products that can optimize an investment
of retail investor. If the investor is able to define his expectations regarding the
development of the value of the underlying asset, his investment horizon and his
propensity for risk, then you may find the structured product that is for these
characteristics "tailored". This is possible thanks to the construction of these products
and the use of derivative components in their structure. Two large groups of structured
products consist of investment and leveraged products. This paper will focus on
investment products. It is possible find many types of structured products among
investment products. For example, Svoboda divides this segment into investment
certificates and reverse convertibles and investment certificates further divides according
guarantee of invested capital to certificate with full guarantee, certificates with partial
guarantee and certificates without any guarantee of invested capital (Svoboda, 2005).

This paper deals with certificates with partial guarantee of investment capital, namely
with bonus certificates.

The aim of this paper is to examine how to change the basic characteristics of the
investment, if investor utilizes bonus certificate instead of direct investments in the
underlying assets.

Bonus certificate offers conditional protection against downside losses to a pre-defined
level (barrier) but allows an unlimited participation in upside movements of the
underlying (in basic structure, but it is possible to create a product with limited
participation too). The return-risk profile of bonus certificate is shown in the figure no. 1.
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Figure 1 Return-risk profile of bonus certificate
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Bonus certificates have a risk buffer for price losses in the underlying; the bonus
guarantees a minimum return above the risk level.

A bonus certificate represents an alternative to a direct investment in a share, an index
or another underlying. Investors primarily use them if they believe that despite rising
prices setbacks are still likely to occur. A bonus certificate is furnished with a bonus
amount and an upper and lower price level. If the certificate expires with the price of the
underlying ranging between these two levels, owners are paid out their bonuses. If the
underlying was at or below the risk level during the certificate's lifetime, its price is that
of the current value of the certificate at expiry. If the underlying is above the upper level
at expiry, the investor fully participates in the price gains. Some bonus certificates have
a profit cap. This is where the certificate stops participating in the price gains of the
underlying (Borse Frankfurt, 2017).

2 Methodology and Data

This paper follows a study by Professor Ulrich Hommel and Professor Dirk Schiereck from
European Business School (Hommel, Schiereck, 2004). The aim of this study was to
examine the benefits of derivatives financial instruments compared to conventional
investments such as stocks and bonds. Bonus certificate can also be considered as a
derivative financial instrument, since its basic structure consists of two components
(options):

e long underlying (LEPO option, zero-strike call option)

e long down-and-out put option
First, will be designed the structure of hypothetically bonus certificate issued on 28 April
2017. Under the given market conditions will be determined the specific characteristics of
this product. Based on the historical development of the value of the underlying asset
over the past 5 years (data were obtained from the Frankfurt Stock Exchange) will be
counted necessary characteristics of direct investment in the underlying asset (the
average annual rate of return, volatility, etc.). As an underlying asset was price index
EURO STOXX 50 selected. Next, by using Monte Carlo will be simulated changes in the
value of the underlying assets in the following year. This period corresponds
approximately to the duration of the bonus certificates issued in practice. Since the
development of the underlying shares will be derived also the development of the value
of the bonus certificate.

By using Monte Carlo will be simulated changes in the value of the underlying assets
according this formula:
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dP/P=pdt+odz (1)

where:

dP - change in the value of an asset

P - value of an asset (start value 3559,59)

u - average return (8.91%)

dt - the shortest period of time for which the change occurs (1/252)
o - volatility (19.43%)

dz - random component (N(0,v(1/252))

Optional component - barrier option will be priced according to Hull (2006). The price of
down-and-out put option (Ppo) will calculate as difference between price of plain vanilla
put option (P) and price of down-and-in put option (Pp;):

PDO = P - PDI (2)
Price of down-and-in put option will calculate according following formula:

Por = —SoN(=x,)e ™" + Ke™""N(—x, + oVT) + Soe ™" (H/Sp) A IN () — N(y)] -

Ke ™ (H/S)*7*[N(y — oVT) = N(y1 — oVT)] (3)
where:
~q+% (£ In(32 In(25)
1="1 y—¥+laﬁ; Xy = =2+ AoVT; ;= — + AoVT
and where:

So — spot price of underlying
H - barrier level (H<Sy)

K - bonus level

q - dividend yield

r — risk-free interest rate

The results will be compared with each other and will evaluate their investment
characteristics.

3 Results and Discussion

According to the structure of the bonus certificate, was created a new bonus certificate.
The value of the underlying asset at the date of issuance amounted to 3559.59 points.
After the pricing of relevant option component of bonus certificate under the given
market conditions was founded that the certificate would be more expensive than a direct
investment in the underlying asset. This situation can be solved by issuer in several
ways. First, there is the assumption that the underlying asset pays a dividend yield.
Investor waives dividend yield in favor of the issuer and the issuer uses it to finance the
structure of the certificate. The second way is the possibility that the issue price of the
certificate remains higher compared to direct investment in the underlying assets and the
cost of certificate structure financing are thus transferred to the investor. A third way is
to use the second option feature, namely the sold call option. The option premium from
this sale is the difference between the price of the underlying asset and the current price
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of the certificate. The strike price of such options then, however, limits the return
potential of the product, which was previously unbounded.

First, it was selected a variant with higher price of certificate by issue compared to price
of underlying.

Thus were formed bonus certificates, which parameters are summarized in table no. 1.

Table 1 Parameters of created bonus certificates (without dividends)

Bonus Bonus Bonus

certificate 1 certificate 2 certificate 3

Underlying EURO STOXX EURO STOXX EURO STOXX
50 50 50

Date of issue 28.4.2017 28.4.2017 28.4.2017
Maturity 27.4.2018 27.4.2018 27.4.2018
Spot price of 3559.59 3559.59 3559.59
underlying asset
Ratio 1:100 1:100 1:100
Issue price 37,07 EUR 37,11 EUR 37,14 EUR
Barrier level 3000.00 2800.00 3300.00
Bonus level 4000.00 3750.00 4700.00

Source: author s construction

It was created histogram of differences of frequencies of returns of certificates and the
underlying asset based on the simulation of 5000 time rows. The frequency of returns of
direct investment in underlying asset and frequency of returns of certificates and their
differences are shown in the figures below.

Figure 2 Frequencies of returns of bonus certificate 1 and returns of underlying asset
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Source: author’s construction

By including a barrier option to structure of bonus certificate is significantly changed the
probability distribution of returns compared to the distribution of returns of underlying
asset. Differences in absolute frequencies of returns are by way of illustration shown in
figure 3.
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Figure 3 Differences in the frequency of returns (bonus certificate 1 and underlying)
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Bonus certificate 2 is considered as more conservative investment. It offers protection
against the loss in amount of 21.34% of the initial value of the underlying asset (the
value of underlying asset at the date of certificate issue). Probability distribution of return
frequencies is similar to a bonus certificate 1, as shown by figure 4 below.

Figure 4 Frequencies of returns of bonus certificate 2 and returns of underlying asset
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Source: author’s construction

With regard to a bonus return of both examined certificates (1 and 2) fall return of most
cases of 5000 cases examined to the interval 0 -10%.

Bonus certificate 2 offer lower bonus return than bonus certificate 1 (consider bonus level
and issue price of certificates from table 1), but this bonus return was achieved in 2583
cases in comparison to 2034 cases by bonus certificate 1.

Bonus certificate 3 is considered as most aggressive investment. It offers conditional
capital protection only in amount of 7.29% of the initial value of the underlying asset. It
offers but the higher bonus return if the barrier was not breached. Probability distribution
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of return frequencies is rather different from distribution of certificates n. 1 and 2, as
shown by figure 5 below.

Figure 5 Frequencies of returns of bonus certificate 3 and returns of underlying asset
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Source: author s construction

The number of cases in which investor ended in a loss was increased as a result of lower
capital protection, but the return in the band 20% - 30% (that also includes a bonus
return) was still reached in 1995 cases of 5000 cases examined.

Table no. 2 below provides information on the characteristics of compared investments.

Table 2 The characteristics of the examined investments (without dividends)

EURO Bonus Bonus Bonus
STOXX certificate certificate certificate
50 1 2 3
Excepted 8.33% 7.83% 7.51% 8.62%
(average) return
Standard 19.07% 17.94% 16.80% 20.79%
deviation
VaR (5 %) 23% 22% 20% 26%
Median of returns 8.21% 7.61% 4.03% 17.12%
Skewness 0.02 -0.49 -0.27 -0.43
Kurtosis -0.13 0.73 1.35 -0.68

Source: author’s construction

Then it was considered second way of creating of bonus certificate. In this case the
purchase of a barrier option is funded from the dividend vyields (discounted) of the
underlying asset. It was anticipated a dividend yield 3.58% and in table no. 3 are
summarized parameters of bonus certificates after taking dividend yields into account. All
parameters remained basically the same, only the price of the certificate changed. A
potential investor would buy all three of the certificates cheaper at the issue, which
naturally influences the characteristics of his investment because the return potential
remains the same.
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Table 3 Parameters of created bonus certificates (with dividends)

Bonus Bonus Bonus

certificate 1 certificate 2 certificate 3

Underlying EURO STOXX EURO STOXX EURO STOXX
50 50 50

Date of issue 28.4.2017 28.4.2017 28.4.2017
Maturity 27.4.2018 27.4.2018 27.4.2018
Spot price of 3559.59 3559.59 3559.59
underlying asset
Ratio 1:100 1:100 1:100
Issue price 35,81 EUR 35,84 EUR 35,88 EUR
Barrier level 3000.00 2800.00 3300.00
Bonus level 4000.00 3750.00 4700.00

Source: author’s construction

It is highly probable that the potential bonus certificate issuer will prefer this method of
issuing of the bonus certificate. Issuer can easily duplicate the underlying price index and
still ensure that he receives the dividend yields from the underlying asset. Table no. 4
below provides information on the characteristics of compared investments after taking
dividend yields into account.

Table 4 The characteristics of the examined investments (with dividends)

EURO Bonus Bonus Bonus
STOXX certificate certificate certificate
50 1 2 3
Excepted 8.33% 11.87% 11.34% 12.60%
(average) return
Standard 19.07% 18.09% 17.13% 21.01%
deviation
VaR (5 %) 23% 18% 17% 22%
Median of returns 8.21% 11.07% 7.95% 21.93%
Skewness 0.02 -0.44 -0.19 -0.41
Kurtosis -0.13 1.05 1.57 -0.52

Source: author’s construction

4 Conclusions

Bonus certificates are structured products which offer a modified return-risk profile of
investment to retail investors (compared to direct investment in underlying asset). Based
on the research it was found that it is possible to issue a bonus certificate only on
condition that his underlying asset brings dividend yields, which can be used to finance
the product structure. Another option is limited return potential of the investment due to
selling a call option and bring parameter cap into being. This article was working with
bonus certificates that were issued to higher price than was a value of underlying asset
too. Researched bonus certificates offer an alternative investment with a partial
guarantee on invested capital.

By selecting a bonus certificate with various parameters, the investor can influence the
basic characteristics of the investment, such as expected return and investment risk. By
choosing parameters like barrier and bonus return, the investor could realize different
investment strategies, more conservative or more aggressive than direct investment in
the underlying asset.

Bonus certificates evince (compared to direct investment in the underlying asset) higher
negative skewness; bonus certificates 1 and 2 evince higher positive kurtosis, bonus
certificate 3 lower negative kurtosis.
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It is more rational for issuers to finance the purchase of the barrier option contained in
the certificate from dividend yields they can obtain from the underlying asset than to
transfer the cost of financing to the investor. In essence, the investor renounces the
dividend vyields (by choosing the price variant of the index instead of the performance
variant) in favor of the construction of the bonus certificate.
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Abstract: The study identifies the importance of mineral oils tax rates and other relevant
factors for the mineral oil taxes yields amount. The study is focused on the unleaded fuel
and diesel because of the yields importance. The correlation was confirmed by the
Pearson coefficients, which reached the value above of 0.8. Moreover, the tax rate was
surprisingly identified as highly important factor for mineral oils taxes yields using the
econometric modeling, together with factors as the net income per capita and number of
registered vehicles. On the other side GDP, transport performance (freight and passenger
transport), consumer retail price of petrol and diesel, and price of petrol were identified
as not statistically important for the unleaded petrol and diesel tax yields amount in the
condition of the Czech Republic within the analyzed period.

Key words: consumption taxes, tax burden, tax rate, tax yield, mineral oil taxes
JEL codes: H23, H26, E62, C51

1 Introduction

The fiscal policy means a group of instruments used by the state to influence the
economy through changes of state expenses and state incomes (Klima, 2006). Some
economists declared that the aggregate supply can be supported by low taxes (Laffer,
2004). But Laffer (2004) said that it cannot be understood as a general principle
meaning that lowering taxes leads to increasing or decreasing of tax yields comparing to
the starting point of changes. Moreover, there are discussions about the shape of the
curve proposed by Laffer (Samuelson, 2010). Most studies of tax incidence aim at the tax
rate influence on the final price or consumer demand as the study targeted to the VAT
(Siroky at al., 2012) or to the cigarette taxation (Zimmermannova and Siroky, 2016).
The general tax incidence impact of consumption taxes in the Czech Republic was
presented by Zapal (2014): The higher consumption tax rates lead to the higher price of
the taxed commodities; but the prices do not follow the decreasing of the tax rates.
Nevertheless, the tax incidence of mineral oils taxes cannot be described unambiguously
as the amount of the mineral oils taxes shifted by distributors to consumers is highly
variable in different periods (David, 2007), which influence the amount of tax yields. In
some period, the tax burden can be nearly fully shifted to consumers (David, 2012). The
changes in the price, caused by any reasons including mineral oils taxes, did not
significantly influence the level of consumption in the period of 1999-2005 (David, 2007).
Viren (2009) mentioned that in case of general taxation of consumption about half of the
new tax burden is shifted to the consumers. Nevertheless, the impact of changed tax
rates on tax yields remains hardly predictable based on the potentially high influence of
the traders’ reaction, the related grey economy influence and potentially other factors.
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The aim of this paper is to estimate the elasticities of the mineral oils taxes yields to the
selected group of factors, particularly the tax rate, based on the correlation analysis
using the parametric Pearson’s correlation and the econometric modeling. The current
article targets to the period 1993-2011. The paper is a part of the study testing the
practical tax incidence in different periods, as the amount of the tax burden shifted from
trades to consumer is highly volatile in time (David, 2007).

There are pending discussions about the function of consumption taxes rates and the
impact of the rates on tax yields. Generally declared purpose of the consumption taxes is
to discourage the taxpayers from consumption of the taxed commodities. It means that
increased taxes might lead to decrease of tax yields (Klima, 2006). But this function of
consumption taxes applied to harmful commodities consumption could be retreated
sometimes (Kubatova, 2010).

As the issue of consumption taxes is attractive for politicians and media many different
opinions are reproduced by media but purely they are supported by some relevant study.
One of the studies presented by the Ministry of Finance of the Czech Republic declared
the consumption taxes, particularly taxes on mineral oils, were not sensitive to the tax
rate and increased rates man increased tax yields (JaresS, 2008). Consequently, after
increasing the mineral oils taxes in the year 2010 there was published a study Sev¢ik and
Rod (2010) declaring another opinion that the demand on mineral oils is highly sensitive
to the tax rates. The study was realized on data from the year 2010 published by the
Ministry of Finance but later demented as based on false data (Taborsky, 2013).

The unsatisfactory development of consumption taxes yields in 2010 was explained by
the factors outside the Czech Republic, particularly the changes in the Slovak Repubilic,
as mentioned in declaration of the Ministry of Finance (Minci¢, 2011). Contrary approach
can be find in declaration of DSV - Global Transport & Logistic experts (2012) which
estimates that implementing special tax rate for mineral oils used in industry in the
Czech Republic (such an option is enabled by Energy Taxation Directive 2003/96/EC) can
lead to the increased tax yields about CZK 8 billion. It is a fact that such an approach
was successfully implemented in France, Spain and Slovenia for example (Roskanin,
2011). The group of private car owners seems to be highly sensitive to mineral oils
prices, particularly in the border regions (Michaelis, 2004; Banfi et al., 2005).

The EU tends to harmonize the principles and also rates of the consumption taxes
nevertheless it was not possible to eliminate the historical and political backgrounds of
different states fiscal policy, so some harmonized minimal tax rates remained at the level
of zero tax rate (Kubatova, 2010) nevertheless it is not the case of the mineral oils taxes
with relatively high rates. It is necessary to consider carefully the changes in
consumption taxes rate as increasing of consumption taxes might be contra-productive
and it might lead to shifted demand towards the black market with negative impact on
tax yields (Koubova, 2014). Moreover consumption taxes frauds effects can be multiplied
potentially influencing the VAT yields (Miroslav, 2013).

The purpose of its paper is to confirm the importance of tax rates for mineral oils tax
yields within last decade in the Czech Republic and identify the influence of the tax rate
and other relevant factors on the yields relating taxes mineral oils.

2 Methodology and Data

The study uses the analyses of the time series describing the development of rates and
revenues of excise duties in the Czech Republic. The officially published data of the
period 1993 - 2011 were collected and evaluated using the sources as Ministry of
Finance of the Czech Republic, the Czech Statistical Office and the European Commission.
The variables were tested for multicollinearity and heteroscedasticity while entering the
econometric models. There are two basic analytical approach applied, the correlation
analyses and the econometric modeling using the principles of the regression analyses.
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This study targets to the mineral oils tax rates importance particularly. The importance of
the mineral oils tax yields can be confirmed by the structure of yields in 2011, in the

Table 1.
Table 1 Consumption Taxes Yields - case of the year 2011
Taxable commodities Tax yield, mil. Share, % Tax yield to
CzZK GDP, %

Mineral oils 83,391 59.60 2.18
Alcohol 6,767 4.84 0.18
Beer 4,488 3.21 0.12
Wine 313 0.22 0.01
Tobacco products 44,958 32.13 1.18
Total 139,917 100.00 3.66

Source: Ministry of Finance of the Czech Republic (2012)

The following Table 2 includes the two most important products from mineral oils, which
bring by far the highest tax revenue (more than 99% among the other mineral oil
products taxed) - unleaded petrol and diesel.

Table 2 Overview of excise duties on mineral oils in the Czech Republic (1993-2011)

Year Unleaded Diesel, Rate Tax Tax GDP Consump- Infla-
petrol, CZK/ change, vyield, yield change, tiontax tion
CzK/ 10001 % mil. change, % quote, % rate,
10001 CzK % %
2000 10,840 8,150 0 47,286 3.75 5.62 2.08 3.9
2001 10,840 8,150 0 54,835 15.96 7.88 2,24 4.7
2002 10,840 8,150 0 55,370 0.98 4.86 2.16 1.8
2003 10,840 8,150 0 58,411 5.49 4.70 2.17 0.1
2004 11,840 9,950 31.31 67,191 15.03 8.97 2.29 2.8
2005 11,840 9,950 0 77,676 15.60 6.38 2.49 1.9
2006 11,840 9,950 0 78,840 1.50 7.59 2.35 2.5
2007 11,840 9,950 0 82,901 5.15 9.25 2.26 2.8
2008 11,840 9,950 0 84,224 1.60 5.07 2.19 6.3
2009 11,840 9,950 0 81,600 -3.12 -2.32 2.17 1.0
2010 12,840 10,950 18.50 83,722 2.60 0.85 2.21 1.5
2011 12,840 10,950 0 83,391 -0.40 0.86 2.18 1.9

Source: European Commission, 2012a, 2012b; Ministry of Finance of the Czech Republic, 2011

For measuring of the correlation between tax rates and tax yields the Pearson coefficient
was applied for the data of the period 2000 - 2011. The reason for this data set
restriction was the change in determination of the tax base starting in the half of the
year 1999.

In the column “Tax yield change” of the Table 2 the calculation of summary increase
/decrease of the tax rate on unleaded petrol and diesel fuel is carried out and compared
to the previous year, expressed as a percentage. The most general rate increase
occurred in 2004, when the rates were increased for both products (petrol by 1,000 CZK,
even on diesel by 1,800 CZK). The highest income tax on motor oils was recorded in
2008 in the amount of 84,224 million CZK. In the subsequent years, the tax collection
was lower by 3.12%, probably also due to the economic recession. The most massive
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year-on-year increases in tax revenues from mineral oils produced growth of rates in
2004, when the next two following years annually raised the collection of more than
15%. The highest level of the share of tax revenue to GDP was recorded in 2005
(2.49%) while the lowest was reached in 1998 (1.97%).

The correlation analysis and econometric modeling is based on data from the period of
2000 - 2011 as the data from the previous period before 2000 were evaluated as the
inconsistent set of data.

The model estimates the tax revenues of taxes on unleaded petrol and diesel as the
explained variables. Due to the nature of the economic principles expected, the linear
regression model was built as the most suitable one. The models are built on the
economic principles and the group of potentially important factors was included in the
model and the stress was put on the tax rates. Number of variables, which should not
absent in the model, according to previous general economic assumptions, progressively
assessed as unfit during the models testing in the software GRETL and IBM SPPS
Statistics. High Correlations between some explanatory variables were identified and
some explanatory variables did not meet the statistical significance criteria. Due to this
above mentioned reasons the following variables were not included in the model - GDP,
transport performance (freight and passenger transport), consumer retail price (petrol
and diesel), and the price of petrol. Their importance test and the correlation verification
in a different period will be the object of the deeper consequent analysis as the changes
in their role and mutual relationships may be expected.

The explanatory variable "tax rate" had to be an indispensable part of the final form of
the model, since the aim of this research, and therefore this econometric modeling, is
particularly to measure the dependence between the rates of excise duties and the
resultant effect of a choice of relevant taxes. The considered tax rate was formulated as
the average rate since the involvement of both rates in the model caused unwanted high
correlation between these two predetermined variables.

The following factors were chosen as the entering variables into the model: an average
tax rate of mineral oils, the change of net income per capita per year (as a factor
indicating the purchasing power of the population), the change of number of registered
motor vehicles in a given year (for verification whether the fact of more cars means
automatically higher tax yields as some cars might not be used at the same time, by
families for example).

Generally formulated econometric model:

y = F (x1,x2,x3) (1)
Formulation of the stochastic model:

Y1 = a + plx1t + [2x2t + F3x3t + ult (2)

Table 3 Overview of selected variables

Variable Description Mark Units
explained Mineral oils tax yields Yit mil. CZK
Average tax -rate of unleaded fuel X1t CZK/1000 litres
explanatory and dles_el tax rates _
Change in net income per capita Xot CzK
Change of registered motor vehicles X3t thousand pieces
stochastic Uit

Source: own elaboration

Due to the change in determining the tax base from 1,000 kg to 1,000 liters in 1999, the
period 2000 - 2011 was chosen to build the model (Table 4). The reason was the
incompatibility of rates values before 1999 and after.
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Table 4 Overview of data entering the model

Year Tax yield, mil Average tax Net income Registered
CzZK rate, per capita, motor vehicles,
CZK/1000 1 CZK thousand pieces
Yit Xit Xot X3t
2000 4,286 9,495 2,651 -59.1
2001 54,835 9,495 6,745 117.6
2002 55,370 9,495 2,986 171.8
2003 58,411 9,495 4,949 65.9
2004 67,191 10,895 5,889 113.1
2005 77,676 10,895 5,068 220.6
2006 78,840 10,895 8,968 227.8
2007 82,901 10,895 9,929 270.9
2008 84,224 10,895 11,777 225.4
2009 81,600 10,895 3,385 11.8
2010 83,722 11,895 1,479 75.4
2011 83,391 11,895 2,859 102.7

Source: Czech Statistical Office, 2013a, 2013b; Ministry of Finance of the Czech Republic, 2011
During modeling the GRETL and the IBM SPSS Statistics software was used.

3 Results and Discussion

Analyses covering the data from the Table 2 show, that the correlation coefficient for the
relationship between the tax rate on petrol and tax yield is represented by the coefficient
value of r = 0.8617. This relationship can be described as a very strong positive
correlation. Relating the correlation of the tax rate on diesel fuel and the tax revenues
the correlation coefficient is 0.9154, so it is a nearly perfect correlation relationship.
Assuming a causal impact of the tax rate to the tax revenue (not vice versa), the
correlation coefficients between these variables can be interpreted that the variability
(r2) of the tax collections can be explained from 74% for petrol and from 84% for diesel
by the tax rate variability based on the realized analyses.

The aim of the constructed econometric model for excise duty on mineral oils in the
Czech Republic is to identify factors, which participate on the final level of tax revenue.
Another key task is to define the force which the tax rate enters this algorithm;
therefore, it is the prerequisite for participation of the tax rate in the model. The
construction of a correlation matrix allows assessing the strength of correlations between
different variables included into the model. Undesirable high multicollinearity, with
coefficient value higher than 0.8, was not identified between any pair of explained
variables as shown in Table 5.

Table 5 Multicollinearity test

X1 X2 X3
X1 1.0000 0.0513 0.2346
X2 1.0000 0.2391
X3 1.0000

Source: own elaboration, Gretl, SPSS

The Method of Ordinary Least Square Regression was used for estimation of the
structural parameters value of the model. The analysis outputs can be formulated the
following way:
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ylt = —75,830.3 + 12.915x1t + 1.153x2t + 28.819x3t + ult (3)
Test of the model confirmed the result reached:

71,287.25 = 75,830.30 + 136,829.13 + 6,409.43 + 3,708.09 + ult (4)
y1lt calculated by the model = 71,116.34

The test confirmed that y1t of real value 71,287.25 (average) is approximately equal to
y1lt interpolated by the model to 71,116.34. Difference 170.9 (0.24%) is defined by a
random component ult.

The statistical model verification

P-values of all parameters in the model indicate statistical significance at the level of
95% as can be seen in Table 6.

Table 6 P-value

Variable P-value
constant 0.00080
X1 0.00001
X2 0.01890
X3 0.05595

Source: own elaboration, GRETL, SPSS Statistics

For variable X3 the P-value tends to the threshold, but with regard to possible distortion
of rounding and other positive results of model testing, this variable was kept in the
model.

The model’s coefficient of determination R2 reaches the level of 94%. So, it can be
declared that the 94% of tax revenues of mineral oils can be explained by the
explanatory variables included in the model.

The econometric model verification

The Durbin-Watson test shows the f value of 3.09. Such a value does not clearly identify
the presence or absence of autocorrelation of residuals. Therefore, further analysis was
realized. The Breusch-Godfrey test was carried out for further identification of
autocorrelation of the first order. The result identified the P-value of 0.0517388, which
was above the chosen level of significance a = 0.05, so we can conclude that the model
is not burdened with model autocorrelation of the first order.

Testing the normality of residues was carried out by Jargue-Bera test. The aim was to
test the null hypothesis that residuals are normally distributed. Evaluation of the test was
obtained from the graph during the assumed normal distribution of residues compared to
the actual distribution of the residue through a p-value of Chi-square. The results show
the Chi-square result of 2.22368 with the p-value of 0.328953. We can conclude that
residues are derived from a normal distribution.

The White's test excluded the heteroskedascity of the model (testing criteria LM =
9.54298 vs. P-value = 0.388732).

4 Conclusions

The study aimed at the factors influencing the tax yields identification; in fact it jumped
the usually applied approach targeted to the relationship between the tax rates and
prices or consumptions. It avoided using the GDP as the indisputable factor, the
standardly expressed demand on mineral oils, tax competition among the EU states
enabled by the EU legislation and expressed by different countries” mineral oils tax rates
and tax reliefs” amount. And the hardly estimated amount of mineral oils tax fraud in the
Czech Republic was not also involved in the study.
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The logical and economic assumptions about the positive effects of the explanatory
variables can be seen and confirmed in the model results. The intensity of the
parameters also corresponds to the general assumptions; therefore the entire estimated
model can be described as a real simplified view of the investigated economic
phenomenon.

The results of the correlation between the tax rate of mineral oils and relevant tax yields
are confirming the opinion that under current condition in the concrete period the
increase of tax rates could lead to higher tax revenues relating the unleaded petrol and
diesel based on the data of the analyzed period in the Czech Republic. The net income
level potentially influences the behavior of the mineral tax buyers which led to the
increased tax yields in the analyzed period. Moreover the better net income may lead to
ignoring the grey economy by the consumers. The increased number of registered cars
means higher mineral oils taxes yields which is not surprising, moreover it may be
derived from the fact, that most the newly registered cars were immediately used, which
might has consequences not only in the field of taxation. On the other hand the above
mentioned conclusion cannot be fully generalized due to the Laffer curve behavior vs. the
concrete mineral oils taxes policy and automatically applied to any period. This is going
to be a object of the planned future research.

The outputs of the model confirm the dependency of mineral oils taxes yields on their tax
rates in the analyzed period. As the rates have been continuously increasing for decades
we can say that the model describes the situation when tax rates increase at the
concrete state of our economy. Moreover the model describes only the taxation of
mineral oils so the conclusion cannot be without further verification transferred and
applied to other period or generally to the consumption and environmental taxes without
any additional analysis and comparison.

The data set consists of twelve years. The standardly required tests were realized,
particularly the normality test, nevertheless the conclusion should be applied only to the
period analyzed. We can express the conclusion, valid for the period of 2000 - 2011
based on the correlation and regression analysis, the increase of the average tax rate of
unleaded petrol and diesel of 1 CZK/ 1.000 I could lead to the tax revenues increase of
12.9 mil. CZK. Any increase of household net incomes per capita compared to the
previous year by 1 CZK tends to increase the mineral oil taxes yields of 1.15 mil. CZK. An
additional thousand newly registered motor vehicles, in relation to the previous year,
could cause the tax revenues increase of 28.8 mil. CZK.

The strong correlation between the mineral oils tax rates and tax yields was confirmed by
the Pearson coefficient as it reached the value of 0.8617 for unleaded fuel and 0.9154 for
diesel. Moreover the tax rate was identified as the statistically important factor for
mineral oils taxes yields using the econometric modeling for the unleaded fuel and diesel
in the Czech Republic in the concrete period.

The factors as the net income per capita and the number of registered vehicles were
identified as statistically important factors in the analyzed period in the Czech Republic
too. The coefficient of determination of the whole model reaches the high level of 94%.

Contrary to the statistically important variables the transport performance (the freight
and passenger transport), the consumer retail price of petrol and diesel, and the price of
petrol, were identified as factors being not statistically significant at the chosen level of
statistical significance (a = 0.05) in the analyzed period.

The next consecutive analysis should follow the results of this paper and evaluate the
relationship between the tax rates and the tax yields of different consumption taxes
targeted to variable importance of the tax rates in different stages of the economy
development using the data of the period 2004 - 2016.
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Abstract: The article deals with evaluating the level of application of management and
control principles of public finances in selected public administration entities. Standards
for this evaluation, valid principles of management and control of public finances and the
rules for their application have been established between 2000 and 2001. They are
applicable in activities during the acquisition and operation of property. The article
focuses on the current status and monitoring 3E concept - effectiveness, economy and
efficiency and the use of the term accuracy. These should be part of common public
administration management during their decision-making procedures. The management
of public administration entities uses internal regulations for their internal activities,
which determine the procedures and methods for ensuring the management and
controlling public finances. The article's results of principles application in the
management and control of public finances in selected public administration entities can
subsequently be the basis for changing the internal standards in order to improve these
activities of management not only for the analysed public administration entities.

Keywords: Efficiency, Effectiveness, Economy, Internal Regulations, Public Administration
Entity

JEL code: H83

1 Introduction

The basic standards for the evaluation the level of application of management and control
principles of public finances are the statutory standards and regulations issued by the
Ministry of Finance of the Czech Republic (CR), as well as regulations and norms in order
to conduct the management and activities of public administration entities (PAE). For
each activity of the economic entity are crucial principles relating to the management and
control of the financial system in the appropriate organization.

Preparation for the entry and subsequent involvement of the CR into the structures of the
European Union (EU, in 2004) meant to learn in PAE to respect and apply the principles
of the management and control of public finances (the principles).

Existing principles: accuracy, efficiency, economy and effectiveness applied in relation to
public finance has become, along with other related activities as control and audit, basis
for all activities in public administration. The principles are related to the various
activities which public administration carries out. These activities include for example
financial management, employee compensation or property management: during
acquisition and purchase of products and services, usage and operation of property, its
maintenance etc.

The principles are contained in laws, which focus on the activity of public administration.
The basic legal standard in terms of these principles is Act No. 320/2001 Coll., on
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Financial control in the public administration (2001) (the Financial Control Act). In
connection with this was adopted Decree No. 416/2004 Coll. (2004), which implements
the Financial Control Act (the Financial Control Decree). Some of the principles are also
contained in other acts of law (in the current legal text), as for example: Act No.
219/2000 Coll., on Property of the Czech Republic (2000) (the Property Act); Act No.
128/2000 Coll., on Municipalities (2000) (the Municipal establishment Act); Act No.
129/2000 Coll., on Regions (2000) (the Regional Settlement Act); Act No. 218/2000
Coll., on Budgetary Rules and on Amendments to Certain Related Acts (2000) (Budgetary
Rules Act); Act No. 250/2000 Coll., on Budgetary Rules of Territorial Budgets (2000) (the
Territorial Budgetary Rules Act) and others.

In relation to these principles, PAE is required to adopt procedures for establishing and
maintaining an internal control system. That creates the conditions for the economical,
efficient and effective performance of the relevant PAE. The system should be able to
identify, evaluate and minimize operational, financial, legal and other risks arising in
connection with meeting the agreed intention and targets. It should also include
procedures for timely information reporting to relevant levels of management and about
the occurrence of serious deficiencies and the actions, which are taken and implemented
to fix them.

The Financial Control Act, come into force in 2001. How important are the principles
included in here for the activity of PAE, is the question in here. This fact can be assessing
from the audit findings and the annual reports of the Supreme Audit Office (SAO) for the
period since year 2001. The annual SAO reports for individual years point out to the
persistent problems of keeping the principles and their application to the activities of
individual evaluated PAE (Supreme Audit Office, 2016).

In its annual 2016 report, the SAO identified the key factors which reduce the impact of
individual principles on state expenditure policies. These include, for example: poor
strategic and conceptual management, leak control of the costs substation and the
effectiveness of the incurred funds. The annual report notes (according to identified
weaknesses), that institutional management has wide scope for improving its own
performance by implementation of the principles (Supreme Audit Office, 2016).

Currently, the Ministry of Finance of the CR, the Government of the CR and the Chamber
of Deputies are preparing the amendment to the Financial Control Act. The guideline for
change is Regulation (EU, EURATOM) No. 966/2012 Coll., on the financial rules applicable
to the general budget of the Union (the Regulation), applicable to the general budget of
the EU. The Regulation sets out a series of principles regarding the control and
management of public finances. Specifically, Article 30 deals with the principles of proper
financial management. These rules will introduce (through amendment) a new concept of
these principles into the Czech environment.

The existence of the amendment will also mean a reassessment of existing procedures of
PAE. It will be necessary to take measures that will put these principles into practice.
There is the premise that new setting of powers and responsibilities of employees -
including top management will occur.

The internal standards, rules and procedures are the source for the level of assessment
of the principles application.

The underlying problem is to determine what the current level of implementation of
existing principles is within selected PAE. The aim of the contribution is to get the answer
from the selected PAE to the question: At what level are currently being respected
principles and related economic tools within internal regulations (IR)? Based on the
results and evaluation of achieved levels will be then suggest recommendations. These
could be implemented in relation with the introduction of the amendment to the Financial
Control Act into practice at various PAE.
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2 Methodology and Data

Different methods of scientific work were used during processing the above-mentioned
problems; the Grounded Theory method was the basic one. This qualitative method has
allowed us to narrow the research problem through research questions and deal with
individual data areas and then addressing them with supplementary questions. Further
methods used for the examination and evaluation the research was: analysis and
synthesis, comparison and induction.

The data collection and analysis process was based on the examination of the acquired IR
of selected PAE. The cost-utility analysis (CUA) has become a tool for evaluatiing the
surveyed data. The rating scale was used for the CUA implementation. The evaluation in
chosen individual areas (via the rating scale) was based on the measurement of the
utility on the base of the subjective expression of the evaluator's satisfaction (Ochrana,
2001). Research questions were: At what level is fulfilled the diction of legislative norms
in the examined areas in their specific use within IR? How are in IR applied principles for
the management and control of public finances and related activities?

A rating scale from 1 to 5 was used for the assessment of individual areas. The value
1 indicates the most preferred state and value 5 indicates the least preferred state. Table
1 shows the qualitative assessment of the individual points in relation to the selected
areas. The wording for the assessment of individual areas created possibility to specify
the state in which the evaluated phenomenon is currently set. The follow-up description
of the results allowed accepting the formulation of the proposals for the measures, which
are related to the evaluated area.

Table 1 Description of rating scale for assessing the evaluated areas

Value The area is meeting in terms of requirements:
Without defects. The area is clearly expressed in the internal
documents. The procedures of the process implementing are described
1 in relation to the persons responsible. The realisation of the principles
allows measurability of the area and direct application in decision-
making and control processes.
Minor defects. The area is expressed in internal documents. The
2 procedures of the process implementing are described in relation to the
persons responsible. The principles are used in decision-making and
control processes.
Major defects. The area is expressed in internal documents. The
procedures of the process implementing are not described. There are
3 missing bindings, rights and responsibilities for applying the principles in
decision-making and control processes.
Serious defects. The area is expressed in internal documents, but only
referring to the higher legal standard. It has no informative value in

4 relation to the responsible persons. The procedure for applying the
principles in decision-making and control processes is not clearly
described.

5 Crucial defects. The evaluated area is not included in internal
regulations

Source: author's own research

IR of selected PAE were used as the basis for the option of evaluation.

PAE were selected by a stratified selection, so different groups of public administration
organizations were represented:
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e organizational component of the state (ministry) — obtained IR is from 1 subject
out of 14, p; = 0,0714, (Government of Czech Republic, 2017);

e higher local authority units (regions) — obtained IR are from 3 subjects out of 14,
p> = 0.2143, (Czech Statistical Office, 2017);

e local authority units (districts of municipalities with extended competence) -
obtained IR are from 12 entities out of 206, p; = 0.0582 (Czech Statistical Office,
2017).

At the level of confidence (a = 0.03), it can be stated that the levels of reliability of
individual groups of public administration organizations (pi, p2, pP3)> a. The number of IR
received from each group of entities is relevant for evaluation.

The management of the above-mentioned PAE mostly uses, during their operations,
management by objectives. In this management, it is implemented a process where top
management sets goals and other employees meet the objectives with their daily basis
activities. The management uses for implementation of management by objectives IR for
its internal activities.

The purpose of IR is to apply legal norms into specific conditions of PAE. The IR includes
the rules, procedures and methods for securing the management and control processes
of public finances in its own conditions of each PAE. For this reason, we were acceding to
the solution of solving this area by classifying the level of observance and respect of
selected areas resulted from the IR.

The IR were obtained via the websites of the individual entities and further through the
application of the relevant legislative standard - obtained on request.

Table 2 Examined areas of internal regulations

Areas of IR in relation to the principles for management and control of public finances

1 Determining the responsibilities of departments and persons in the
organizational structure.

2 Definition of terms efficiency, economy, effectiveness and accuracy.

3 Usage of procedures under the Financial Control Decree.

4 Usage of planning under the Financial Control Act

5 Acquisition of property, public contract and acquisitions processes under the
Financial Control Act.

6 Usage of processes of risk management.

Source: author's own research

3 Results and Discussion

The results of the examinations within the individual areas 1-6 are shown in the following
Figures:

Figure 1 “The results for selected subjects in the range of areas 1 to 3” indicate the
individual PAE on the X axis, the Y axis specifies evaluated rating scale (1 to 5). The
figure also shows a table with achieved value for individual entities of public
administration and examined areas (according to table 2 “Examined areas of internal
regulations”) and the arithmetic average for three mentioned areas.

Figure 2 “The results for selected subjects in the range of areas 4 to 6” indicate the
individual PAE on the X axis, the Y axis specifies evaluated rating scale (1 to 5). The
figure also shows a table with achieved value for individual entities of public
administration and examined areas (according to table 2 “Examined areas of internal
regulations”) and the arithmetic average for three mentioned areas.
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Figure 1 The results for selected subjects in the range of areas 1 to 3
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Source: Author's own research

Legend: PAE are identified in alphabetical order; the investigation fields are identified numerically
and graphically; PAE: a - government department (ministry); b—d higher local authority units
(regions); e-p local authority units (districts of municipalities with extended competence).

The obtained results on Figure 1 “The results for selected subjects in the range of areas
1 to 3” show that the possible expected optimum (as average for all evaluated areas) at
recommended point 2 (minor defects) was achieved only by 3 entities.

In the evaluated area 1 (Determining the responsibilities of departments and persons in
the organizational structure) only minor defects (8 entities) and major defects
(8 entities) were identified. No other values were observed.

In the evaluated area 2 (Definition of terms efficiency, economy, effectiveness and
accuracy), defects with a value 5 (crucial defects) were identified. This fact was found in
4 out of the 16 entities. Finding (25 % of PAE was rated in this area by value 5) shows
that the approach of management identified by IR does not allow measurability of the
area and the direct application of principles in decision-making and control processes of
these entities. Responsible employees do not decide on the basis of measurable results.
Principles are not identified in usable form for the management. This means that the use
of budgeted PAE funds cannot be substantiated in an evaluable way. The required option
necessary for the management: “If we want to manage, we need to know, and if we
should know and not only to assume, we must be able to measure” (Bazala, 2006), is not
fulfilled.

In the evaluated area 3 (Usage of procedures under the Financial Control Decree), none
of the evaluated PAE achieved value 1 (without defects) and only 3 subjects could be
rated by value 2 (minor defects). In most cases (7 out of 16 respondents), the score
reached value 5 (crucial defects). This result point out that PAE with rating 5 did not
introduce or describe procedures for the implementation of the Financial Control Decree
in addiction to responsible persons.
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Figure 2 The results for selected subjects in the range of areas 4 to 6
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Legend: PAE are identified in alphabetical order; the investigation fields are identified numerically
and graphically; PAE: a - government department (ministry); b—d higher local authority units
(regions); e-p local authority units (districts of municipalities with extended competence).

The results demonstrated on Figure 2 “The results for selected subjects in the range of
areas 4 to 6” show that the possible expected optimum (as average for all evaluated
areas) at recommended point 2 (minor defects) was achieved only at 2 entities.

In the evaluated area 4 (usage of planning under the Financial Control Act), is
insufficiently treated area in IR of PAE. This fact is confirmed by the results, because
none of the analysed PAE reached the optimal levels. Out of 16 analysed PAE - 9 reached
level 3 (major defects), the remaining 8 PAE reached level 4 (serious defects).

In the evaluated area 5 (acquisition of property, public contract and acquisitions
processes under the Financial Control Act.), there is possible to find better results for
individual entities. Eleven Subjects - that means most of the analysed PAE reached
a score of 3 (major defects). This means that most entities have description of the
process of acquiring property in their own IR (the Directive). These IR are characterized
by a high degree of inaccuracy in relation to the specific procedures of PAE in the
realization of a public contract. Therefore, it leads to inefficiencies of this area.

It is possible to evaluate that the area 6 (usage of processes of risk management), is
characterized by the worst results among all the analysed areas. The status of the
evaluation was at 10 subjects with value 5. The area of risks is by PAE over time
underestimated discipline. PAE employees in the decision-making process do not take
risks associated with management and leading. This fact negatively affects the economic
performance and results of PAE.

What position and opinion to take to the introductory question: At what level are
currently being respected principles and related economic tools within internal
regulations?

From the Figure 1 " The results for selected subjects in the range of areas 1 to 3" and
from the Figure 2 " The results for selected subjects in the range of areas 4 to 6" it is
obvious that, in average, each of the areas only rarely achieved predicted value
2 (corresponding with minor defects).
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IR report, in the evaluated areas, a number of different types of defects. The median of
the point values for each area (1 to 6) of evaluated PAE is 3.5. It means the median
reached value between 3 (major defects) and 4 (serious defects).

What are the characteristic defects in the implementation of principles and of other
related tools to the management and control of public finances?

In the case that identification of principles and other instruments (control, risk
assessment) exists, the content of IR is not specific in these evaluated areas. It is stated
that they "should" take place, but there are no specific instructions for how to proceed it.
Procedures for process implementation, performed by individual process participants, are
not described. In context with this, bindings, rights and responsibilities for individual
employees are not identified.

Existing simplified elaboration of the principles in IR automatically assumes execution
capabilities of all employees (including management). According to the results of control
findings — implementing capabilities of employees (even management) cannot meet the
needs and obligations of PAE.

This fact indicates the PAE management necessity to pursue IR more consistently. PAE
management should understand that their IR helps in management on various levels of
the organization structure. The proper IR range and formulation can contribute to
fulfilling of the required principles and, in particular, to improve management itself.

Based on the assessment in individual areas, PAE management should take a number of
measures to remedy that would help to solve the evaluated current state. For each PAE
management functions and for PAE individual activities, which they deal with, it is
necessary to set up process procedures through IR.

The proposed measures should be aimed at adjustment changing and amending the IR.

According to the seriousness, these changes should focus on the processing and
completion of the IR at least in the range of:

1 Methodology for the principles implementation.

2 Methodologies for identifying, eliminating, mitigating or preventing risks.
In both the above-mentioned cases, it is a more consistent elaboration of the obligations
set by the Financial Control Act on its individual provisions. In preparing amendments of
the IR, is however necessary to focus on issues arising from the forthcoming amendment
of the Financial Control Act. Fulfilment of obligations under other Acts of law mentioned
in the introduction of this paper could be even ensured in connection with this.

With the adjustment and amendment of IR (according to points 1 and 2), it is necessary
to ensure even adjustment of a competency framework for the performance of all
participating employees. PAE top management should plan and develop, in the interest of
PAE, a competency profile for both sides: its own and its employees as well. The aim
would be to increase their eligibility to use and implement the principles related to the
management and control of public finances. Regular training and courses should become
a part of the concretization of individual IR areas.

4 Conclusions

The article dealt with the issue, which has constant problems in the Czech Republic and
its PAE. As previously stated under the preceding chapters - The cause of the current
state lies in the deficiencies and defects resulted from the erroneous, defective,
insufficient elaboration of the legislative standards into the conditions of the competent
PAE through their IR.

The rights and obligations are in legal norms referenced to the PAE top management.
Only on them depends the ability of individual PAE to deal with the obligations related to
the management and control of public finances.
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Abstract: The relevant literature suggests that if, and only if, outsourcing is properly
implemented, then it may, but might not, improve cost effectiveness and deliver the
necessary quality. In this paper, we present two cases describing the processes and
results of outsourcing by public sector bodies in the Czech Republic. Data are based on
an in-depth audit delivered by students preparing their master’s degree theses under the
supervision of one of authors of this paper. Compared to our previous in-depth audits in
Slovakia, we did not find very visible cases of inefficiency connected with in-house versus
outsourcing decisions. However, our data confirm that the core problematic service in our
public administration conditions is transportation. The ‘habit’ of public bodies having
company cars or even in-house drivers is usually a very expensive practice. If such cars
and the time capacity of the drivers are underutilised, the costs of taxi services can
actually be much cheaper. The data also show that even with only a few competing
bidders, public organisations can receive very low-cost offers for cleaning and security
services, much below the minimum costs of internal production. Suppliers can achieve
this by 'manipulating’ the labour costs or the costs of the quality of the delivered service.
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1 Introduction

Outsourcing the production of internal services to private suppliers is a very common
type of alternative service-delivery arrangement. The decision to outsource should be
based on the answer to the question: ‘Produce in house or buy?’ (Prager, 1994).

The growth of the number of externally produced internal services (such as cleaning) is
very much connected with the New Public Management (NPM) ideology. Reform steps at
the end of the 20th century focused on increased efficiency via de-monopolisation,
decentralisation, deregulation, externalisation, and privatisation (Lacasse, 1992; Péteri
and Horvath, 1997; Sclar, 2000; Smith, 1996; Walsh, 1995). The result was a massive
increase in the use of Alternative Service Delivery Arrangements (ASDA) in the public
sector (Digler, Moffet and Struyk, 1997; Donahue, 1989; Green, 2002; Hefetz and
Warner, 2004; Hirsch, 1991; Miranda and Andersen, 1994; Alford and O’Flynn, 2012;
Nemec, Vries and Potier, 2017).

The expected benefits from outsourcing are especially connected with potential cost
savings and increased transparency in public expenditures (Savas, 1987; Siegel, 1999;
Green, 2002; Digler, Moffett and Struyk, 1997; Osborne, Radnor and Nasi, 2013;
Sarapuu and Lember, 2015). However, these benefits can be offset by increased
transaction costs (inevitable extra costs to manage the contract) and decreased quality
(if the contract is imperfect and/or contract monitoring fails); see, for example, Pratt and
Zeckhauser (1986) and Arrow (1985).
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In this situation, the relevant literature suggests that if, and only if, the outsourcing is
properly implemented, then it may, but might not, improve cost effectiveness and deliver
the necessary quality. Because of this, it is of utmost importance to know what the core
factors and barriers of successful outsourcing are.

The goal of this text is to present two cases describing the processes and results of
outsourcing in public sector bodies in the Czech Republic. The importance of this study is
mainly in that similar in-depth studies are almost entirely absent from the existing
economic literature about outsourcing.

2 Methodology

The study uses a rather simple methodology. Detailed data about all aspects of the
outsourcing processes and outsourcing results in two selected public organisations were
collected via in-depth audits conducted by students preparing their master’'s degree
theses (Kufova, 2016 and Mrazkova, 2016) under the supervision of an author of this
paper. Additional information was collected in interviews with the economic directors of
the investigated organisations. Two bodies were selected - the municipal office in a
medium-size city and a theatre of national importance. The organisations are unnamed,
at their request.

3 Case Study 1: Municipal Office

In the selected municipal office, two outsourced services (cleaning and part of IT
services) and two in-house produced services (maintenance and transport) are analysed.

Cleaning

This service was produced in house before 2010, but the office decided to outsource it.
The service costs in 2014 were 5607.6 CZK per employee and 138.1 CZK per sgqm (1 EUR
x 27 CZK). The first tender for an external supplier was conducted in 2010/2011; three
firms submitted proposals:

e Vidocq s.r.o., Pardubice,

e Technické sluzby Moravska Trebova s.r.o., Moravska Trebova,

e ALFA - BETA servis s.r.o0., Zabreh.
The selection criterion was the lowest price bid (may be not so wise decision for this
service). The winner of the tender was ALFA-BETA servis, offering a price of 34 788 CZK
(Vidocq offered 37 747 CZK and Technické sluzby Moravska Trebova offered 46 800
CZK). However, a few days after the contract was signed, the contract price was
amended and increased by 1 800 CZK (without VAT), with a new total monthly price of
36 948 CZK. This is still below the second-lowest bid, but not exactly in line with existing
legal regulations. In 2013, the contract price was increased to 37 255.9 CZK. The firm
proposed a further increase to 40 018.4 CZK, but this proposal was not accepted by the
municipality.

The cleaning costs invoiced by the winner were, for most months of service delivery,
higher than the contract price (the municipality explains that it ordered extra services),
which may, but might not, be legally correct (lowest 36 948.00; highest 60 595.10).

In 2015, the municipality repeated the tender, as the municipality was not willing to
accept the price increases proposed by the supplier. Again, the municipality received
three bids, and the criterion was the lowest price. The results were as follows:

1. JASPA Servis s. r. 0., Opava: 38 528.21 CZK

2. Kamil Effenberger, Zabreh: 35 077.90 CZK

3. SECCON s. r. o., Litomysl: 36 295.16 CZK
The winner, JASPA s. r. 0., Opava, did not offer the lowest price, but it received a special
‘discount’ because more than 50% of its employees are disabled; for this reason, its price
was formally the lowest. Taking into account that such results would increase cleaning
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costs, the municipality cancelled the tender and started a new one - with the same group
of suppliers (legally problematic solution). The results from the new tender were as
follows:

1. JASPA Servis s. r. 0., Opava: 29 982.19 CZK

2. SECCON s. r. 0., Litomysl: 32 668.55 CzZK

3. Kamil Effenberger, Zabreh: 34 109.90 CZK
The tender results show that the proposed service prices are significantly decreasing. We
tried to determine if such a low price had an impact on quality by surveying the
municipal staff. The results were not conclusive: some staff were happy, and some were
not. It seems that this significant decrease in cost was not noticeably offset by a
decrease in quality (in a short-term perspective).

We also tried to test the ‘efficiency’ of the new price to determine if outsourcing is a good
decision. The first benchmark is data from the benchmarking system of Czech
municipalities (Table 1). Because full cost accrual accounting is not used, the data are
imperfect. Normally only direct costs are included, and thereby in-house production costs
are underestimated. Because this municipality has 83 employees and monthly costs of
approximately 30 000 CZzK, its relative costs for externalised production are
comparatively very low.

Table 1 Cleaning costs in Czech municipalities per employee (benchmarking initiative
members with internal cleaning), CZK

2010 2011 2012 2013 2014
5 10 855.85 11 334.48 11 770.90 11 536.58 12 174.54
10 8 666.66 9 703.70 10 657.71 10 935.64 10 734.21
18 9 152.04 8 845.23 8 458.82 7 080.92 7 977.40
23 7 769.69 6 540.69 7 552.79 7 697.53 7 615.85
26 9 834.58 9 967.30 11 280.70 11 008.77 10 872.88
28 10 444.68 10 994.38 10 407.40 11 876.47 11 605.71
34 13 905.45 11 796.06 10 410.62 12 393.93 11 411.76
39 5410.83 6 126.31 6111.11 6 059.52 6 234.73
41 18 938.97 8 855.26 9 093.33 9 066.66 8 824.05
42 8 817.82 8 010.89 9 121.05 8 572.02 9 060.08

Source: municipal office (data are not public)

Another benchmark is the ‘virtual’ offer of existing companies offering cleaning services.
We received two virtual bids for the conditions of the municipal office. The first bid, by
HESTIA (klidova s.r.o., was an unrealistic 238 550 CZK without VAT for one month. The
second bid, by BRUCO, was 42 315 CZK without VAT per month. Despite the fact that a
real competition could decrease the offered prices, our ‘virtual tender’ indicates that the
winning bid by JASPA servis was really inexpensive.

Information technologies

The municipality decided to outsource part of its IT needs, connected with the
obtainment of an EU grant (Technologické centrum pro ORP Moravska Trebova). In this
case, the selection criterion was the most economically advantageous bid (price for part
I, price for part 2, and technical parameters of the offer (problematic choice). The winner
was OR-CZ s.r.o with 99.64 points and monthly service costs on the level of 18 162 CZK
(this sum was invoiced monthly for the whole investigated period).

It is difficult to assess the efficiency of this solution, because only one part of the IT
services is covered. If the municipal office needed to employ one more specialist in order
to obtain this service, the costs for outsourcing seem to be comparatively low (the
monthly labour costs for one IT specialist in the Czech Republic are at least 50 000 CZK;
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the yearly direct salary costs of two IT specialists employed by the municipality are
almost one million CZK).

The negative aspect of this service is the fact that the contract was signed for an
unlimited period and the contract provided the supplier with the right to increase the
price (based on inflation) without consulting with the municipality.

Maintenance of buildings

The regular and irregular minor building maintenance is delivered by one internal full-
time employee. The direct costs of this service were approximately 200 000 CZK yearly.
Because the sum is very small, we decided not to check the efficiency of this service.

Transportation

The municipality does not have in-house drivers, but it does have six passenger cars, and
employees who have passed a prescribed examination are allowed to drive the office
cars. The list of cars, with their purchase prices, is as follows:

SKODA SUPERB: 689 300 CZK (2014 mileage 19 513 km)
SKODA OCTAVIA: 436 590 CZK (2014 mileage 18 645 km)
SKODA OCTAVIA COMBI: 476 599.99 CZK (2014 mileage 1 899 km)
SKODA FABIA: 332 996.10 CZK (2014 mileage 20 166 km)
SKODA FABIA: 318 857,50 CZK (2014 mileage 9 520 km)

e SKODA FABIA: 314 733.50 CZK (2014 mileage 5 599 km)
In 2015, the municipality purchased (by the direct award method - rather problematic
solution) a new SKODA OCTAVIA for 479 300 CZK. This price included a discount for an
old SKODA FABIA that was sold to the supplier. The sum paid seems to be 20% higher
than standard market price.

The data above show that the existing system (six previously owned cars plus one new
one) is inefficient. The very visible indicator is that the mileage for some cars is too low -
the effectiveness principle is not respected. Concerning economy, we compared the
existing situation with two alternative scenarios.

The first possible option for replacing/reducing an owned fleet of vehicles is to rent cars
as needed. A local rental company has the following ‘set’ price - Skoda Octavia: daily
lump sum 290 CZK plus 2.90 CZK per km. The second option is to use a taxi service. A
local taxi service price is 10 CZK/km for long-term customers. Comparisons are shown in
Tables 2 and 3.

Table 2 Transport characteristics municipal office in 2015

Car km Fuel costs CZK Repair costs CZK
SKODA SUPERB 19 176 38 561 18 825
SKODA OCTAVIA 18 020 24 290 107 366
SKODA FABIA 19 989 46 928 25 999
SKODA FABIA 5411 14 483 341
SKODA FABIA 9 517 22 140 31 312
Total 72 113 146 402 183 843

Source: own research

Table 3 Comparative data (CZK)

In-house direct Rental cars (including TAXI
costs fuel costs)
Costs 330 245 341 458 723 350
Source: own research
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The calculations in Table 3 clearly suggest that owning a large fleet of cars is an
ineffective solution (the costs for petrol and repairs alone are fully comparable with the
cost of using rental cars).

4 Case Study 2: Theatre

The theatre uses outsourcing for the following internal services - security, maintenance
of the theatre property greens, and cleaning in some of its buildings. Most cleaning is
delivered in house, as the theatre was not successful with its last tender aimed at
switching to fully externalised production of this service.

Security

This service has been outsourced for more than ten years, but with frequent changes in
suppliers. The firm LEMESSIANA s.r.o. delivered the service until the end of 2014, when
the firm itself cancelled the contract by its own initiative. The firm Forcorp Group then
delivered the service until 31 March 2016 (selected only for one year by a simplified
procurement method, because of insufficient time to conduct an open tender for service
delivery). Since 1 April 2016, the service has been delivered by the firm BARTON A
PARTNER, s.r.o. In 2015, the yearly service costs were 1 574 385 CZK.

The most recent tender for the service was organised in 2016, with the tender process
outsourced to a specialised firm. The selection criterion was ‘best bid’ with the following
elements:

1. Price: 80%

2. Complexity and quality of offer: 20 %
The tender included two slots. Eight bids were submitted for both slots, four of them
were excluded. The proposed prices for the first slot were (without VAT):

BARTON A PARTNER, s.r.o.: 54 168.00 CZK
OP Security, s.r.o.: 66 900.00 CZK

PPH s.r.o.: 51 100.00 CzZK

IPO - Star, s.r.o.: 73 689.85 CzZK

The proposed prices for the second slot were:

BARTON A PARTNER, s.r.o.: 296.00 CZK

OP Security, s.r.o.: 370.00 CzZK

PPH s.r.0.: 310.00 CZK

IPO - Star, s.r.o0.: 379.60 CZK

The final winner for both slots was the firm BARTON A PARTNER, s.r.o. The contract was
signed for an unlimited period (should not be done so) on 22 February 2016. The price
for this service is really low, as the invoiced labour costs are below the minimum wage in
the Czech Republic. The perceived quality of the service is partly problematic - the
theatre is evaluating the option to switch to a mixed model, with an in-house night
security staff. The supplier hires pensioners for this position, which enables the supplier
to invoice such low sums, but raises the risk of such staff being unable to act in case of
a real emergency.

One specific issue is connected with the contract for security services. The yearly total
costs calculated on the basis of the contract should be 1 697 708 CZK, but the 2016
reality was 2 347 724 CZK (the management provided no explanation for this difference).
This price is still an economically effective solution, as the minimum direct labour costs
for delivering the service in house (for the same workload) would be approximately
2 358 650 CZK. The issue is the limited quality of the night security service, as
mentioned above.
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Maintenance of greens

This service has been outsourced for more than ten years. The most recent tender was
organised (small scale procurement procedure) in 2014, and the municipal company
Verejna zelen mésta Brna was selected. The 2015 costs for the service were 388 760
CZK.

The 2014 tender selection criterion was lowest price (with a voluntary option of accepting
bartered payment for parts of the invoices with tickets for theatre performances or other
services - rather problematic aspect). The following bids were received (without VAT):

e Verejna zelen mésta Brna, p.o.: 394 305 CZK

. Bartovﬁ, a Partner, s.r.o.: 419 956 CZK

¢ DVORAK comte, a.s.: 657 196 CZK
The theatre management is satisfied with the quality of service provided by the winner.
The minimum level of direct labour costs for in-house production of this service (at the
same volume) would be about 500 000 CZK. This means that in-house production would
be a more expensive solution.

Outsourced cleaning

For most of the theatre buildings, the cleaning is provided in house (only the directorate
building, a small administrative building, and two flats are cleaned by the firm selected
by a direct award (should not be so) in 2004 (formally, the yearly costs at the time of
selection were on a level allowing for direct purchase). In 2015, the cost for cleaning the
above-mentioned buildings were 667 282.79 CZK without VAT (above the maximum limit
for a direct purchase today), but the old contract is valid and was signed for an unlimited
period (should not be so). The minimum direct costs for in-house production of this
service would be slightly higher - we calculated them at 685 820 CZK.

We tried to benchmark the contract prices to virtual bids from selected potential
suppliers. From the ten firms contacted, only one submitted a virtual offer — on a level of
648 480 CZK, marginally less than the current contract.

The perceived quality of contracted cleaning services is positive, with some but not very
crucial negative comments. The willingness of the firm to communicate about problems
was appreciated.

In-house cleaning

The theatre announced a tender for outsourcing cleaning for all its other buildings in
January 2014. It used an external body to manage the tender. This tender was
eventually cancelled due to different complaints from the bidders. In this situation,
cleaning of the main theatre buildings is produced in house by theatre employees - a
twenty-member cleaning staff. The direct (labour) costs for internal cleaning in 2015
were 2 348 368 CZK.

To benchmark the costs of in-house production, we again contacted ten firms with a
request for virtual bids. Only one complex virtual bid was received, with a contract price
of 2 532 000 CZK. Because the in-house ‘price’ for cleaning does not include any indirect
costs (not even social contributions), outsourcing, supposing that virtual bid is realistic,
could be a better option for the future.

The management is fully satisfied with the work of the in-house cleaning staff.
Transport

Most of the transport is carried out by company cars. The theatre has four full-time
employed drivers (!). The theatre was not willing to provide any more detailed
information about transportation costs, only the fleet structure: Skoda Superb - 2 cars,
Ford Transit, Skoda Superb Combi, Skoda Octavia Combi, Renault Mascott, Fiat Scudo
and Mann tractor trailers. The fleet is a combination of older and almost new cars.
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From accounting, we were able to determine that the total transportation costs in 2015
were 1 464 850.91 CZK. Fuel represents 699 733.33 CZK and ticket costs are 400 082
CZK. The rest is probably service costs - full costs (including depreciations) are not
calculated. In any case, owning a fleet (except for specific cars) and especially having in-
house drivers, whose time capacity is not used sufficiently, is proven to be an ineffective
solution.

5 Discussion and conclusions

In this paper, we provide detailed information about the in-house versus outsourcing
decisions of two public bodies in the Czech Republic. The data presented are fully
reliable, because the data were collected through direct research in the selected
organisations and were verified with representatives of the selected organisations. This
guarantees that our analysis is an accurate reflection of the situation - but only of the
situation in these two selected bodies, not necessarily of the general situation in the
Czech public sector.

The data reveal examples of effective outsourcing, thereby indicating the potential value
of externalisation, if it is properly implemented, but also examples of ineffective
decisions. We can compare our results with only a few similar studies - this kind of in-
depth audit is rather rare. Moreover, the results of case studies are not representative
and cannot be used for generalisation. If we compare our findings with similar in-depth
audits in Slovakia (Merickova et al, 2010), our cases studies indicate a much better
quality of decisions. We did not find very clear cases of inefficiencies connected with in-
house versus outsourcing decisions (in Slovakia, ten out of ten decisions were ‘wrong’).
On the other hand, as in the Slovak case studies, major deficiencies are connected with
procurement processes.

Our data confirm that the core problematic service in our public administration conditions
is transportation. The ‘*habit’ of public employees having their own cars or even in-house
drivers is usually a very expensive solution. If such cars and time capacity of drivers are
underutilised, the costs of taxi services can actually be much cheaper. The source of this
problem is the non-existence of full costs accrual accounting — depreciations and other
indirect costs are not followed and the ownership of cars may therefore appear to be a
low-cost choice.

The data also show that even with only a few competing bidders, public organisations can
receive very low-cost offers for cleaning and security services, much below the minimum
costs of in-house internal production. Suppliers can achieve these low-cost offers by
‘manipulating’ labour costs or the costs of the quality of delivered services. Effective and
systematic contract management is a ‘must’ in these areas.
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Abstract: Since starting its business in 1947, the IMF also began to support member
countries with balance of payments problems by giving them credits. This process was
accompanying by design of the respective stabilization (financial) program. In the early
50th, a specific approach in the form of a simple model as well as accompanying set of
conditions for ensuring financial stability was developed as the base of the IMF’s
approach. Afterwards, the methodology of the program design has been changing in
accordance with changing conditions. The aim of the paper is by method of historic
analysis to find out how the IMF has been changing the way of construction of its
stabilization programs from the side of theory and methodology and how it complies with
stabilization mandate of the IMF. There are some criticisms that claim the IMF fails to
fulfill its aims also for unsound methodological framework of stabilization programs. Our
analysis shows that thanks to the flexibility of the IMF s approach that allows to prepare
country tailored programs, this institution have succeeded in the course of time in
creating of the reliable framework for preparing of the stabilization programs.

Keywords: financial crises, financial stability, International monetary fund, stabilization
programs
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1 Introduction

After the end of World War II, it was the Bretton Woods  agreement in 1944 that
governed the international monetary relations. Under this agreement, each member
country undertook to maintain the par value of its currency in terms of gold or the U.S.
dollar. In other words this established fixed exchange rates system. Since its starting
business in 1947, the IMF also began to support member countries with balance of
payments problems by giving them credits. In the early 50th, a specific approach in the
form of a simple model as well as accompanying set of conditions for ensuring financial
stability was developed mainly by Polak (1957, 1997) and Robichek (1967). Also findings
of Fleming (1962) and Mundell (1963) were incorporated into the the stabilization
(financial, adjustment) programs that accompanied the loans. Process of developing
these programs was called financial programming.

After the collapse of Bretton-Woods in the early 1970s, the methodology changed. The
main challenge was the change of the fixed exchange rates of the world major currencies
into flexible ones, while the original approach addressed the situation with fixed rates.
Central banks started to use monetary policy regime based on inflation targeting, which
brought about the change to evaluation of monetary targets (e.g. Bléjer et al., 2001). To
the methodological and technical aspects of the financial programs are devoted e.g. the
papers Barth and Hemphill (2000), Martin et al. (1996.) which had summarized the
knowledge originated from ongoing programs and Mikkelsen (1998) examining the
posibilities of utilization of computer model for preparation of program design.

With the outbreak of global and financial crises in 2007, it turned out that the previously
preferred framework of inflation targeting in the form of pre crises configuration is not
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suitable to stabilization needs and had to be modified. It had also consequences for
stabilization programs, when minimally it turned out that there is a need to incorporate
in stabilization programs not only monetary (and inflation) targets but also target
concerning financial stability (Blanchard et al., 2010 and 2013).

Generally, there are extensive literature sources which deals with various sides of the
IMF “s financial programming activities, the policy issues in particular e.g. Agenor and
Montiel (2008), Laurens and de la Piedra (1998), Bleaney (1999), Borghijs and Kuijs
(2004), Clark and MacDonald (1998), Lipschitz et al. (2002) and IMF (1987, 2001, 2016)
and many others.

Some sources (especially that sprung from IMF) present positive explanation of IMF’s
theoretical and methodological approach to the stabilization program design, others bring
criticism (e.g. Nowzad, 1982, Easterly, 2005, Guice, 2015 and others).

Having analyzed these sources (and much more to make it possible to mention them in
contribution of limited extent), the aim of this contribution is with method of historic
analysis to evaluate if the IMF has established and has been changing the way of
construction of its stabilization programs from the side of theory and methodology in that
way which would comply with stabilization mandate of the IMF.

The remainder of the contribution is organized as follows: Part 2 is description of the
IMF’s monetary model within the Bretton-Woods system, part 3 deals with IMF's
operational approaches under free exchange rates and part 4 with IMF’s activities in the
period of financial crises. Each of these parts is followed by discussion. Part 5 Conclusions
follows.

2 IMF “s monetary model within the Bretton-Woods system

The analytical basis of the programs negotiated between the IMF and individual member
countries in the beginning of the IMF activities in the area of providing the financial help
was formalized in a number of papers by the Fund staff. It was Polak (1957, 1998) and in
some respects Robichek (1967) who mainly contributed to the building of IMF monetary
model which remained as basic approach for all Fund supported financial programs.
There were used also deductions of other economists among others of Fleming (1962)
and Mundell (1963).

IMF monetary model elaborated mostly by Polak extends the classical quantity theory of
money to the open economy. The model consists of the following four equations (Polak,
1998):

AM = (1/v) AY (1)
IM = myY (2)
AM = AD + AR (3)
AR = X - IM + AFI (4)

M - money stock

v - velocity of circulation of money

IM - imports

m - propensity to import

R - change of net foreign assets (foreign reserves)

D - stock of net domestic assets (domestic credit) of the banking system
X - exports,

FI - net capital inflow

A - first difference operator

Model contains two behavioral (1,2) and two definitional (3,4) equations. Equation (1)
represents demand for money function, equation (2) import function, equation (3) is an
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identity relating money supply to two sources of monetary expansion - domestic and
external (coming out from the consolidated balance of the banking sector) and (4) is an
equation of the balance of payments. It is pressuposed that net capital inflows and
exports are exogenously determined, so as the parameters v and m.

Characteristic sign of the model is its simplicity. There were good reasons for that (IMF,
1987) because of absence of statistical data in some areas for many of the Fund’s
member countries and also due to the almost total absence of econometric models
describing their economies. Generally, two sets of data were available - banking and
trade data. There was further factor of great importance - the focus of the model on the
key variable that the authorities could control - domestic credit creation. This variable
was seen as crucial for correction of the balance of payments problems for which the
Fund assistance was assigned. This was characteristic of the Fund “s use of the monetary
approach to the balance of payments.

The model was designed to illustrate the effects of two most important exogenous
variables - autonomous changes in exports and the creation of bank credit, on both
income formation and the balance of payments.

The model is dynamic in character - it contains both Y (in equation 2) and AY (in
equation 1) (Polak, 1998).

A stable demand for money function was assumed, with the economy in equilibrium
when money supply growth equals the rate of growth in the demand for money. This
means there is supposed to be the mandate of the central bank which takes care about
money supply so that it should be exactly the same as predicted demand of money.
There are two sources of monetary creation - domestic bank credit and the monetization
of foreign exchange inflows.

Equations (1) - (4) constitute the base for elaboration of financial programs (“financial
programming”) countries applying for the Fund s financial assistance. At the same time
it is also the base for conditionality, when IMF is requesting countries to fulfill agreed
indicators as the condition for the access to credit from the Fund. Projected numerical
values for individual variables are not a result of solving a set of equations (although
there were later attempts to do so - see Mikkelsen, 1998) but rather result of iterative
calculations. Polak stated that valuable byproduct of this approach is that it forces the
analysts to construct a set of consistent data across the individual sectors of the
economy (Polak, 1998).

The original financial programming methodology was designed for use in countries with
fixed exchange rate. After 1971, more and more countries started to implement
monetary policy within a flexible exchange rate regime, which meant either implicit or
explicit orientation of monetary policy to inflation target. This development meant also
the need of some analytical as well as practical changes in operational procedures related
to financial relations with the IMF and member countries. The problem was conditionality
which ties the provision of financial resources with the fulfillment of certain criteria, which
are usually built in respective financial program. In the area of monetary policy, these
were usually targets for the change of net foreign assets (foreign reserves - AR) and
limits on the development of net domestic assets (domestic credit - AD).

The mechanism of setting criteria for AR and AD worked in practice as follows: First the
target for the level of foreign exchange reserves (AR) was determined. While setting a
limit for the AD, which was compatible with the development of NFA, there was a need of
taking into account the expected development in velocity of money. Once the real values
of AR began to approach the limited level, the growth of AD limits inhibited the
expansion of the monetary base, which prevents monetary policy to exert additional
pressure on the balance of payments or inflation. This mechanism has proved to be
functional until the break- down of the Bretton-Woods system and many programs were
executed with it.
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The IMF is often criticized for its theoretical approach to programs design which is said to
have been neo-liberal or monetaristic. These critics question the validity and universality
of the economic theory which provides the rationale for the Fund’s policy instruments and
program implementation. Allegedly these free market policies were not always suitable
for the situation of the country. In fact, the IMF's approach is eclectic as is indicated
already in IMF (1987), i.e. not based on on a particular view of the economy or on the
convictions of a single school of economic thought. In the program, there could be
incorporated any theory that seems reasonable in specific situation. It is evident for
example from the Figure 1 which incorporates absorption (CA =Y - A) and monetary (AR
= AM - AD) approaches to the balance of payments. There is to say that IMF does not
use a uniform, rigid framework for assessing macroeconomic policies of its members. The
emphasis in Fund programs varies considerably depending on the circumstances of the
country in question.

3 IMF “s operational approaches under free exchange rates

After the break-down of Bretton-Woods in the early 1970s, the conception and the
structure of adjustment programs changed. The main challenge was the change of the
fixed exchange rates of the world major currencies into flexible ones. Furthermore,
several events in the 1970s such as large fluctuations in world prices of commodities,
sharp increases in real interest rates in international credit markets, and an extended
period of slow growth in major economics, aggravated the adjustment problems of
developing countries and seriously complicated the task of economic management IMF
member countries. There were also modifications in thinking about these programs which
had arisen from institutional and structural developments in the economies that the Fund
had been called on to assist. Finally, the design of Fund supported adjustment programs
has gradually absorbed many of the developments that have taken place in the
macroeconomics and international economics (IMF, 1987). Last but not least, there were
important changes in technical progress of elaboration financial programs related with
introduction of computers as well as econometric techniques.

As a result system of identities has been developed as illustrated in Figure 1. Within the
figure there are number of additional equations that cover structure of the economy.
Starting from savings — investment balance which results in external current account,
current account as a result of subtraction of absorption from product, through balance of
payments equation (CA + AFI = AR) and finally to the consolidated balance of the
banking sector. This figure has the advantage that shows interrelations of the individual
sectors of the economy. The only exeption is the general government sector which is
included in the figure implicitly through domestic credit and net capital inflow.

Figure 1 Basic macroeconomic framework for financial program design

[(S - I)g + (s - Ipl
CA = Y - A
+ +
AFI
AR = AM - AD

Source: IMF (2001)
(S - I) - savings-investment balance, g/p - government/private, CA - current account balance, A
- domestic absorption
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Traditional approach to the setting limits on AR and AD was challenged in these new
conditions (monetary policy was oriented towards the inflation target) and became more
complicated. Therefore it was desirable to modify traditional monetary conditionality
(Blejer et al. 2002).

Development of the AD might not be directly linked with the development of inflation, so
that any targets for the AD might be wrong markers. It could happen that actual AD
exceeds targeted and at the same time might not be a threat to the inflation target. This
means that while in terms of financial objectives of the program monetary policy should
be tightened, in terms of the inflation targeting it was not necessary.

Coming out from the abovementioned it can be inferred that in countries where monetary
policy is conducted under an explicit inflation target, it is necessary to modify traditional
practices of the financial programming exclusively based on monetary indicators. This
allows improvements to the whole course of realization of the program, in particular the
formation of a clearer link between the program objectives and the objectives of the
central bank but also facilitates the use of appropriate tools to achieve the objectives. At
the same time there is better communication with the central bank's economic entities
and markets.

From the practical point of view, there is important for the financial programs in an
inflation targeting context, to specify an inflation path more comprehensively with e.g.
quaterly intermediate inflation targets as opposite to usual annual one. These are subject
to regular IMF program reviews and on the base of that respective tranches of the IMF's
credit is paid. There is also important that inflation targets are forward-looking oriented
(Bléjer et al., 2001). We can conclude that the IMF has also succeeded in solution of
inflation vs. monetary target dilemma.

Operational framework (Figure 1) is composed of definitional equations which include
real, external, monetary and fiscal (implicitly) sectors of the entire economy and allows
great variability of eventual use of various mathematical models for identification of each
variable in the form of behavioural equations.

However, the key restrictions of financial programming are assumptions about
exogeneity of some components of identities with respect to others, and the assumption
of stable and “reasonable” parameters for some very simple behavioral relationships
(Easterly, 2005). This is the real problem. For example, the use of the monetary identity
(bottom line of the Figure 1) is based on the condition that money demand (AM) is
independent on domestic credit (AD) which is generally problem in modern economies
(concerning some developing countries it could be still the case). In ideal circumstances
real program exercise could looks like: there is an exogenous estimation of AM, there is a
target for foreign reserves and endogeneous variable AD is a residual of the equation.
This is the case if the condition about independency is fulfilled, if not, the exercise must
continue under simplified procedure. There is also a problem with estimation of demand
for money function. In recent decades which are characterized by financial inovations,
the estimation of money demand function is usually not possible at all. And there are
similar situations with attempts to estimate any other behavioural equation from the
operational framework (e.g. demand for exports function, consumption function etc.).

Taken into account all abovementioned troubles, the operational framework is still
leading guidline to set up the design of stabilization programs. It contains identities
which have to hold by definition. The limiting side of using identities are the data. Either
the data miss at all or there are some degree of their faultiness. This is typical for
developing countries but in some sorts of data also in countries with advanced statistical
system. An example can be mentioned in the area of monetary statistics (,,other items
net") but also in the balance of payments (,errors and omissions"). However serious the
related problems may be it can be stated that this is not specific problem of financial
programming but problem of any areas of economic analyses.
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4 IMF in the period of financial crises

The global financial crisis that's consequencies the world economy is still facing, is a big
challenge for the IMF. This most influential international financial institution developed
activities designed to help member countries to overcome the consequences of the
crises. This was also reflected in the amount of aid. General scope and seriousness of the
current crisis provoked the need for some way to modify the standard activities of the
IMF.

IMF by virtue of his position appeared to be a useful element to coordinate the
reconstruction of the international financial system. Practically it is done in the form of
the Fund 's assistance to G20 groop, which took possession as coordinator in the agenda
of the financial crisis. Within the framework of the G20 summit, which took place in April
2009 in London, it was agreed a substantial increase in resources to support members of
the IMF (IMF, 2016).

At the same time it came to sharpening IMF analysis and policy advice. The IMF provided
risk analysis and policy advice to help member countries to overcome the challenges and
spillovers from the global economic crisis. It also implemented several major initiatives to
strengthen and adapt surveillance in conditions of more globalized and interconnected
world.

In order to reflect the increasing importance of emerging market countries there were
done in 2008 and 2010 respective reforms which ensured that smaller developing
countries would retain their influence in the IMF. IMF also reformed its lending framework
to be more suitable to various circumstances which countries had to face.

There was also increased emphasis on social protection. The IMF helped governments
protect and even increase social spending. In particular, the IMF promoted measures to
increase spending on, and improve the targeting of social safety net programs that can
mitigate the impact of the crisis on the most vulnerable members of society. Social
aspect was emphasized also by improving conditions of helping the world’s poorest
countries when it was agreed that concessional loans to the poorest countries will be
quadrupled. As a result, IMF programs are now more flexible and tailored to the
individual needs of low-income countries.

From the point of view of the methodology it is important that it came to reforms of
terms for the IMF lending (conditionality), reworking of conditions for lending. Traditional
framework of financial support, based on the gradual provision of individual tranches of
loans under strict terms of the objectives of the financial program has been modified by
introducing new flexible forms of lending. These are intended for countries with normally
functioning economies, with the ability to adhere to the agreed policy measures. In this
case, the credit is granted immediately if necessary financial resources - unlike traditional
support programs linked to the performance of the financial program agreed objectives.
This approach allows more flexibility to respond to the specific needs of each country and
the nature and extent of their problems. Performance criteria were loosed, in fact they
were discontinued for all IMF loans, including for programs with low-income countries.
Structural reforms continue to be part of IMF-supported programs, but they have become
more focused on areas critical to a country’s recovery. It is in a way the reflection of the
IMF on criticism of governments and civil society organizations that “a significant number
of structural conditions are very detailed, and often felt to be intrusive and to undermine
domestic ownership of programs.” (IMF, 2016).

All that means the shift of the emphasis from the narrowly understood monetary and
inflation targets to more widely comprehension of the development targets. As for the
demand policies (monetary and fiscal) which were traditionally the key part of the
stabilisation programs, the crisis has caused the Fund to acknowledge the limits of
monetary policy and bring fiscal policy more to the center stage as an important
countercyclical tool (Guice, 2015). This was very important change in views of the IMF on
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macroeconomic policy consistent with general advance in this area of economic thinking
(Blanchard et al., 2010, 2013).

Under current circumstances there is of key importance that analytical framework of the
financial programs described in parts 2 and 3 of this contribution has basically remained
unaffected. Their flexible framework make it possible to absorb all these new tendencies
in theory and praxis.

5 Conclusions and policy implications

The IMF has based its policies on a theoretical and methodological framework developed
over about sixty years. Their models were based on a set of assumptions that do not
reflect inevitably the economic realities of the whole scale from developing to advanced
countries. However, the framework is flexible and has been reflecting developments in
the world economy, advances in the theory and policy and also improvement in
econometric analysis.

The system started in the early 50th when a specific approach in the form of a simple
model as well as accompanying set of conditions for ensuring financial stability in
economies with fixed exchange rate were developed. Later - after breaking down of
Bretton-Woods system - there was a need to adjust the IMF approach to the new
circumstances. They were represented namely by prevailing use of flexible exchange
rates but also by stressing medium-term economic growth and concerns about inflation.
Crucial challenge for the IMF activities has however arisen by outbreak of global and
financial crises in 2007. It has become apparent that the previously preferred framework
of monetary (and inflation) targeting in the form of pre-crises configuration is not
suitable to stabilization needs and has to be modified. It had also consequences for
stabilization programs, when minimally it turned out that there is need to incorporate in
stabilization programs not only monetary (and inflation) targets but also targets
concerning financial stability in a broader sense and the same concerning general
development targets. The original IMF primary mandate - to ensure the stability of the
international monetary system - was updated to include all macroeconomic and financial
sector issues that bear on global stability.

Despite of the whole range of limits related to the IMF’'s approach, our analysis has
come to conclusion that current system of financial programming is prepared to absorb
all needs which stem from fulfilling the stabilization mandate of the IMF. There is enough
space for use of any sophisticated tool(s) which possibly emerge in further advances in
theory and praxis.
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Abstract: Financial literacy is usually interpreted as a set of knowledge which is
necessary to have for being able to make proper and correct decisions concerning
personal investments, debts and other ones related to personal finance. Such type of
education has become an important part of every educational system, since its
importance has increased within previous years. As a consequence of this, financial
literacy needs to be measured and regularly tested. The goal of the study is to measure if
there is a difference between objective level of financial literacy and between subjective
self-assessment. The study focuses on differences among various age groups. The results
of the study help to target further proposal for formal and informal education system
amendments. The study is based on data collected through an electronic questionnaire.
As for methods, the study is based on comparison of average values across various
groups of respondents, therefore, t-test is employed. Consequently, the study also
includes various descriptive statistics.

Keywords: financial literacy, financial education, subjective assessment, comparison
JEL codes: 122, I31

1 Introduction

Financial literacy represents a set of knowledge which is necessary for a correct and
appropriate decision in terms of one’s investments, debts and other financially orientated
issues. It consists of three parts - money, price and budget literacy.

Financial literacy according to National strategy for Financial Education in the Czech
Republic consists of:

e Money literacy
e Price literacy
e Budget literacy

Each of the groups is characterized by different set of knowledge which belongs to the
particular group. Generally speaking, price literacy factors knowledge related to price
mechanisms, inflation and other macroeconomic and microeconomic indicators. Money
literacy includes knowledge related to banking products, loans, banking investments and
similar ones. The last group, budget literacy, factors ability to administer own budget and
issues related to personal finance in general.

Financial literacy has become an important part of educational system in the Czech
Republic and other countries around the Europe and the whole world. As the role of it is
increasing, the whole society starts to be exposed to financial literacy more than ever. It
goes for financial literacy related to insurance products and the insurance market as well.

The goal of the article is to verify whether there is a link between objective level of
financial literacy and subjective assessment of the financial literacy. In other words, the
respondents in the study were asked questions and tasks related to the financial literacy
(all its parts, meaning price, budget and money literacy). Such answers provided an
assessment of objective financial literacy level. On the top of that, respondents were
asked questions revealing their confidence in the area of financial literacy. Those answers
provide the author with a tool for objective and subjective assessment comparison.

Further to the set goal, there are following research questions set:
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e Research question no. 1: Is the objective level of financial literacy equal to the
subjective assessment of the financial literacy among adults in the Czech
Republic?

e Research question no. 2: In relation to the previous research question (research
question no. 1), for which age groups is there the highest discrepancy between
the objective level of financial literacy and between the subjective assessment of
the financial literacy level?

The main contribution of the study is to revel whether the population can objectively
assess their strengths and weaknesses when it comes to the financial literacy. Such
findings can help the author of the study when preparing other studies and
recommendations related to the financial literacy and financial education.

2 Methodology and Data

The study is based on data file collected via an electronic questionnaire. The
questionnaire consists of three parts:

e The first part is devoted to questions which enable to measure the objective level
of financial literacy. In other words, respondents are asked questions concerning
decision on different situations related to personal finance, financial debt, financial
terminology, products, etc. The gained score is afterwards transferred to the
standardized scale ranging from zero points (for total ignorance) to ten points.

e In the second part of the questionnaire, respondents are asked to measure their
own level of financial literacy using the scale from zero points (total ignorance
according to the subjective assessment) to ten points (standing for complete
understanding of financial literacy; again, based on subjective assessment)

e The third part has been devoted to demographic factors of the involved
respondents

The whole data set consists of 294 valid observations. With regard to the set research
questions, descriptive statistics have been employed particularly average and standard
deviation. Consequently, in order to verify possible gaps between objective and
subjective evaluation of financial literacy, t-tests have been used. As both of the
variables are dependent each other (subjective and objective assessment of financial
literacy), dependent t-test for paired samples have been used.

3 Results and Discussion

The following section is devoted to results and consequent discussion. When it comes to
the tests, the following two research questions (specified above) have been taken into
consideration:

e Research question no. 1: Is the objective level of financial literacy equal to the
subjective assessment of the financial literacy among adults in the Czech
Republic?

e Research question no. 2: In relation to the previous research question (research
question no. 1), for which age groups is there the highest discrepancy between
the objective level of financial literacy and between the subjective assessment of
the financial literacy level?

Research question no. 1

For the purposes of the first research question, dependent t-test for paired samples has
been applied as both of the variables are dependent each other. The difference between
them is derived from normal statistical distribution. Before proceeding to the test, the
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following table (Table 1) summarizes average values and standard deviation of both of
the groups.

Table 1 Descriptive statistics

Objective Subjective

assessment assessment
Average 6.77 7.06
Standard deviation 2.00 1.84
Number of valid observations 294 294

Source: author’s own computation, processed in STATISTICA

Looking at the Table 1, it is obvious that there is a difference between the objective and
subjective assessment of both of the groups. However, the difference amounts to only
approximately 0.3 points (out of ten). Taking into account the scale (ten points) and the
number of observations (294), it is difficult to state if such a difference proves to be
significant.

To verify such significance (or insignificance), dependent t-test for paired samples has
been run to verify whether there is a gap between the objective and subjective
assessment of financial literacy level. The results of the test are stated in the following
table, Table 2.

Table 2 Results of t-test

Test statistics p-value

2.639 0.008772

Source: author’s own computation; processed in STATISTICA

The result of the test confirms that there is a proven difference between subjective and
objective assessment of financial literacy among adults in the Czech Republic. The low p-
value rejects the null hypothesis of the test, which indicates a discrepancy between both
of the variables (subjective and objective assessment of financial literacy). However, this
result does not provide any particular information about age groups that might possibly
cause the difference.

Research question no. 2

To elaborate on such evidence, it has been necessary to divide the whole dataset into
several ones. Particularly, this study divides the respondents into the following groups,
based on their age:

e Group no. 1 - respondents who reached 18 years but have not exceeded 26 years
e Group no. 2 - respondents who are between 27 a 40 years old
e Group no. 3 - respondents older than 40 years

The following table, Table 3, summarizes average values for all of the mentioned groups.
Looking at the table, it seems to be likely that there is a gap between subjective and
objective assessment of financial literacy when it comes to the first age group
(respondents between 18 and 26 years). Their subjective assessment is 7.23 points out
of ten on average, while the objective knowledge is represented by approximately 6.74
points out of ten. In other words, the subjective assessment is approximately 0.5 points
higher than the objective assessment.

For the second and third age group there are also differences. However, they are less
significant comparing to the first age group. For the second group the difference amounts
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to less than 0.1 points (in favor of subjective assessment as well), and for the last age
group, it has been measured that people who are older than 40 years are less confident
than their real knowledge is. They evaluated themselves 5.67 on average, while their real
knowledge corresponds to 6.07 points out of ten. Moreover, it is worth mentioning that
they assess themselves with lower score comparing to both of the previous age groups.

Table 3 Descriptive statistics with focus on particular age groups

18 - 26 27 - 40 41+
Subjective assessment of 7.23 7.21 5.67
financial literacy
Objective assessment of 6.74 7.12 6.07

financial literacy
Source: author’s own computation, processed in STATISTICA

In order to verify if this difference is statistically significant, the same test has been run
(dependent t-test for paired samples). Nevertheless, three independent tests have been
conducted this time, as there are three age groups.

With regard to the results, it has been confirmed that only for the first age group
(respondents between 18 and 26 years), there is a statically significant difference
between the subjective and objective assessment of financial literacy level. When it
comes to the second and third age groups, no significant gap has been confirmed
according to the data.

Table 4 Results of t-tests (according to the set age groups)

18 - 26 27 - 40 41+
Test statistics 3.168 0.579 -1.137
P-value 0.001795 0.564243 0.188518

Source: author’s own computation, processed in STATISTICA

Discussion

The conducted study brings an important finding in area of the financial literacy in the
Czech Republic. Such finding is crucial to be taken into consideration when dealing with
disparities among young people related to the financial literacy, especially the finding
that young people tend to overvalue their skills.

On the top of the contribution of the study, it is also important to be aware of obstacles
and constraints of it. One of them is the fact that the study consists of only
approximately 300 observations, which is far away from the ideal state.

Consequently, this study lacks a comparison with other countries. Such output is planned
for the following study conducted by the same author. Last but not least, whenever
dealing with financial literacy testing, it can never be ensured that such study depicts the
real level of financial literacy or, at least, of all participants/respondents. It might have
happened that for some respondents the questions were more demanding or the other
way round. Needless to say that failing to succeed in this particular test of financial
literacy does not have to mean that such respondent is not financially literate.

4 Conclusions

This paper focuses on financial literacy among various age groups and with focus on
subjective and objective assessment of financial literacy. The main goal of the article has
been to verify whether there is a link between objective level of financial literacy and

123



subjective assessment of the financial literacy. To verify such goal, the following research
questions have been dealt with:

e Is the objective level of financial literacy equal to the subjective assessment of the
financial literacy among adults in the Czech Republic?

e In relation to the previous research question, for which age groups is there the
highest discrepancy between the objective level of financial literacy and the
subjective assessment of the financial literacy level?

It has been revealed that there exists a gap between subjective and objective level of
financial literacy among adult population in the Czech Republic. To elaborate on this
finding, the dataset has been divided into three groups according to the age of involved
respondents. Furthermore, it has been unveiled that the most significant gap between
subjective and objective level of financial literacy exists in case of young adults, in the
age between 18 and 26. This age group tends to overestimate their skills related to
financial literacy. Particularly, using 10 point scale, respondents assess themselves with
7.23 points out of ten on average, while their real skills equals to approximately 6.74
points out of ten on average.

When it comes to the second and third age group, it has not been verified that there is a
difference between subjective and objective level of financial literacy is statistically
significant despite the fact that the values are not completely equal either.
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Abstract: The internet shopping has been developing not only all over the world but in
the Czech Republic too in the last years and it is possible to expect a future expansion.
The aim of this paper is to describe the development of the internet shopping in the
Czech Republic with the focus on the internet shopping frequency of consumers and
introduce and interpret results of own quantitative research focused on knowledge, skills
and behaviour in the internet shopping of consumers. On the basis of data gained by the
questionnaire research the hypothesis “"The internet shopping frequency of a consumer is
connected with the literacy in the internet shopping field of a consumer shopping on the
internet." is verifying with using statistical methods. The aim of this hypothesis is to
verify whether and how the internet shopping frequency of a consumer and the literacy
in the internet shopping field of a consumer shopping on the internet are related
together.

Keywords: e-commerce, e-shops, internet, internet shopping, internet shopping
frequency
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1 Introduction

The internet shopping has been developing not only all over the world but in the Czech
Republic too in the last years and it is possible to expect a future expansion. In 2016
sales of internet shops in the Czech Republic were 98 billion CZK, it is 17 billion CZK
more than in 2015. According to APEK - Association of E-commerce the turnover of
internet shops will break out the level of 100 billion CZK this year. (Czech News Agency —
CTK, 2017) According to results of the research of the agency Mediaresearch for the
Association of E-commerce (APEK) in the field of internet shopping 96 % respondents -
internet users have already done shopping on the internet. 5 % respondents (who
mentioned they do shopping on the internet) do shopping on the internet at least once a
week and 46 % respondentst at least once a quarter (Mediaresearch, 2011).

The aim of this paper is to describe the development of the internet shopping in the
Czech Republic with the focus on the internet shopping frequency of consumers and
introduce and interpret results of own quantitative research focused on knowledge, skills
and behaviour in the internet shopping of consumers. On the basis of data gained by the
questionnaire research the hypothesis “"The internet shopping frequency of a consumer is
connected with the literacy in the internet shopping field of a consumer shopping on the
internet.” is verifying with using statistical methods. The aim of this hypothesis is to
verify whether and how the internet shopping frequency of a consumer and the literacy
in the internet shopping field of a consumer shopping on the internet are related
together.

2 Methodology and Data

Data for own quantitative research (focused on the internet shopping) were collected
electronically in 2012. The target group were people studying at Faculty of Economics
and Administration of Masaryk University, number of respondents was 910. It is
important to note on the definition of the target group, that formulated conclusions can
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be generalized to the population of people studying at economic colleges in the Czech
Republic, for them the research sample is representative. A part of the realized and here
presented research was focused on the internet shopping frequency. Respondents should
answer the question “"Have you already ordered goods and/or a service on the internet?”
and if the answer was positive they should mark their internet shopping frequency.
Collected data are evaluated by methods of descriptive statistics, especially by the
statistic:

- number of respondents who have already ordered goods and/or a service on the
internet/number of respondents,

- number of respondents who have not ordered goods and/or a service on the internet
yet/number of respondents and than

- number of respondents who do shopping on the internet at least once a week/number
of respondents who mentioned they do shopping on the internet,

- number of respondents who do shopping on the internet at least once a month/number
of respondents who mentioned they do shopping on the internet,

- number of respondents who do shopping on the internet at least once a
quarter/number of respondents who mentioned they do shopping on the internet,

- number of respondents who do shopping on the internet at least once a half a
year/number of respondents who mentioned they do shopping on the internet and

- number of respondents who do shopping on the internet less often than once a half a
year/number of respondents who mentioned they do shopping on the internet.

The formulated hypothesis “The internet shopping frequency of a consumer is connected
with the literacy in the internet shopping field of a consumer shopping on the internet." is
verified using the rank correlation test.

To data processing and their evaluation (including verifying the formulated hypothesis)
the software Microsoft Office Excel and STATISTICA were used.

Normative and positivist methodologies have been employed to reach the aim.
The positivist methodology is used in parts, when researched issues are described only,
not evaluated. The normative methodology is used, when it is not possible or desirable to
avoid evaluating researched facts. The paper’s aim is reached by using of general science
methods, primarily description, analysis, comparison, synthesis and deduction, and by
using statistics methods (methods of descriptive statistics and the rank correlation test).

3 Results and Discussion

In 2016 sales of internet shops in the Czech Republic were 98 billion CZK, it is 17 billion
CZK more than in 2015, which is the year-on-year increase of 20,99 %. The e-commerce
share in the total retail sales increased to 9,5 %. (Czech News Agency - CTK, 2017)
According to APEK - Association of E-commerce (Czech News Agency - CTK, 2017) the
turnover of internet shops will break out the level of 100 billion CZK this year. In the
following Table 1 and Figure 1 we can see the development of the turnover of internet
shops in the Czech Republic in years 2001 - 2016. These data confirm, that the turnover
of internet shops in the Czech Republic has been increasing for a long time.

According to Czech Statistical Office (Czech Statistical Office, 2017) and its published
data about use of ICT (information and communication technologies) in households and
by individuals in year 2016 in the Czech Republic more than 41 % individuals have not
done shopping on the internet yet. 58,6 % individuals have already done shopping on the
internet, in the last 12 months it was 57 % respondents. As we can see in Figure 2 the
population of the Czech Republic with an experience in internet shopping is relatively
stable in last years.

According to results of the research of the agency Mediaresearch for the Association of E-
commerce (APEK) in the field of internet shopping which we can see in Figure 3 96 %
respondents - internet users have already done shopping on the internet and only 4 %
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respondents - internet users have not done shopping on the internet yet. As we can see
below too, the most mentioned internet shopping frequency is at least once a quarter (46
% respondents who mentioned they do shopping on the internet). The second often
mentioned answer is frequency less often than once a half a year (26 % respondents
who mentioned they do shopping on the internet) and the third often mentioned answer
is frequency at least once a half a year (23 % respondents who mentioned they do
shopping on the internet). Fewest respondents of the researched sample answered, that
they do shopping on the internet at least once a week (only 5 % respondents who
mentioned they do shopping on the internet). (Mediaresearch, 2011)

Table 1 Turnover of internet shops in the Czech Republic (2001 - 2016)

Year 1_'u_rnover Cha|_19_e per year Change per year
(billion CZK) (billion CZK) (%)

2001 1 - -
2002 2 1 100,00
2003 4 2 100,00
2004 7 3 75,00
2005 10 3 42,86
2006 14 4 40,00
2007 18 4 28,57
2008 22 4 22,22
2009 27 5 22,73
2010 33 6 22,22
2011 44 4 12,12
2012 51 7 15,91
2013 58 7 13,73
2014 67 9 15,52
2015 81 14 20,90
2016 98 17 20,99

Source: author’s processing according to Financninoviny.cz (2011). APEK: Last year internet shops
earned record 33 billion CZK (in Czech). Finance.cz. Retrieved from:
http://www.finance.cz/zpravy/finance/293445-apek-internetove-obchody-loni-utrzily-rekordnich-
33-mld-kc/; Czech News Agency — CTK (2017). This year e-shops sales will break the level of 100
billion. But carriers are missing drivers (in Czech). Aktualné.cz. Retrieved from:
https://zpravy.aktualne.cz/ekonomika/trzby-e-shopu-letos-prolomi-hranici-100-miliard-
dopravcum-al/r~8a7570aed1b811e6a78c002590604f2e/?redirected=1495194613.
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Figure 1 Turnover of internet shops in the Czech Republic (2001 - 2016)
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Source: Author’s processing according to Financninoviny.cz (2011). APEK: Last year internet shops
earned record 33 billion CZK (in Czech). Finance.cz. Retrieved from:
http://www.finance.cz/zpravy/finance/293445-apek-internetove-obchody-loni-utrzily-rekordnich-
33-mld-kc/; Czech News Agency — CTK (2017). This year e-shops sales will break the level of 100
billion. But carriers are missing drivers (in Czech). Aktualné.cz. Retrieved from:
https://zpravy.aktualne.cz/ekonomika/trzby-e-shopu-letos-prolomi-hranici-100-miliard-
dopravcum-al/r~8a7570aed1b811e6a78c002590604f2e/?redirected=1495194613.

Figure 2 Population of the Czech Republic with an experience in internet shopping
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Figure 3 Internet shopping frequency in the Czech Republic

Have you already ordered goods and/or a service on the internet?
no

yes
96 %

How often do you do shopping on the internet?
Basis: Respondents who mentioned they do shopping on the internet

at least once a week - 5%

at least once a quarter 46%

at least once a half a year _ 23%

less often 26%

|

Q0% 10%  20% 30% 40% 0%

Source: Author’s processing according to Mediaresearch (2011). Every second user does shopping

already on the internet (in Czech). Mediaresearch. Retrieved from:

http://www.mediaresearch.cz/aktualita/tz-na-internetu-jiz-nakupuje-kazdy-druhy-uzivatel.

In the following section the results of own quantitative research are presented, focused
on the internet shopping frequency of consumers and their knowledge, skills and
behaviour in the internet shopping field. The target group were people studying at
Faculty of Economics and Administration of Masaryk University, number of respondents
was 910. The structure of the sample is represented in Figure 4 (by sex, age and
education). It is important to note on the definition of the target group, that formulated
conclusions can be generalized to the population of people studying at economic colleges
in the Czech Republic, for them the research sample is representative. More information

about this research is in Oskrdalova (2013).
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Figure 4 Structure of the sample

Basis: All respondents, n = 910

Sex men 48%
women 52%
0% 20% 40% 60% 80% 100%
Age
15-24 80%
25—-34 15%
35-44 4%
45-54 1%
55-64 0%
65+ 0%
. 0% 20% 40% 60% 80% 100%
Education
primary 0%

secondary (without
graduation) 0%

secondary (with
graduation) 80%

higher
K 20%

0% 20% 40% 60% 80% 100%

Source: Author

Internet shopping frequency of consumers - descriptive statistics

A part of the research was focused on internet shopping and its frequency. Respondents
should answer the question “Have you already ordered goods and/or a service on the
internet?” and if the answer was positive they should answer the question “"How often do
you do shopping on the internet?” too. As we can see in Figure 5, 97 % respondents
have already ordered goods and/or a service on the internet and only 3 % respondents
have not ordered goods and/or a service on the internet yet. As we can see below, the
most mentioned internet shopping frequency is at least once a quarter (35 %
respondents who mentioned they do shopping on the internet). The second often
mentioned answer is frequency at least once a month (27 % respondents who mentioned
they do shopping on the internet) and the third often mentioned answer is frequency at
least once a half a year (20 % respondents who mentioned they do shopping on the
internet). 14 % respondents (who mentioned they do shopping on the internet) do
shopping on the internet less often than once a half a year. Fewest respondents of the
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researched sample answered, that they do shopping on the internet at least once a week
(only 3 % respondents who mentioned they do shopping on the internet).

Figure 5 Internet shopping frequency of consumers - descriptive statistics
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Source: Author

When compared to the results of the research of the agency Mediaresearch for the
Association of E-commerce (APEK) in the field of internet shopping which we could see in
Figure 3 the number of respondents who have already ordered goods and/or a service on
the internet is in both researches similar (96 % and 97 %). As to the internet shopping
frequency of respondents we can observe that respondents of own research do shopping
on the internet in general more often (the exception is the frequency at least once a
week 3 % versus 5 %, but 27 % respondents who mentioned they do shopping on the
internet mentioned they do shopping on the internet at least once a month and 35 %
respondents do shopping at least once a quarter versus 46 % of respondents of the
research of the agency Mediaresearch who do shopping on the internet at least once a
quarter (the monthly internet shopping frequency was not used in the Mediaresearch’s
research)).

Internet shopping frequency of consumers and the literacy in the internet
shopping field of consumers shopping on the internet - verifying of the
formulated hypothesis

The hypothesis “The internet shopping frequency of a consumer is connected with the
literacy in the internet shopping field of a consumer shopping on the internet." has been
formulated. The aim of this hypothesis is to verify whether and how the internet
shopping frequency of a consumer (link to the question number 4 of the questionnaire)
and the literacy in the internet shopping field of a consumer shopping on the internet are
related together. The literacy in the internet shopping field is defined to the goal of this
paper as a quantitative variable its values are derived from knowledge, skills and
behaviour of consumers shopping on the internet. The values of this variable were
calculated using respondents’ answers to 14 questions of the questionnaire — 8 questions
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focused on knowledge, skills and behaviour of respondents — consumers shopping on the
internet in the internet shopping field and 6 questions focused on knowledge and
behaviour of respondents - consumers shopping on the internet in the internet and
computers field (detailed information to this variable is in Oskrdalova (2013, p. 203 -
204)).

To verify the hypothesis the rank correlation test has been used:
Null hypothesis Hy:

The internet shopping frequency of a consumer is not connected with the literacy in the
internet shopping field of a consumer shopping on the internet.

Alternative hypothesis H;:

The internet shopping frequency of a consumer is connected with the literacy in the
internet shopping field of a consumer shopping on the internet.

Assumptions: The number of measurements for the asymptotic variant is sufficient; the
equivalences correction has been made.

In the following scatter diagram (Figure 6) we can see the internet shopping frequency
and the literacy in the internet shopping field of a consumer shopping on the internet.

Figure 6 Internet shopping frequency and literacy in the internet shopping field

Scatter diagram - internet shopping frequency and literacy
in the internet shopping field
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As we can see in Table 2 , p-value is 0 and rejects the null hypothesis Hy “The internet
shopping frequency of a consumer is not connected with the literacy in the internet
shopping field of a consumer shopping on the internet.”. In favour of alternative
hypothesis H;. This means, that it is possible to state the internet shopping frequency of
a consumer is connected with the literacy in the internet shopping field of a consumer
shopping on the internet (for significance level 5 %). The sample Spearman's correlation
coefficient is 0,20 (rounded to two decimal places) and it means the positive dependence
of researched variables in the sample. So we can state the internet shopping frequency
of a consumer grows with the growing literacy in the internet shopping field of a
consumer too.
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Table 2 Internet shopping frequency and literacy in the internet shopping field
- correlation

Spearman's correlations

Missing data are left out in pairs

Correlations are significant for significance level <,05000

Pair of variables Count Spearman R t(N-2) p-value
Internet shopping frequency & literacy in
the internet shopping field 870 0,200132 6,018009 0,000000

Source: author

4 Conclusions

In 2015 sales of internet shops in the Czech Republic were 81 billion CZK, in 2016 98
billion CZK and according to APEK - Association of E-commerce the turnover of internet
shops will break out the level of 100 billion CZK this year (Czech News Agency - CTK,
2017). According to results of the research of the agency Mediaresearch for the
Association of E-commerce (APEK) in the field of internet shopping 96 % respondents -
internet users have already done shopping on the internet. 5 % respondents (who
mentioned they do shopping on the internet) do shopping on the internet at least once a
week and 46 % respondentst at least once a quarter (Mediaresearch, 2011).

On the basis of data gained by the questionnaire research the hypothesis "The internet
shopping frequency of a consumer is connected with the literacy in the internet shopping
field of a consumer shopping on the internet.™ was verifying and it is possible to state the
internet shopping frequency of a consumer is connected with the literacy in the internet
shopping field of a consumer shopping on the internet (for significance level 5 %).
According to the value of the Spearman's correlation coefficient there is the positive
dependence of the researched variables in the sample. So we can state the internet
shopping frequency of a consumer grows with the growing literacy in the internet
shopping field of a consumer. These formulated conclusions can be generalized to the
population of people studying at economic colleges in the Czech Republic, for them the
research sample is representative.
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Abstract: The aim of the text is an analysis of the manifestations of the foreign
exchange intervention of the Czech National Bank in the central bank's balance sheets
and their connections in the banking sector. The motivation of the text is the
manifestation of the interventions in the central bank's balance sheets and the resulting
possible manifestations after their termination. The analysis of the manifestations of
foreign exchange intervention in the central bank's balance sheets was conducted from
the data for the years 2010 - 2016. The data include the period before the use of this
instrument and in the course of its application. The text characterizes the effects of the
active and passive sides of the balance sheet of the central bank and assesses the
achievement of the objectives set. Analysis of selected items of the balance of the central
bank was carried out on the basis of the theoretical background of the used resources
and the practical knowledge of the author. In conclusion, the author presents his views
on the use of this instrument of monetary policy and pronounced his prediction. In the
text were used methods description of the theoretical and practical parts, methods of
comparison, analysis and prediction in the part of monitoring the evolution of balance
sheet items and their context

Keywords: Central bank, non-standard monetary policy instrument, exchange rate
intervention, the balance of the central bank, the banking sector, the reserve banks,
foreign exchange reserves

JEL code: G 28
1 Introduction

The main objective of the monetary policy of the Czech national bank is to maintain price
stability. The inflation target is set at 2 %. The basic standard instruments of monetary
policy of the national bank are interest rates, open market operations, automatic facilities
and reserve requirements. The main standard tools of monetary policy are open market
operations. The aim of operations is to influence the development of interest rates in the
economy.

Non-standard monetary policy instruments used was by the Czech national bank in the
two cases. In the year 2008 used the central bank for the delivery repo operations with a
maturity of two weeks and later three months for precautionary liquidity support for the
banking sector.

The second non-standard measures were foreign exchange intervention announced in
November 2013. The bank board of the central bank decided to use the exchange rate of
the domestic currency as the main tool for monetary easing. The reason was the
depreciation of the exchange rate of the domestic currency with the aim of curbing
deflationary pressures in the economy. These tendencies it was not possible to suppress
the lowering of interest rates.

The aim of the text is an analysis of the manifestations of the non-standard monetary-
policy measures in the central bank's balance sheets in the period 2010 to 2016. To
achieve the objectives of the text are used the methods of description, comparison,
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development of selected items of the balance of payments, analysis of the relationships
between the selected items and the prediction of the on-balance sheet items after the
termination of the intervention in April of this year.

2 The balance sheet of the central bank

The balance of the central bank differs from the balance of commercial banks. Assets of
the balance sheet of the central bank represent the ways of the money-issuing central
bank and the liabilities represent certain kinds of money in the economy (Revenda,
2012). A specific feature of the balance of the central bank is the high proportion of
foreign exchange reserves in the assets and reserves of commercial banks and money in
circulation on the liabilities.

The use of the exchange rate of the domestic currency as a tool of monetary policy
easing illustrated the Czech national bank as averting the threat of deflation and the
related adverse accompanying phenomena in the economy. The central bank announced
the commitment of the depreciation of the exchange rate of the domestic currency 27
CZK/EUR.

For the analysis of the influence of non-standard monetary policy instruments on the
balance sheet of the central bank is an important development level and structure of the
monetary base on the liabilities, foreign exchange reserves and lending to commercial
banks on the assets and income of the central bank. The policy of monetary easing, the
launch of foreign exchange interventions over the period in question, changed the form
of the balance of the Czech national bank.

In the years 2010-2016 there was a gradual increase of the balance sheet of the central
bank. Changing the main monetary policy instruments on exchange rate intervention
there was an increase in the balance sheet from the year 2013 occurred twice.

Assets of balance sheet of the central bank

On the active side of the balance sheet of the central bank we pay attention to the
movement of the value of foreign exchange reserves and their context with currency
interventions of the central bank. The assets of the Czech national bank primarily consist
of foreign exchange reserves (over 90%). The structure of the reserve consists of
deposits in foreign banks, securities, gold and reserves with the IMF. Foreign exchange
reserves make up a substantial part of the assets of the balance sheet of the central
bank, their value in the long term corresponds to the recommended amount in proportion
to the import of goods and services from the IMF. The movements of the exchange rate
of the domestic currency significantly affect the economic result of the central bank
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Figure 1 The sum of the balance sheet and foreign reserves 2010-2016 (bn. CZK)
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Source: compiled by the author according to the Annual reports of the Czech National Bank

The decline in the exchange rate of the domestic currency increases the volume of
foreign exchange reserves and reported profit, also increases the value of foreign claims.
Returns from invested reserves to further enhance their value. The movements of the
value of the foreign exchange reserves are caused mainly by foreign exchange
interventions of the central bank.

In the active item claims to banks is reflected long-term systemic excess liquidity of
commercial banks. It takes a low demand for loans from the commercial banks item in
the balance sheet of the central bank has a zero value.

Liabilities of balance sheet of the central bank

On the passive side of the balance sheet of the central bank we follow the evolution of
the monetary base involving the item banknotes and coins in circulation, required and
free reserves of commercial banks at the central bank. These items form a significant
part (90%) of the liabilities of the central bank.

Figure 2 The monetary base, reserve of banks and bank loans 2010-2016 (bn. CZK)
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Source: compiled by the author according to the Annual reports of the Czech National Bank

Liabilities of the central bank to the domestic banks most grew after 2013, as the effect
of the inflow of the domestic currency into the banking sector the influence of foreign
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exchange intervention. There was an increase in the crown of the reserves of domestic
commercial banks. Structurally there has been an increase in particular voluntary reserve
banks influence monetary easing. The remuneration of the voluntary reserves of banks is
lower than the interest provided by bank loans the banks so in the area of interest limit
the potential returns.

Related to the influence of increasing the monetary base is the growth of banknotes and
coins in circulation, the value of the currency has reached 557 billion CZK in 2016.

The sharp increase in the liquidity of commercial banks after the launch of foreign
exchange interventions had the goal of increasing credit activity of banks. This goal was
only partially achieved. The volume of bank loans has been curbed partially delay the
growth of lending for the growth of bank reserves and also the lack of creditworthy
clients and effective business plans. The consequence of this is the restriction of financial
flows to households and businesses, and in effect limits the performance of the economy
and a failure to fulfill the inflation target. Currently there is a growth of credit activity of
banks the influence of an increase in the financial resources of banks and the
improvement of the condition of the economy of the EU countries (GDP of 1.5% in 2016).

3 The result of the management of the central bank

Making a profit is not the priority activities of the Czech national bank. According to
economic theory the central banks show a profit. The negative result created by the
central bank is a normal situation and does not have any substantial influence on
activities of the central bank.

Long-term increased demand for domestic currency due to capital inflows into the Czech
Republic caused an appreciation of the domestic currency, reducing value of foreign
exchange reserves and creating a loss in economic result of the central bank.

During the years 2010 to 2016 recorded the results of operations of the central bank to
considerable fluctuations. The highest cumulative loss in the reference period has
reached the central bank in the year 2011 in the amount of 162 billion CZK. The results
of the management of the Czech national bank fundamentally affect the foreign
exchange differences of the domestic currency and the related change in value of foreign
exchange reserves.

Figure 3 The cumulative economic result of the CNB 2010-2016 (bn. CZK)
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Source: compiled by the author according to the Annual reports of the Czech National Bank

Exchange rate intervention to weaken the domestic currency commenced in 2013 had a
significant impact on the financial result of the central bank. The Czech national bank
reported in 2013, the influence of the depreciation of the domestic currency, high profit
in the amount of 73 billion CZK, in the year 2014 made a profit of 56 billion CZK. Created
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financial resources were used to cover the losses of the previous period. The effect of
exchange rate differences on the financial result of the central bank will strongly manifest
itself in the non-participation of the Czech Republic in the euro area.

The economic result of the central bank even after termination of the foreign exchange
interventions further influenced by the exchange rate of the domestic currency, the
related value of foreign exchange reserves and interest reserves of the banks deposited
with the central bank.

4 Conclusions

In the balance of the central banks are the dominant item on the asset side foreign
exchange reserves, on the liabilities side, bank reserves and money in circulation. In the
period of years 2010 - 2016 balance sheet of the central bank rose sharply. The
important influence of the increase in the balance of payments was the release of the
monetary policy of the central bank with the aim of kick-starting the domestic economy
and the achievement of the inflation target.

Use the exchange rate of the domestic currency as an instrument of monetary policy and
the takeover of the exchange rate commitment caused a rise in foreign exchange
reserves on the assets and the increase in bank reserves and money in circulation on the
liabilities. There was an increase in the share of bank reserves on the monetary base.
The Czech banking sector in the long term shows a surplus of liquidity. These facts are
indicative of the impact of the interventions in large part only to the banking sector.

Foreign exchange interventions have affected substantially the results of operations of
the central bank. Their launch in 2013 achieved coverage of the entire accumulated
losses of the central bank of the past years the influence of the increase in the value of
foreign exchange reserves.

In the period after the termination of the foreign exchange interventions of the Czech
national bank (April 2017) will further lead to the movement of items in the balance
sheet of the central bank. The main impact on the financial result will have the exchange
rate of the domestic currency, the related value of foreign exchange reserves, the
returns from foreign exchange reserves and interest on bank deposits at the central
bank.

Assuming a gradual appreciation of the domestic currency will be the premise of losses,
the central bank partially offset by the proceeds from the foreign exchange reserves. The
growth of interest rates of the domestic currency will cause higher remuneration on the
reserves of commercial banks with an adverse influence on the management of the
central bank. The increase in the disbursement of loans of banks from the central bank
cannot be expected, while the abundance of their financial resources.

Return to the managed floating exchange rate of the domestic currency can mean higher
volatility of the exchange rate of the domestic currency, supportable estimates of the
development cannot be accurately determined. By assumption, the central bank will not
be the termination of the foreign exchange interventions indicate a strengthening of the
exchange rate of the domestic currency above the level before the interventions. The
result of the management of the central bank may be negatively affected, its value,
however, is not a significant macroeconomic variable.
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Abstract: We examine different opportunities to implement the blockchain technology
into online payment and sales transaction systems with a focus on the financial sector of
the German speaking area in Europe. To this end, we conduct a literature review and
conduct a questionnaire survey among payment transaction experts. In addition the
advantages and disadvantages are pointed out as well as other applications. Results from
the survey suggest that many experts are investigating the new technology, but the
efforts made at Austrian, German and Swiss banks are low since there are still many
open issues pending. Especially setting up a legal framework for the international
treatment of payment transactions based on the blockchain would be an important step.
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1 Introduction

When payment systems were first computerized, the underlying processes were not
significantly changed. While records and ledgers have been converted from paper to
electronic form, the basic structure of centralized payment systems remained. At the
core of these conventional payment systems lies a central “clearing bank” serving as
ledger, with settlement taking place across the books of this central authority. The so-
called “blockchain” or “distributed ledger” technology (DLT) introduces a fundamentally
different, decentralized structure into payment systems, with cryptography rather than a
central clearing institution as its very basis, and without intermediaries such as banks.
Blockchain technology is an innovative way of ensuring that money cannot be “double
spent”, thus providing for a highly secure payment structure and possibly preventing
fraud (Boéhme et al, 2014; Bohannon, 2016; Martins et al, 2013). This is a key issue in
systems that rely on digital records where it is simple to copy and edit entries.

Various efforts by banks and other market participants are under way to investigate the
possibilities of the DLT technology for financial transactions such as instant payments. If
adopted, DLT will influence banking and commerce at large. Opportunities and effects of
its implementation are an important issue for financial sector participants and beyond.

We will investigate several areas: For one, how could DLT make payment transactions
and banking services safer, what are possible advantages and disadvantages according
to current literature? For two, what current efforts are under way among German and
Austrian banks? To answer this question, we collected responses from 22 experts in
information technology (IT)- and payment transaction from banks, financial institutions
such as credit card providers and other parties, which are involved in the payment
transaction process (e.g. FinTechs, auditors, stock exchanges...) in the German speaking
area of Europe. We find that many financial institutions are currently examining DLT,
while only few tried to implement it yet. Banks are investigating, but don’t want to
invest too much money in a potentially hyped technology. Most conventional institutions
don’'t know much about it yet. Developments to date suggest that the blockchain
technology bears promise but that there is still a long way to go for implementation.

Since digital banking is continuously gaining importance, the safety is of core concern.
Cases like of the Bangladesh National Banks theft could be prevented if security
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standards would be improved (FAZ, 2016). However, not only security would be
improved by implementing the blockchain technology but also costs and the duration of
processes would be reduced (Schreiber, 2015).

This study is of interest to those who want to get an overview of the ongoing efforts and
intentions of financial institutions to adopt the blockchain technology, including market
participants, regulators and auditors. It similarly is interesting for people who care about
new technologies and future trends like IT-experts who are interested in the current
movement by market participants.

The remainder of the paper is structured as follows. Chapter two explains the concept of
the distributed ledger technology. Chapter three discusses DLT usage among financial
institutions and reports the findings from our empirical investigation among German-
speaking financial institutions. The final section concludes.

2 The Blockchain Technology

According to Mei (2015), the blockchain technology is a mix of “cryptography, game
theory and peer-to-peer networking without central co-ordination”. The following section
will discuss the technical rationale in more detail.

Technical Background

The main idea behind the blockchain technology is already in its name. It is basically a
chain of blocks. These blocks consist of transactions realized during a particular time and
are created at cost (Nakamoto, 2008). For example, when Bernd pays 2 coins to Albert,
the transaction is sent to the so-called "peer-to-peer network". All transactions received
during that particular period are collected in those blocks. Each collection of transactions
then creates a new "hash". Such a transaction hash is dependent from the users involved
in the transaction, since every participant of this system has a public and a private key.
The public one can be compared to an address while the private one is similar to
something like a signature (Bohannon, 2016). To avoid double spending of a coin, a hash
of the private key from the sender (Bernd) and the public key from the receiver (Albert)
are added to the coin’s end in the case of bitcoins (Extance, 2015).

Figure 1 Creation of a new Hash

Hazh of Hash of new Magic

previous block transactions number
Cryptographic —H- 000000000000002e%0L7f1cF7252333
hashing algorithm f7aebbl9cA9d220985a70ac 0201524,

Source: Extance (2015)

These keys are necessary for a user to make his own encrypted transaction activity valid.
The new added hash to the coin’s end is the same thing as a new block. From a more
general point of view, the hash for the new block is selected as a combination of the hash
of the previous block and a so-called "magic number". That magic number can be seen
as a puzzle based on the transactions (see figure 1). To verify the correctness of them,
so-called "miners" calculate the magic number. This system is also called "proof-of-work"
(Extance, 2015).

Once a solution is found, the other miners can quickly confirm the solution and the
winner gets rewarded with bitcoins (in our example). In the end a precisely determinable
new block was created. It is also important that the activities are sorted chronologically
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using a timestamp and the first one received is valid. In addition, all transactions made
were added to the blockchain and are therefore visible to every user (see figure 2). Of
course the participants do not use their real names, but pseudonyms. So the system is
pretty anonymous. According to Bloomberg (2016) the blockchain technology can be
categorized into private and public blockchains. While the former ones are rather used by
companies to process equities and stakes in private companies, the latter ones are under
investigation by independent startups among others (Bloomberg, 2016). According to
Gerber (2015), experts fear private blockchains, since they are under control of a single
company and as a result do not correspond to the independence principle of the
blockchain.

Figure 2 Illustration of a Blockchain
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The blockchain uses also elements from cryptography and game theory. The former can
be described as highly secure encoding that may be also used for safe communication
(Mei, 2015). In this fully decentralized payment system, copies of the ledger are shared
between all participants and a process is created by which participants agree on changes
to the ledger (i.e. which transactions are valid. The need for a controlling central
authority is removed as everybody can check proposed transactions against the ledger at
a certain conditions, providing confidence in the integrity of other participating entities
(Barrdear, Clews and Southgate, 2014; Knibbs, 2015).
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Figure 3 Centralized and decentralized ledgers
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The blockchain technology enables to save crypted personal information in a
decentralized network that makes it nearly impossible to hack the system and steal such
information. The users are highly anonymous and the chance that an error occurs is close
to zero. Intermediaries are not necessary in such a network, which eliminates a weak
point of current systems. The main disadvantages at this time are the slowness,
irreversibility, the need for high calculation power and weaknesses in the proof-of-work
technology.

3 Usage and Empirical Findings on Implementation

DLT is already used by digital currencies, with bitcoin as most famous example. In the
following we eview selected literature on its application and then report our own findings.

Literature Review

According to the EU Commission (2017), potential applications of DLT might include
international (non SEPA) payments, syndicated lending, post-trade clearing, settlement &
custody, primary issuance of securities, to track and manage asset re-hypothecation,
automated reporting both to investors and regulators (EU Commission, 2017). Dapp
(2016) reports DLT is investigated by so-called innovation labs run by several banks.
According to Dapp and Karollus (2015) clearing houses, insurance companies, stock
exchanges and credit card firms are examining it, though there are no implementations
yet. New challenges are also arising for governments, since a new legal framework to
treat systems without a central ledger or to avoid tax fraud and other illegal activities is
needed.

According to Schreiber (2015), 50 international bank institutions are currently
concentrating on an US-based FinTech called R3. Members are for example: Goldman
Sachs, Credit Suisse, JP Morgan, Deutsche Bank, and Commerzbank (Allison, 2016;
Schreiber, 2015). This group is engaged in setting standards for decentralized network
applications and classifying assets (Boérsen-Zeitung, 2015a). Schreiber counted more
than 700 Start-ups specializing in the blockchain technology. The Spanish bank
Santander already estimated an imaginable reduction in cost of USD 15 to 20 billion
annually until 2023 that could derive from an implementation of the blockchain
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technology (Schreiber, 2015). According to Weiguny (2016) people have already invested
USD 450 million in start-ups that investigate the blockchain technology. The European
Securities and Market Authority (ESMA) started to investigate the purposes of European
banks, which make efforts to implement Blockchain. Relating to FAZ (2015), they are
concerned about the increasing anonymity of customers due to the already known
misuse of the Bitcoin for criminal activities. According to Bdrsen-Zeitung (2016a), the
ECB has made some efforts to analyze the potential of DLT (technology used for bitcoin)
for applications too.

Business Wire (2016) reports that the State Street Corporation ran a survey among 50
investment funds. Interestingly, not even every second asset manager believes that the
blockchain technology will reach the scale necessary. Only 13% of asset owners are
convinced that this technology is going to be used by the broad public. 90% of
respondents were worried if the blockchain is going to fulfil future safety standards
(Business Wire, 2016). In addition, Bérsen-Zeitung (2016b) mentioned that institutional
investors believe that this new technology is just hyped. According to McLannahan
(2016), 7 banks announced that they have successfully transferred money across
boundaries using the blockchain. They did so with support from Ripple, a FinTech
specialised in digital settlement. Approximately around 80 banks are doing research with
that platform. The U.S. Financial Stability Oversight Council (FSOC) emphasized the
potential reduction in cost which comes with the usage of systems like provided by
Ripple, though they also find that banks have only little experience with that topic.

Not only banks could improve the duration of their transaction processes. According to an
article of Bérsen-Zeitung (2016c) an insurance company in the German speaking area of
Europe is currently evaluating the usage of blockchains for compensation payments,
similar to smart contracts. According to FAZ (2015), the New-York based stock exchange
NASDAQ is already experimenting with the adoption of the blockchain for certain trading
sectors. Deutsche Bank is experimenting with the blockchain technology to use it for
smart contracts in bond issuance (Bérsen-Zeitung, 2015a).

Survey

Since the literature provided only general information of the situation, we asked
transaction experts of financial institutions directly. We sent questionnaires to 110
contacts from banks, 10 from stock exchanges, 7 to credit card providers, 23 to FinTechs
and 17 to related consulting firms. As a final step we tried to get in touch with 15 experts
from federal governmental and EU institutions. The questions were as follows:

e Is your institution currently thinking about implementing the blockchain
technology for payment transaction systems?

What are the its advantages over other prior technologies in your specific case?
Are there still issues that have to be solved prior to implementation?

Where do you see the future of digital payment transactions?

Have you heard about other financial institutions plans to introduce DLT?

Are you aware of other interesting applications based on that technology?

In the end, we received 22 answers of which 12 fully completed the questionnaire. The
rest stated their intentions relating to the blockchain or sent us extra material to imply
the answers, e.g. press releases. All of these institutions are based in Austria, Germany
or Switzerland. Thus, we answered the survey based on the information obtained.

The answers of banks were widely spread. They had only one thing in common: none has
currently the intention to implement the blockchain technology. Only one mentioned that
they have already used a system based on the blockchain, namely Ripple. But they did
not continue the tests. At the same time, they mentioned to start some tests again in the
future. Three of them not even have started to evaluate the new technology. One stated
that he does not believe that any bank or one of the TOP 100 FinTechs in his particular
country has made big efforts to investigate that topic. Furthermore he explained that
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banks are too conservative concerning new technologies. This may seem legit if we look
at the opinion from another payment transaction expert: he emphasized the already
good working payment transaction system. It would make sense to use the blockchain
for classical foreign trade transactions, however demand seems to be too low. In addition
two of the experts mentioned that a joint implementation from all banks is needed. If
one would remain the old system, there would be no reduction in cost. Possible
advantages for nearly all of the experts interviewed would be a reduction in cost and
time, an improvement in privacy and security and slimmer procedures. Other experts
stated that customers are not willing to trust an unknown technology. Also it still has to
be decided if private or public blockchains should be used. Again only one claimed that
the new technology will lead to a decrease of importance of banks and that this could
promote illegal activities like money laundering and financing of terrorism. Besides trust
issues that were also enforced because of the criminal activities operated with the
bitcoin, one mentioned that system is too complex at the moment. Two of them criticized
the lacking legal framework.

Concerning the future, the opinions were widely spread once again. It is clear for all that
it is going to change. While one predicts the end of payments by cards, another one sees
higher demand for online payments and three even stated that the blockchain and p2p-
systems will determine the future. Two of them also amended that instant payment are
going to be a big thing soon, however by using another technology supported by a
clearer. Relating to that topic, one explained that there is going to be a new legal
framework in the EU regulating instant payments. Furthermore transaction service
providers like Paypal, Google and Sofort will be covered by new regulations in 2018.
Another expert mentioned that the blockchain is only one possibility to change the
payment transaction system among others. One expert also argued that intermediaries
would not be required anymore in the future. Only one expert admitted that he has heard
of another bank of his country that is currently evaluating the blockchain technology.
Other experts only mentioned banks outside the German speaking area of Europe. The
other named institutions like the ECB, the European Commission, the FMA, the ASI, a
taskforce of the European Banking Federation and the ESMA that are currently doing
research on the new technology. Also the R3 banks, IT-companies, FinTechs, an
insurance group, several international banks and two credit card providers were
mentioned.

Some respondents expected the use for documentary business in foreign trade finance,
credit card processing and other digital payments and trade, for stock trading,
settlement, payment transactions and the treatment of financial information, though
legal concerns remain high. Another bank is even investigating the implementation for
their core banking system. The main advantages of DLT foreseen are lower levels of risk
when talking about information reachability and errors when making transactions. In
addition, the instant processing and the lacking central authority was mentioned.

Many referred to the early stage of the development. Current barriers are lacking legal
frameworks and the difficult implementation into current systems among others. Only
several responding FinTechs are already using the blockchain technology or adoptions of
it. They also declared the main advantages as follows: the elimination of central
authorities, an increase in speed, reduction in cost, distribution of risk, global application,
tampering protection and public access. Besides too high calculation effort and costs, the
slowness and scalability issues were mentioned. Compliance and regulations are going to
play an important role too. The perceived slowness of the blockchain was emphasized by
providing a comparison between the bitcoin that can operate five transactions in a
second to a credit card provider that can operate 2.000 transactions in a second.
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Table 1 Overview of findings

Credit Card
providers &

Questions Banks FinTechs Stock Other experts
exchanges
e 7 made no
Implemen- _effolrts forta?_ e2 out of 5 ¢ No efforts for
tation of . Ilmtl;:thfr; aDII_E)I'n already an implement- )
blockchain based system implemented tation made
technology « 3 had not the blockchain yet
evaluated DLT
e Reduction in e Elimination of « Lower risk
cost/time central instant !
e Security/ authorities «No processing, no
Advantages Fn:w?;\)//ements * inceree;se n advantages central authority
of DLT . Slig'lmer . nger costs for credit card e Disclaim legal
AR provider system by using
procedures distribution of -
; ) a decentralized
e Easier data risk, global network
management application
o If_acking legal « Uncertainty e Early stage of
ramework development,

Issues to be

¢ All banks would

about

treatment of

solved before need to adopt scalability e Too slow for depreciating
an e Slowness credit card .
implement- th_e_new system | High payments assets, high
tation ¢ Difficult to trust calculation cost;
new costs e Lacking legal
technologies framework
e DLT will drive o Very . ]
the future competitive ° weevilg?;dtﬁ(rzgl
Future of * iIrr:;?::Eance of onlylz few e Growth of e Long term: low
digital providers digital chances for
payments payments survive payments blockchain for
e No e Coexistence of
. . L payment
intermediary several digital fransactions
services needed currencies
e Several banks
investi-gating FinTeéhs IECB e R3 consortium mfo_rmatlon from banks_
DLT BIS ! " e Energy _ available ¢ R3 consortium
companies
e Smart
e Documental con.trtact;f. ¢ Stock trading,
transfer reglts ration t settlement,
Other ¢ Storage of ts:l}/esa’(cenTgrgtasse financial e Smart contracts
possible digital media voting ! information e Treatment of

appli-cations

e Smart contracts
e Core banking
system

e Combination of

asset storage
and
transactions

e Combination
with existing
technologies

ownership rights

147



4 Conclusion

Many institutions are currently examining the distributed ledger (blockchain) technology
(DLT), however only few tried to implement it or even use it. The literature review and
the survey we conducted in German-speaking financial markets pointed out the great
possibilities of this technology. The answers from the survey varied widely and
overlapped with issues covered by previous research and media. Traditional financial
institutions ~ efforts to implement the blockchain technology seem limited currently. The
uncertainty about this new technology is obvious. While they do not want to stay behind,
neither bank wants to invest too much money in a potentially hyped technology. This
may have led to rather speculative answers than a clear trend. Perceived advantages of
DLT are a reduction in cost and duration and slimmer procedures. Disadvantages are
especially relating to slowness and the lacking legal framework. According to the EU
Commission (2017), most DLT applications would require first solving various
technological, operational and regulatory challenges in terms of scalability,
interoperability, standards and governance, personal data protection and digital identity
management to ensure fair and secure access to data stored on a distributed ledger.

Our survey revealed that DLT is not yet common industry knowledge, only the large
global players that can afford costly basic research have a good understanding of the
concept and opportunities at hand. On the diffusion curve, DLT has yet only reached the
resourceful innovators, not even the early adopters. In that respect an information
campaign e.g. by supervisory or regulatory bodies to disseminate proper innovation
technology into regional banks might greatly help

A trend could be that the blockchain is going to be used in combination with other
technologies. Smart contracts using the blockchain make contracts possible where the
parties involved do not have to trust each other. This may change the process of taking
out a loan massively. They could make loan payments safer and faster, because they
take action when conditions are met and therefore reduce the risk of errors. Prerequisite
for efficient and financial stability-supporting DLT solutions is, however, the
establishment of platform solutions and solving pending legal prerequisites.
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Abstract: The aim of the paper is to examine “anomalies” of instantaneous demand and
supply in the stock exchange that was detected as alarm signals of a financial crisis in
authors’ investigations. The authors proposed to record and to analyze online information
on bid-ask quotations in the stock exchange to monitor how the large investors’
sentiment varies in real time. The original theoretical model of share pricing developed in
the previous authors’ papers plays a key role for such analysis. The model is based on
the concept of time-varying Walrasian equilibrium under exchange processes in the stock
exchange. Many observations for emerging stock market in Russia between 2008 and
2017 show that if capital holdings of traders on the side of demand is systematically
higher than the ones on the side of supply, in most cases the uptrend will take place for
share price later on; similar statement is also valid for downtrend forecasting. However,
this regularity is violated in rare conditions that may be specified as “"anomalies” of
demand and supply. The result of the analysis carried out is that the anomalies are the
specific features of drastic and protracted crises, such as stock market crash in Russia in
2008-2009. The hypothesis that investigating the anomalies of demand and supply one
can foresee the beginning of protracted crisis as well as its finish was successfully
verified: an investment strategy based on the idea has shown a statistically significant
“abnormal” return over the period of the crisis.

Keywords: financial crisis forecasting, asset pricing theory, demand and supply in the
stock exchange, emerging markets, bid-ask quotations in the stock exchange

JEL codes: C-12, C-61, G-01, G-12, G-17

1 Introduction

In recent decades a lot of researchers looked into the possibilities of financial crises
forecasting. As a result a number of successful techniques known as Early Warning
Systems were developed. Examinations of several financial cycles (Mendoza and
Quadrini, 2010; Reinhartand and Rogoff, 2014) lead to a conclusion that crises usually
follow the periods of credit expansion and sustainable growth in asset prices
(Kindleberger and Aliber, 2005; Misina and Tkacz, 2009; Mili et al., 2012; Arouri et al.,
2013).

The first forecasting technique designated as “signaling approach” was proposed by
Kaminsky et al. (1998). It claims that the triggering of financial crisis occurs when some
indicators (developed in the model) exceed the certain threshold values. Many authors
(Borio and Lowe, 2002; Sorge, 2004; Virolainen, 2004) developed and improved either
general principles of Early Warning Systems or their implementation in the context of
financial crises in different countries. Further examinations have shown (see, for
example, Bussiere and Fratzscher, 2006) that an accommodation of an Early Warning
System requires choosing between its sensitivity and false alarm rate.

Simultaneously, the phenomena of boom and ensuing crash of the stock market were
analyzed in a number of papers on speculative asset pricing (Shiller, 2003), which found
that asset prices producing a speculative bubble (either “positive” or “negative”, see
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Shiller, 2003) substantially enhance the financial stress in the national economy. In this
context the progress of the asset pricing theory in modeling share price movements
(including the models for market volatility forecasting, see (Engle, 2001; Poon and
Granger, 2003; Jawadi and Ureche-Rangau, 2013)) is of great importance for predicting
the financial crises.

The present paper extends an alternative approach to treat the share price variations
(Petrov et al., 2013). The approach describes share pricing phenomena in stock
exchange trading using Walrasian concept of market equilibrium. The model permits to
link online dependences of demand and supply with aggregated combinations of
instantaneous “micro-parameters” of market exchange; these combinations were termed
in (Petrov et al., 2013) “the effective holding of free capital” and “the effective holding of
shares” owned by participants of stock trading. Empirical investigations, fulfilled by
authors, have shown that the new model is capable of forecasting the reversals of share
price trend based on the monitoring of dynamics of the “effective free capital” for
demand compared to that for supply in emerging market of Russia.

The present paper purposes to study “anomalies” in investors’ behavior detected few
months shy of the crisis of the Russian stock exchange in 2008-2009 and during it
(Petrov et al., 2016). There are good grounds for believing that keeping track of similar
anomalies gives a chance to forecast financial crises and to expand a repertoire of Early
Warning Systems.

2 Methodology and Data

Suppose an economy including shares of N issuers that are traded in a stock market
(Petrov et al., 2013). Evidently orders to buy appear when investors aim to exchange
“cash” (we regard cash, most notably, as risk-free asset maintaining its value; the other
motives for investor’s interest in cash are possible also) for stock; in contrast, orders to
sell reflect investors’ seeking to exchange stock for cash. Consider an investor (let's “k” is

his or her number) who trades the /" share (i=1..,N) at some instant; in general
investor’s portfolio includes both a variety of shares and cash. Let g is investor’s

current holding of the /" share (it has meaning of a number of shares); M ®) is his or
her current holding of cash, P, is current price for the share “/”.

Investor’s efforts to trade stock signify that he or she is not satisfied with his or her
portfolio structure. Let us assume that the investor aims the relative amount of the /"
share in his or her portfolio at the moment would be equal to x® (certainly, within the

limits of budget constraint). In this case one can express an appropriate holding of the
share g (that is interpreted as investor’s “demand to hold”) from the relation

N
p,g" =Xi‘k)£'\/|(k) +2 pﬂﬁ”j, (1)
i1

where all share prices p; are considered as exogenous variables. Investor’s behavior in
market trading is determined by his or her instantaneous “net demand”

&Y =0 - Q

- the amount of the /" share the investor wish to buy at this price; obviously, negative
values of 5 means the investor inclines to sell. We can express investor’s net demand

(“individual net demand”) using relations (1), (2); in such a manner we obtain
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where the following notations were introduced:

N
FO =x® M+ pg® |, (4)
E
LW =q®@1—x®). (5)
The summing in the expression (4) includes all securities j except for the selected one /.
In general, the parameter x®, characterizing investor's expectations and appearing in

the relations (4) and (5), depends on a share price P;. However, we consider market
exchange phenomena in the short run; so we can ignore this dependence in the sequel.
In such a manner combinations sF® and sC® become independent of a share price
P, also. Aggregating expressions (3) over the groups of “buyers” and “sellers” one can

obtain analytic representations of instantaneous net demand functions Aq” and Aq; for

the both parties of market exchange (superscripts (+) and (-) relate to demand and
supply respectively):

over buyers F +
i

Ag = > ="—-c/ (6)
K P;
over sellers F-
Aq: = Z mi(k) =p—|—Ci_ . (7)
k i

Coefficients ", F,~ and C,", C,” of the functions (6), (7) (the “effective free capital” and
the “effective capacity” respectively, see Petrov et al., 2013) can be found by
aggregating the combinations (4) and (5) of the “micro-parameters” M () , g, Xi(k) :

over buyers/ sellers

F- = z SF,® (8)

k

over buyers/ sellers
cl = > &, (9)
k
Note that net demand functions (6), (7) are suitable for relating to the measurements.

First, at Aqi+ >0 the relation (6) describes a snapshot of the modeled price dependence

for market demand. Similarly, at Ag, <O the relation (7) (being multiplied by —-1)

characterizes a snapshot of the modeled price dependence for market supply. Second,
using the relations (4)-(9), one can analyze some important market phenomena (e.g. an
activity and sentiment of shareholders and owners of free capital) on the basis of the
observed demand and supply patterns. Third, Walrasian equilibrium share price can be
naturally expressed based on the functions (6), (7). Forming the tota/ net demand

function AQ,(p;) =AQg" +Ag;, , we obtain

152



Aqi(pi):m_(ci++ci)' (10)

i
The function (10) has clear economic meaning; its positive (negative) values reflect an
excess (deficiency) of demand over supply at a given price P;. The price P, fulfilling a

condition Aqi(pi)zo is of special interest: it characterizes the Walrasian equilibrium by

equalizing the opposite flows of orders to buy versus orders to sell. It is worth noting that
the Walrasian concept of equilibrium corresponds to the actual mechanism of the stock
market pricing. This observation makes it possible to measure the “effective free capital”
and “effective capacity” appearing on the demand and supply side. At the same time,
their micro-representations (4), (8) and (5), (9) provide insight into the aggregated
portfolio structure on the both sides of exchange. We have developed and realized an
experimental procedure of the determination of the instantaneous values of the

coefficients Ff,Ci+ and F ,C, appearing in the course of trade of particular

securities. This procedure is based on the online-registration of the information on the
limit orders and instantaneous share prices translated by the trading system of the
Moscow Exchange. The picture of limit orders, represented by the trade blotter, is subject
to significant fluctuations. In such a case it is necessary to smooth out the noise of the

corresponding instantaneous values of the coefficients F,",C,” and F,,C, . In most of
our studies the averaging time was taken as a half of a daily trading session.

In order to monitor the changes in the traders’ sentiment, it was proposed to analyze
time series of indicators «, and «_, which are equal to the time-averaged values of the

effective free capital F* and F,, appearing on the demand and supply side,

correspondingly:

+ i , (11)

a =F (12)
Petrov and Kashina (2013) were interested in the perspectives of the methods of
portfolio management, based on the quantitative analysis of the interrelation of the “free
capitals”, appearing on the demand and supply sides. To characterize this interrelation
the authors used the following parameter

q=|na+/6¥7' (13)

The procedure of building time series of the half-day values of the parameter g for shares
of the Sberbank of Russia Corporation, Gazprom Corporation and LUCOIL Corporation is
described in (Petrov and Kashina, 2013). It covers the period of 14.03.2008 -
19.05.2009 that is especially interesting for studying by reason of financial crisis 2008.

Accurate comparing of the time series of the parameter g and prices of the corresponding
shares made it possible to reveal general regularities, valid for all securities, which was
laid in the basis of the strategy, aiming to forecast the break-points of the price trend
(Petrov and Kashina, 2013). If g persistently (at the minimum of one and a half trading
days in a row) obtains positive values (i.e. demonstrates systematic excess of the
effective free capital on the side of asset buyers), then there is a high possibility of an
immediate (instantaneous or several halves of the day lagged) increase in the share
price. This serves as a signal for opening a position on assets (provided it has not been
opened before). Contrarily, the stable overbalance of the free capital on the supply side,
which is validated by the systematically repeated negative values of the parameter g, as
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a rule, precedes the downtrend and serves as a signal for closing position on assets
(provided they has been already present in the investment portfolio).

The authors of the present paper carried out similar effects for Russian stock between
2008 and 2017. The careful investigation enabled us to reveal the phenomenon valid for
most of the analyzed securities, which was never observed neither before the crash in
2008 nor after the revitalization of the market in 2009 (Petrov et al., 2016). These were
the “long half-waves” of the positive values of the g parameter (i.e. the long-term
sustainable prevalence of capital on the demand side), which were not correlated with
the price trend. The examples of these half-waves observed in the period of the
oncoming 2008 stock market crisis, are shown in Figure 1 and Figure 2 for the shares of
Sberbank of Russia.

Figure 1 Dynamics of the g parameter for the shares of Sberbank of Russia Corporation
within the period from 10 June to 17 September, 2008
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Figure 2 Dynamics of share price for Sberbank of Russia Corporation within the period
from 10 June to 17 September, 2008
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In the Figure 1, demonstrating dynamics of the g parameter, we observe three distinct
“half-waves” within the period from 10 June until 17 September, 2008:

1. From 24 June (the first half of the trade session) till 1 July (the first half of the trade
session); duration of this half-wave is 11 “macroscopic intervals” (every interval is equal
to a half of the trading day).

2. From 21 August (the first half of the trade session) till 27 August (the second half of
the trade session); duration of this “half-wave” is 11 macroscopic intervals.

3. From 2 September (the second half of the trade session) till 9 September (the first
half of the trade session); duration of this “half-wave” is 10 macroscopic intervals.
Contrary to the experimental observations described above, the general price trend in all
three discussed cases remains downward (see. Figure 2); so we identify such special
cases as “anomalies”. Five anomalies were revealed for Sberbank of Russia shares in
2008; the last one (which duration was equal to 17 macroscopic intervals) was observed
starting from 26 November (first half of the trading session) till 8 December (first half of
the trading session). In the very beginning of 2009 there were additionally observed two
half-waves of this kind:

1. From 11 January (the second half of the trade session) till 23 January (the second half
of the trade session); the half-wave lasted 20 macroscopic intervals.

2. From 29 January (the first half of the trading session) till 6 February (the first half of
the trading session); the half-wave lasted 13 macroscopic intervals.

The periods of “abnormally sustainable” investors’ interest in buying “falling” shares
against the background of an impending crisis also took place for all stock under study.
3 Results and Discussion

The anomalies of shareholders’ behavior were observed for all shares under consideration
in approximately the same periods of time. For example, the first harbinger of the
upcoming financial crisis (unusually prolonged predominance of capital on the demand
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side) for each analyzed securities was observed approximately by July 2008; the second
harbinger was registered at the beginning of September 2008, etc. Note also, that the
first signs of a crash for each of the shares under consideration were detected a few
months before the majority of traders realized that financial crisis had begun.

These observations suggest the idea of a “deliberate game” of large stockholders against
downward price trend in “special” periods of time. The detailed analysis of the dynamics
of effective free capital on the sides of supply and demand shows that the main cause of
the anomalies is associated with the fact that large stockholders are refraining from
selling of shares. It is likely that the large traders, being aware of the insider information,
know in advance the inevitability of financial crisis and try to prevent prices of certain
shares from sharp decrease. The very fact that almost always large stockholders
“support” stock prices both at the beginning and at the end of the period of “long-term
positive half-waves” (see Figure 2) testifies in favor of such interpretation of causes of
the anomalies.

The investigation also shows that the anomalies usually occur against the background of
downtrends of indicators «, and «a_ or against the background of their minimum values.
Accounting for the economic meaning of these indicators (see the relations (4), (8), (11)
and (12)) one can conclude that the anomalies are inherent for the periods of the lower
market activity of large traders. This is illustrated by Figure 3, which shows the dynamics
of indicators «, and «_ for shares of “Sberbank of Russia” Corporation. Evidently,
starting from the middle of May 2008 trends of both indicators were declining; however,
share prices were still growing for a while.

On the contrary, from the end of February 2009 the indicators «, and «_ started to

increase and the anomalies ceased to be observed: large investors were returning to
trading; obviously, they knew that the “bottom” of the crisis had been passed away.
Similar phenomena were observed for the shares of other issuers during the period of
financial crisis.

Figure 3 Dynamics of indicators «, and o (mln. rubles) for shares of “Sberbank of
Russia” within the period from 14.03.2008 to 19.05.2009
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Thus, it seems quite plausible that anomalies of large stockholders’ behavior described
above can be considered as the “harbingers” of the financial crisis (share price shocks) in
the stock exchange.

4 Conclusions

The examination of empirical data on the demand and supply in the stock exchange
showed that the anomalies in the behavior of large investors during the financial crisis of
2008-2009 are the essential feature of Russian stock market. The “bands” of persistent
tendency of large investors to buy stock against falling price trend can be presumably
considered as the regularity that characterizes periods of “dramatic events” in the stock
exchange. This pattern may be due to the insider dealing and can be dictated by insiders’
specific interests; the fact that insider trading activities significantly increase during the
years of financial crises was described and investigated in a number of papers (Geyt et
al., 2011; Abumustafa and Nusair, 2011). This is particularly true for emerging markets
with weak corporate governance and investor protection (IMF, 2016).

Our investigations have shown that the hypothesis on the perspectives of forecasting
financial crises by using information on early “harbingers” (*bands” of the anomalous
behavior of large investors) received confirmation. The monitoring of anomalies of
demand and supply in the stock exchange can be applied for the active portfolio
management during financial crisis and can sufficiently enhance the effectiveness of
portfolio investment. Besides, it is very likely that the results of the current research can
be used for the analysis of insiders’ activity in the stock market.
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Abstract: The duration analysis as a dynamic method can constitute an effective tool in
the internal system of measurement and control of interest rate risk in bank book. In this
article, the author outlines the practical application of the duration analysis in the
management of the bank balance when it comes to the interest rate risk. The key
objective of this article is to show the use of duration method in estimating internal
capital budget to cover the interest rate risk by the bank. Duration analysis is a
sophisticated method of measuring interest rate risk used by Polish banks, with
traditional banking practice, for single financial instruments. The originality of the article
stems from its author’s proposition to use the duration method to manage the entire
portfolio of fixed income instruments in the banks’ balance. The study of interest rate risk
was conducted based on financial reports from a selected cooperative bank.
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1 Introduction

The topic of risk is particularly important for business entities, which invest in various
financial instruments and markets. The fluctuation of prices, exchange rates and indices
in the market creates necessity to effectively manage risk.

A high level of investment in debt instruments with fixed interest made it necessary for
investors to limit the risk of interest rate, which accompanies not only investments with
variable interest. On one hand, changing interest rates alter investment conditions of
received financial benefits, and on the other they change market value of these benefits.

The banking sector, banks and other financial institutions have an important influence on
the debt market development. Particularly important for these economic entities is the
problem of adequate measurement of interest rate risk. In case of a bank interest rate
risk constitutes - next to credit risk, liquidity risk or currency risk - the key element of
banking risk. The measurement of this type of risk is usually conducted through a classic
analysis method of mismatch of terms of maturity of assets and liabilities (gap analysis).
This thesis particularly refers to Polish banks, leading a traditional banking activity such
as cooperative banks that do not use a sophisticated and advanced methods of analysis
and evaluation of this type of risk. Other methods - if applied by these entities are
usually used in limited ways - such as to assess single financial instruments or their
portfolios. They are not used to evaluate the entire balance of the bank.

In this article, practical applications of the duration analysis in the management of the
bank’s balance were shown when considering the interest rate risk in debt instruments
with fixed income. The duration analysis was used to forecast the internal capital® of the
bank budgeted to cover the risk of the interest rate in the book of this bank. The author
takes into consideration the imperfections of the tool analysed in this article but
nevertheless argues that the usage of the duration method in the examination of interest
rate risk could significantly support the management of this risk. More importantly it

! The internal capital constitutes an estimated by this bank amount, necessary to cover all
identified, significant types of risk featuring in the banking activity and changes in the economic
environment in a set timeframe.
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could also create basis for a more precise assessment of the vulnerability of the financial
result and capital of the entity with a large portfolio of fixed income financial instruments
to the change of the interest rate.

The risk of investment in a financial instrument is discussed when there is a possibility
that the difference between the estimated rate of the financial instrument’s return and
actual return rate will be positive. In terms of factors, which could lead to this kind of
situation, there are usually the following types of risk associated with investing in fixed
income instruments:?

risk of interest rate change,
risk of change in purchasing power (inflation risk),
risk of early redemption of the instrument,
currency risk,
e risk of insolvency.
Amongst market risk types, certainly of importance is the risk of interest rate. This risk is
rooted in the change of interest rates in the market and is closely related to the financial
instruments, which value is dependent on the shaping of interest rates over time.

The interest rate risk leading to achieving a financial result different to the intended one
should be considered a threat. The deciding factor, in singling out the interest rate risk as
an individual risk is the possibility of different shaping of level and visibility of real
structures of future interest rates relative to investor's expectations. And where there are
no expectations - in relation to current level and state of the structures of interest rates
(Jackowicz, 1999, p. 38).

According to Canadian Deposit Insurance Corporation (Gup and Brooks, 1997, p. 3) the
risk of interest rate is understood as the possible influence of interest rates on the
revenues and net value of the unit. According to this institution- the risk of interest rate
risk appears when the basic capital and interest rates cash flows - balance and off-
balance ones, have different terms of measurement. Therefore, the size of the risk
constitutes the function of the level and direction of the interest rate change and the size
and terms of maturity of the mismatched positions. This definition particularly points out
the interest rate risk for the entire balance of the institution rather than individual
instruments or their portfolios. This definition underlines the importance of the adequate
shaping of the portfolio of assets and liabilities in order, to protect against interest rate
risk. A similar definition is offered by the Basel Committee on Banking Supervision, which
points out the negative impact from change of interest rates and how it could influence
the financial condition of the bank.

Through the risk of interest rate, both the negative and positive effect of interest rate
change on the financial situation is understood, particularly when a bank is considered.
In result, an adverse shaping of interest rates could decrease the financial result and
equity capital of the entity.

The basis of the duration analysis is the indicator expressing time dimension, which is
worked out using the following formula:?®

2 The names used to call the types of risk of investing in debt instruments vary in literature (see
Francis, 2000, p. 3-10; Fabozzi, 2000, p. 6-10; Fabozzi, Fong, 2000, p. 30-34).
3 More broadly on the topic of deriving the formula for D in both single debt instruments and their
portfolios could be found in (Pielichaty, 2012, p. 69-83).

160



m
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t=1

(1)

where:

A - nominal value of the debt instrument,

c - fixed nominal interest of the financial instrument (for all t= 1, ..., m),
m - the duration of the financial instrument,

I, - market interest rate.

From a formal point of view the indicator constitutes weighted average of terms of
receiving payments from the ownership of debt investment, which weights are the
current values of benefits. Based on this formula, key determinants of duration for debt
instruments include:

e payment schedule- interest and resulting from the buy-out of financial instrument,
e the duration of the financial instrument until maturity,

e the coupon rate,
e the market interest rate.

So that an investor could limit the interest rate risk, he needs to according to the
duration strategy, precisely assess the individual factors shaping the average length of
the investment in such way so that the duration of investment matched the term of its
conclusion (T) as planned by this investor. The investment strategy based on the
indicator D says therefore that an investor, in order, to reduce the interest rate risk,
should select such a debt investment, where D will be aligned with the assumed
investment horizon. In such a situation, when interest rates change, he will receive a
payment (K) of at least what he calculated when making such investment: K;(ry) = Ky(rp) .

An illustration of the convex nature of function of the final investment value in a debt
instrument is seen in picture 1. Curve AB in the picture shows the shaping of the value of
investment when T=D, with different level of interest rates. As seen in the picture, the
function reaches minimum only when the market interest rate does not change.

The measure D determined by the above formula was for the first time set out as
duration in American literature by R.F. Macaulay (Macaulay, 1938, p. 44) and this term is
contemporarily used.
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Figure 1 The shaping of final value of the bond dependent on the changes in market

return rate

Final value
of the bond

»
»

Market return
rate

Source: (Jackowicz, 1996, p. 79-88)

2 Methodology and Data

The research was conducted on the example of a selected cooperative bank X*. In the
research, data deriving from the balance and the account of profits and losses was used
for a selected balance day as well as other parameters calculated for the bank, on the
basis, of analytical record.

The data used in the calculations concerned the following balance positons with fixed
interest:

1)
2)

3)

4)

2)

on the side of assets:
current accounts in the central bank amounting to PLN 1,707,569.58,

interbank deposits in the amount of 37, which balance on the balance day was
PLN 55,850,000. Calculated, for the purpose, of this research weighted average
amount of deposits with fixed interest was PLN 1,711,324.98;

Bank credits loaned to 5 262 clients, which combined balance on the balance day
was PLN 129,717,501.32, including the portfolio of normal (non-endangered)
credits with fixed interest in the amount of PLN 35,177,448.35, consisting of
credits repaid in a single instalment (PLN 5,663,591.18) and repaid in multiple
instalments (PLN 29,513,857.13);

5-year Polish Treasury bonds with a nominal value of PLN 5,000,000.

on the side of liabilities:
client budget account in the number of 19,794, which balance on the balance day
was PLN 77,742,340.87;

term deposits accepted from 8,862 clients, which balance on the balance day was
PLN 7,509,044.94.

* Due to a lack of suitable authorization, the author is unable to quote the real, full name of the

bank.
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Calculating duration gap was conducted in the following way: after working out the
weighted averages of the maturity terms and nominal interest rates in the given group of
loans and deposits with defined cash flows, an internal rate of return was calculated for
the group. Next a weighted average return rate for the entire portfolio of assets and
liabilities was calculated using fixed interest rate. For a purpose of calculating gap of
duration, it was assumed that changes in revenues and costs are closely connected with
market changes of interest rates, understood as weighted averages of the return rate to
maturity of assets and liabilities offered by the bank.

When a duration gap was calculated in order, to assess the influence of interest rates
change on the value of the bank’s capital, then a Hicks’ formula was used (Hicks,1939, p.
185-186). The entry point was the identity equation that the initial market value of the
bank equity (KW) is equal:

KW =PV, - PV, (2)

where:

PV,— market value (current) of assets,

PV, — market value (current) of liabilities.

After assuming, that a common interest rate (discount rate) for assets r, and liabilities

r, exists, the following equation, which illustrates the change of initial value of the

banks’ equity is derived:
dKW _ PVu(r),

- , 3
dr, 1+r, ° (3)

where L, means: duration gap calculated with the formula:

L,=D,-D, g&”
A

(4)

Macaulay’s duration was used in order, to calculate the impact of changing interest rates
on the equity capital of the cooperative bank. The author argues that the results
presented in literature show the effectiveness of this measure in the analysis of interest
rate risk. Moreover, it is an easier and cheaper method to apply.

3 Results and Discussion

In accordance with The New Basel Capital Accord (Basel II), banks should maintain
certain level of capital in relation to risk they take. Among the key types of risk, which
are not taken into consideration when calculating the regulatory capital reserves, is the
interest rate risk for the entire book of the bank. In the area, of the forecasting process
of internal capital, bank should assess the amount of capital needed to cover the impact
of interest rate risk on its book, when it has deemed it to be important.

If the banks’ commitment to instruments influenced by interest rate risk was too risky,
the supervisory authorities should oblige it to reduce the risk or to maintain a special
additional amount of capital, as a certain buffer for increased appetite for interest rate
risk (or both requirements where appropriate).

Regulatory guidelines do not impose methods which banks ought to use to estimate the
internal capital. The duration analysis as a dynamic method could be an effective tool in
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an internal system of measurement and control of interest rate risk in the bank’s book
and estimating internal capital to cover the risk.

The research conducted to date in this area shows the possibilities to practically control
interest rate risk in the bank book in accordance with the postulates of Basel II and the
Basel Committee on Banking Supervision. The author assessed the impact of parallel
increases/decreases of interest rates by 200 basis points on internal capitals of banks.
Simultaneously, when conducting a stress test in an area of interest rate change,
additional factors were taken into consideration including:

e lack of possibility to transact by closing a position - reduced the share of
temporary deposits with a fixed interest in total deposits from 9.6% to 2% on the
side of liabilities,

e change of credit portfolio quality - changed the frequency of capital repayment
and interest for credits with fixed interest rate and instalment repayment from 26
days to 90 days.

From the calculations presented in table 1, it is clear, that a shock interest rate change,
with the structure of assets and liabilities with a fixed interest in the analyzed bank,
would lead to a significant change of its capital. Interest rate increase, would lead to a
decrease of PLN 2,866,932 or an increase of PLN 3,984,322 in case of a fall in interest
rates. This will in turn result in a drop of economic value of capital by 17% if interest
rates rose by 200 basis points. Despite the indicator does not yet reach the level of 20%,
the shaping of the indicator above 15% is in practice considered to be of high risk. The
bank should therefore gradually restructure its assets and liabilities of fixed interest in
relation to the structure of balance positions with variable interest. Simultaneously such
bank should maintain the internal capital to cover the interest rate risk in the bank’s
portfolio.

Table 1 The analysis of duration gap of assets and liabilities with fixed interest where
shock interest rates and other changes were applied - stress test

Interest rate Duration Duration K Duration The impact of
change of assets of gap interest rate
liabilities change and
other

parameters on
the value of
capital in the

bank (PLN)
2 percentage 2.85year 0.01 year 1.44 2.84 year -2,866,932
points
-2 percentage 3.5year 0.01 year 1.27 3.49 year 3,984,322
points

Source: own work, on the basis, of data from bank X

An adequate change in the structure of assets and liabilities with fixed interest rate
virtually allow to reduce the risk of interest rates to a zero level. In result, irrespective of
the level and direction of interest rates change, the value of internal capital will not be
significantly altered - as table 2 shows.

5 Coefficient k means the ratio of the current value of liabilities with fixed interest to current level
of assets with fixed interest.
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Table 2 The gap duration analysis of assets and liabilities with fixed interest fully hedged
against the risk of interest rates

Interest rate Duration Duration k Duration The impact of
change of assets of gap interest rate
liabilities change and
other
parameters on
the value of
capital in the
bank (PLN)
1 percentage 0.92 year 0.45year 2.02 0.01 year -5,445
points
—1 percentage 0.95year 0.45year 1.99 0.05 year 30,728
points
2 percentage 0.91 year 0.45year 2.04 -0.01 year 8,281
points
—2percentage o, ear  0.45year 1.97  0.08 year 93,094
points

Source: own work on the basis, of data from bank X

The simulation encompassed, in addition to the change of interest rates, adequate:

e the reduction of repayments of capital and interest (from 76 to 38 instalments)
and the frequency of repayments and interest (from 26 to 21 days) in case of
credits with fixed interest rate and multiple repayment of the capital,

e the reduction of frequency of capital-interest repayments from term deposits with
fixed interest (from 120 days to 480 days),

e an increase in share of deposits with fixed interest in term deposits, as a whole,
(from 9.6% to 51.5%).

4 Conclusions

It is important to point out that a complete elimination of interest rate risk with the use
of the duration strategy does not always constitute the best policy. This is because a
bank could achieve certain benefits through appropriate management of the duration gap
in the event of expected changes to interest rates. In the bank analyzed in this paper, a
significant decrease in interest rates in the upcoming reporting periods would cause,
assuming current balance structure for positions with fixed interest was maintained, the
bank to enjoy additional financial benefits.

It is therefore imperative to adequately match expected market related change in
interest to the nature of maintained gap, which could be either negative or positive. It
appears that a complete reduction of risk of interest rate isnt possible in practice mainly
due to varying sensitivity of financial instruments to changing interest rates as well as
practical difficulties related to transacting in terms of both deposits and credits with fixed
interest. Therefore, the shaping of the portfolios of assets and liabilities in time so that a
balance was achieved in terms of duration of both assets and liabilities is hard to achieve
and constitutes a long - term process. Thanks to the duration analysis it is however
currently possible to manage the duration gap of positions with fixed interest and
effectively manage the interest rate risk. It is important to remember that closing
positions at fixed interest rate could mean that interest rate risk is fully eliminated. The
elimination of risk could only feature in situations when the values of assets and liabilities
positions based on variable interest rate are balanced.

The objective of managing interest rate risk should therefore be the reduction of the size
of risk to maximum allowed, a not an attempt to eliminate it completely. Such an
attempt to limit the risk could lead to reducing of chances to earn additional income

165



resulting from market change of interest rate. A natural element of banking activity is the
lack of asset-liability matching until the mismatch isn’t a threat to the bank.
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Abstract: As the level of pension security offered by the state has been decreasing, it is
necessary to save additionally for retirement. These savings determine financial condition
of households, particularly in the period of limited income after finishing one's
professional activity. The results of numerous research indicate that financial behaviours,
motives and willingness to save among men and women differ significantly. Also, the
willingness to save for retirement is determined by many factors, including gender.

The objective of the article is to evaluate to what degree gender determines saving,
including saving for retirement by households, as compared with other individual socio-
demographic personality traits. The article presents the data of representative research
"Social Diagnosis 2015". This research comprised of individual interviews conducted in
11,740 households with 35,279 members. The main conclusion which may be drawn
from the research is that the chances of a household to save, including saving for
retirement, decrease when a woman plays the role of household head.

Key words: gender differences, saving, retirement, Social Diagnosis
JEL codes: D14, D31, H31, H55, 132

1 Introduction

Saving behaviours of individuals and households as well as their preferences regarding
the choice of form of saving, including saving for retirement, are determined by
numerous factors. These have economic as well as non-economic character (Kolasa and
Liberda, 2014; van Erp et al., 2013; Sass, 2016; Pienkowska-Kamieniecka and Walczak,
2016). Numerous research indicate that economic well-being and behaviours on financial
market are determined by gender (Fisher, 2010). In spite of the fact that women
historically have been dependent on men for financial security (Schmidt and Sevak,
2006), it needs to observed that in recent years their role in this respect along with their
position in the labour market and participation in creating household budget have
changed significantly. It particularly impacts the role women play in households’ financial
decision-making, including saving and retirement saving decision-making (Hui et al.,
2011). The gender of a household head greatly determines the amount of financial
resources they accumulate. This results mainly from the fact that men and women differ
in terms of their risk attitude. Low risk tolerance impacts negatively on the willingness to
save and invest. It occurs that female-headed households have less wealth than others
(Conley and Ryvicker, 2005; Chang, 2010). As women are usually characterised by a
greater aversion to risk and are more conservative in their investment decisions (Fisher,
2010; Stendardi et al., 2006; Rietjens, 2011), they rarely opt for long-term investments
related to retirement (Sung, Hanna, 1996). Although men are generally more prone to
risks than women, other research allow to draw another important conclusion.
Likitapiwad et al. (2013) conclude that females have a more positive attitude towards
saving than males, nonetheless, they more often spend money excessively (on, for
instance, clothes or cosmetic) with respect to their needs so that their savings
accumulate more slowly.

It needs to be stressed that apart from gender and different attitude towards risk among
men and women, also other socio-demographic traits of household head may have
impact on the amount of savings accumulated by a particular household. These traits
may interact with gender to a various degree, i.e. they might determine the willingness
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to save for retirement among men and women (Fisher, 2010). As a matter of fact, saving
might be affected by age, level of education and income (Fisher, 2010; Sabri, 2014),
social-professional status, total number of children (Fisher and Anong, 2012), marital
status or place of residence (Lusardi, 2003).

Elderly people save and think of retirement more frequently (Czapinski and Gdéra, 2016)
than young people who are also characterised by a lower retirement awareness. The
degree of retirement awareness is, in turn, positively correlated with the level of
education (van Raaij, 2011).

Results of numerous research indicate that the willingness to save is shaped by financial
knowledge which also depends on one's level of education (Lusardi, Mitchell, 2011;
Bucher-Koenen and Lusardi, 2011; Kowalczyk-Rdlczynska and Rolczynski, 2016).
Individuals with low level of education are likely to have lower income and wealth.
Simultaneously, well-educated individuals are more likely to report income from
retirement savings (Cole and Shastry, 2007). Also, the level of financial competence is
determined by gender. It turns out that women are characterised by lower knowledge
and financial literacy (Xu and Zia, 2012; Volpe et al., 2002; Lusardi and Mitchell, 2011b;
Fornero and Monticone, 2011; Klapper et al., 2015). Men generally deal better with such
financial issues as taxes, investments or savings (Clarke et al., 2005). Since there is a
significant relation between the level of financial competence and participation in the
financial market (Lusardi and Mitchell, 2011b), it well justifies women's low willingness to
additional saving for retirement. Moreover, it is still men who are mainly responsible for
making financial investment and planning decisions on behalf of the family (Hui et al.,
2011).

Also, the income impacts on the possibilities and willingness to save. Lower income has a
negative impact on owning savings (Munnell et al., 2011), especially among women who
have smaller savings, lower income and are less wealthy as compared to men (Fisher,
2010; Gottschalck, 2008).

Of importance is also the marital status of a household head. Research conducted by
Topoleski (2013) shows that the amount of household wealth is higher for married
households than for single or divorced households. Additionally, Schmidt and Svak
(2006) found no difference in wealth and owned savings between single female- and
male-headed households. This concerns also savings for retirement. Therefore, it may be
concluded that people who are married demonstrate better saving behaviours (Marital
Status..., 2011).

Another variable which affects the level of savings is the number of household members,
particularly the number of children, though this impact does not seem unequivocal.
Scholz and Seshadri (2007) point out that households with children hold less average
wealth than childless households. On the other hand, research of Mahdzan and Tabiani
(2013) show that having children correlates positively with owning savings aimed at
children's future education. This happens at the expense of retirement savings as
households with children by rule undersave for retirement compared to similar childless
households (Scholz and Seshadr, 2007). This concerns mainly households headed by
females who are more likely to contain children (Fisher, 2010).

The aim of the study is to evaluate to what degree gender determines saving, including
saving for retirement by households, as compared with other individual socio-
demographic personality traits of household head.

2 Methodology

The article presents the data of representative research "Social Diagnosis" conducted in
Poland in 2015. This research comprised of individual interviews conducted in 11,740
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households with 35,279 members®. For the needs of this article, a head of each
household was identified (with division into women and men) in order to evaluate how
the gender of household head, including interactions with other variables, impacts a
broadly understood household saving, particularly saving for retirement.

To realize the research task, the method of logistic regression was used. All calculations
were performed with the use of IBM SPSS Statistics 24.0 program. While constructing
particular logit models the following dependent variables were used: Y; — Do you own
any savings? (M1 and M3); Y, - Do you own any savings for retirement? (M2 and M4).

The above variables took the following form:

1, if the event occured
Y = 0, if the event did not occur

Models M1 and M2 do not include the effects of interaction between independent
variables whereas interaction effects occur in models M3 and M4.

Control variables, constituting socio-demographic traits of respondents (household
heads) assumed in each model are presented in Table 1.

Table 1 Descriptive statistics for the independent variables

Variable Variant of variable
Gender 0 - Women, 1 - Men
Age Aged 24 and under, aged 25-34, aged 35-44, aged 54-

59, aged 60-64, aged 65 and more (reference group)

Level of education Primary and lower, lower secondary and basic
vocational, secondary, Higher and post secondary
(reference group)

Social and Public sector employees, private sector employees,
professional status entrepreneurs, farmers, pensioners and retirees, pupils
and students, unemployed (reference group)

Place of residence 0 - Rural areas, 1 - Urban areas
Marital status Single, married, widowed, divorced/separated (reference
group)

Wealth (as the 0-Yes,1-No
condition of well-
being)

Income (monthly net Continuous variable
income from 3

previous months, in 1

thousand PLN)

People (number of Continuous variable

6 The research is of a panel character. Its concept and logistics were designed by the Council for
Social Monitoring. For more see http://www.diagnoza.com/index.html.
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household members)

Reading press Continuous variable
(number of hours

weekly spent on

reading press)

Material status (the Continuous variable presented in the following scale:
level of satisfaction very satisfied - 1, satisfied - 2, quite satisfied- 3, quite
from financial unsatisfied - 4, unsatisfied — 5, and very unsatisfied - 6
situation)

Source: own study based on Social Diagnosis 2015.

3 Results and Discussion

The results of the research indicate that gender has a statistically significant impact on
saving, including saving for retirement. Not analysing interaction effects, the chances of
male-headed households for owning savings are by 23% (M1) higher, and in the case of
savings for retirement by 29% (M2) when compared to female-headed. It needs to be
stressed that saving can be also affected by other individual traits of household heads,
some of them interact with the variable, i.e. gender.

Chances for saving grow with age, though until 60 years of age households,
irrespectively of their head's gender, do not consider financial security for old age to a
great extent. Households headed by people aged 25-34 have 2-times (M1) and 4-times
(M2) lower chances for savings than those headed by people aged 65 and more. This
may indicate that irrespectively of gender (models M3 and M4 did not display interaction
with the age of household head) young households, when able to save, usually save for
other goals than additional retirement security.

In the case of saving in general as well as saving for retirement, chances for savings
increase with the level of education. However, the impact of education is more visible in
reference to saving in general. People with lowest level of education have 70% lower
chances for savings than those with higher education (in the model without interaction -
M1, as well as in the one with interactions - M3), whereas in the case of saving for
retirement, these chances are smaller only by 33% (M2). Above all, the results have
shown that the willingness to save for retirement among men and women is determined
by their level of education (M4). Particularly in the case of primary and lower education,
the chances of households for additional retirement savings, if headed by male, are by
42% lower as compared to female-headed households. Therefore, it may be claimed that
with all education levels below higher, women are more likely to have old age savings
than men.

Considering social and professional status, one may observe that the biggest chances for
saving (M1) have farmers (by 71% higher than the unemployed). Analysing gender
impact (M4) in majority of socio-professional groups, if male-headed, households are
more likely to accumulate additional savings for retirement. This effect is noticeable
particularly among farmers, where the chances of saving for retirement among men are
2.12 times higher than among women, and among private entrepreneurs.

Moreover, it was concluded that gender impact may be observed in the category of place
of residence (what confirm also for example Krupa and Walczak (2016)). Rural
households have 99.3% greater chances for saving if male-headed as compared to
women, whereas in urban areas this difference is even greater and amounts to 150.7%
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(M3). The situation is similar in the case of saving for retirement. Urban households have
greater chances for owning such savings when male-headed (by 151.3%)(M4).

No difference has been observed between men and women with respect to saving,
including saving for retirement, when taking into account the number of household
members or hours spent on reading press. Yet it may be stated that these are
statistically significant variables. It turns out that increasing the number of household
members by one person reduced the chances of saving for retirement by approximately
9% (M2), whereas every additional hour spent on reading press improved the chances of
saving in general as well as for retirement equally by 0.02%. This confirms already
observed impact of education (and knowledge) on owning household savings.

The results of the research also indicate that in both male and female-headed households
the chances for savings increase with income growth by 1 thousand PLN, i.e. savings in
general by 17.0% (M1) and savings for retirement by 13.6% (M4). As a result, one
obvious conclusion can be drawn: higher income has impact on a greater willingness to
save.

Nevertheless, if one considers attitude to wealth as the condition of well-being and level
of satisfaction from household material status, different observations can be made.
Apparently, men and women differ in this respect. If one assumes wealth does not
guarantee happiness (M3), chances of owning savings by male-headed households are
greater than among women (by 51%). When female-headed households do not condition
well-being on wealth, they tend to more seldom as compared to men.

Moreover, a decrease in the level of satisfaction from household material status lowers
the chances for savings by approximately 32% (M1). No gender differences were noticed
in the case of saving decisions oriented towards retirement. A decrease in the level of
satisfaction from material status by one degree reduces the chances of saving for
retirement among men and women by approximately 20% (M4).

Table 2 Estimates of logistic regression model - the analysed dependence: savings
savings and savings for retirement

Savings
Savi Savings Savi for
avings for avings retireme-
Variable Variant of variable Exp(B) retireme-  p.u(B) nt
nt Exp(B)
Exp(B)
M1 M2 M3 M4
Gender 1.226** 1.286***  1,993*** -
Age Aged 65 and more
Xk ok Xk % Xk Xk Xk %
(reference group)
Aged 24 and under .784 Ld12%* .791 .103**
Aged 25-34 .518*** 272%** 519%** 241 %%*
Aged 35-44 .678*** A27*** 681 *** .386***
Aged 45-59 737%* 653X ** .738** 596***
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Aged 60-64 L762%* .803* 767** .776%*
Level of Higher and post
education secondary *xok ok ok -
(reference group)
Primary and lower .298*** L663F** 297 ** -
Lower secondary, 370%* 639% K 3E8%* )
basic vocational
Secondary .540**x* 725 %% .540*** -
Social and Unemployed Kok ¥ ok ¥ ok )
profession (reference group)
al status _
Employees of public -, 846 1.423% :
sector
Employees of 1.404% 1920 1.410% -
private sector
Entrepreneurs 1.219**x* 1.401 2.222%*x* -
Farmers 1.707** 1.540 1.718%** -
Pensioners and 1.480* 1.342 1.490% -
retirees
Pupils and students 1.034 .552 1.016 -
Place of residence 1.258*** 1.170%* - -
Marital Divorced/separated ok % ) . )
status (reference group)
Single - - 1.625%%* N
Married - - 1.870*** -
Widowed - - 1.310%* -
Wealth 1.178** - 1.428*** -
Income 1.170%** - 1.169*** 1.136***
People - 91 1kkx - .909***
Reading 1.016% 1.016% 1.015% 1.018*
press
Material BBLFKX  O2RKK  7IGKKK  79EKRK
status
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Gender * Primary and lower - - - L576%**
Gender * Lower secondary and ) ) ) 619%**
basic vocational
Gender * Secondary - - - 631 *k**
Gender * Place of residence - - 1.258*** 1.261%
Gender * Employees of public ) ) ) 945
sector
:::t(:fr * Employees of private i ) ) 1.288
Gender * Entrepreneurs - - - 1.785***
Gender * Farmers - - - 2.121%*x*
Gender * Pensioners and retirees - - - 1.699%**
Gender * Pupils and students - - - .000
Gender * Wealth - - .760%* -

x -
Stzr;:ﬂzr Material ) ) 918% )
Const. 1.308 1.033 .942 1.127
Cox-Snell's R-squared .167 .091 .168 .092
Nagelkerke's R-squared 225 .128 .226 .128
Hosmer-Lemeshow (p-value) 711 .404 .654 251
Log likelihood 9,664.563 5,976.579 9,656.229 5,975.293
N 8,170 5,165 8,170 5,165

Note: *** p<0.001; ** p<0.01; * p<0.05
Source: own study based on Social Diagnosis 2015.

4 Conclusions

Saving behaviours of men and women differ. Gender has a significant impact on owned
savings, including savings for retirement. Households headed by men are wealthier.
Nonetheless, it needs to be stressed that men and women have different attitude
towards risk and differ in their knowledge and awareness of financial matters.

Chances for owning savings increase with age and level of education. People who are
young and not well-educated are the less likely to save. This fact justifies the need to
undertake actions with respect to financial and retirement education of society,
particularly women. As pointed out previously, on the one hand they are less active on
the financial market and save less for retirement (OECD, 2013), but on the other hand
they have greater longevity and spend more years than men in retirement (Brown and
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Finkelstein, 2009). Consequently, women are not prepared financially for retirement as
well as men. Moreover, women usually have lower income and this, as research shows,
constitutes another key factor which determines their willingness to save, also for
retirement.

Chances for savings of households headed by women as compared with men also
decrease when they are conducted in rural areas and when women do not condition well-
being with material status. Apparently women who associate wealth with happiness have
greater chances for saving.

Concluding, one needs to state that the gender of a household head is a significant factor
affecting saving. Moreover, it occurs to be correlated with other socio-demographic
variables. As women are becoming more interested in financial matters and are more
active on the labour market, we should aim at levelling financial knowledge, lowering risk
aversion among women and increasing their financial awareness. The need to save for
retirement is increasingly recognized with greater knowledge and retirement awareness
among both men and women.
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Abstract: This paper deals with a comparative analysis of the relative efficiency of
museums founded by the central authorities in the Czech and Slovak Republics. Through
the DEA method, we evaluate data for all 22 Czech and 42 Slovak institutions for 2015.
For these purposes, we chose a group of indicators that are available in both countries
and where museums have a duty to report. For inputs, there are the founder’s
contributions and the number of employees. For outputs, there are the number of
visitors, the number of exhibitions and expositions. The results revealed the differences
between the Czech and Slovak institutions, which relied especially on the use of inputs
and potential to achieve returns of scale.

Keywords: Museums, public sector, efficiency
JEL codes: H73, H76, H79

1 Introduction

With regards to the fact that the contribution focuses on the economy of cultural heritage
- which is a very specific value — the authors decided to define the idea of effectivity in a
broader sense using the public value concept. The public value concept as a boundary for
strategic control in the public sector was introduced to the scientific literature by (Moore
and Khargam, 2004). It is their understanding that it is a strategic triangle which
contains value (in sense of being aimed at creating something substantively valuable),
legitimacy, and support (attract sufficient ongoing support—and concomitant resources—
from the authorizing environment), and is operationally and administratively feasible
(doable with the available organizational and external capabilities needed to be
produced) (Alford and O’ Flynn, 2009). This concept is connected with a profound
discussion between normative understanding which says what the managers should do
and empiricism which describes what, in fact, managers in the public sector do (Alford
and O Flynn, 2009). According to (Alford and O "Flynn, 2009), public value focuses on a
wider range of value than public goods and outputs; and what has meaning for people,
rather than what a public-sector decision-maker might presume is best for them.
Commentators on this topic offer lists of values: equity, efficiency, fairness, justice,
prudence, transparency, social cohesion, user orientation, political accountability, regime
stability (Thomson and Rizova, 2015). According to (Thomson and Rizova 2015), many
practitioners and some scholars appear to believe that government enterprises create
public value in the same way business does - by increasing productivity, efficiency, and
effectiveness. This view is nowadays associated with the New Public Management (NPM)
(Thomson and Rizova, 2015). (Mazouz et al., 2016) confirm that effectiveness is a
significant part of public value. An important function of public value concept is also the
fact that it creates a boundary for measurement of effectiveness. Authors (Thomson and
Rizova, 2015) claim that the public service value methodology measures how well an
organization, or series of organizations, achieve outcomes and cost-effectiveness year
after year. The methodology gives public managers a way to evaluate performance of an
organization in relationship to the organization's average performance over a series of
years.
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Efficiency in the area of cultural heritage

As with other public sections within the public sector, the cultural heritage sector does
exhibit resistance to performance measurement. The most frequent argument is the
specificity of the sector (Herrero-Prieto, 2013), the lack of relevant data, and the
difficulty of quantifying the social impact. On the other hand, there is a strong argument
regarding scarce resources (Herrero-Prieto, 2013). Barrio and Herrero (2014), in their
literature search, confirm the lack of empirical evidence regarding the evaluation of
efficiency of cultural heritage institutions and claim that the first studies focused on the
efficiency of cultural institutions normally arise within a few years of studies in other
fields. Herrero-Prieto (2013) argues that museums are the most frequently analyzed
subjects in the area of culture and this is precisely due to their characteristics.

Based on the research about the current state of research in this area provided by
(Herrero-Prieto, 2013) and (Barrio and Herrero, 2014), the technical approach to
assessing the efficiency of cultural heritage institutions is evolving. For the first phase,
benchmarking models were composed of quantitative and qualitative indicators often
linked to the Balanced Scorecard. These approaches were followed by an efficiency score
using a specific production function, which merges a range of inputs in order to obtain
goods and services (Herrero-Prieto, 2013). ,Based on this approach, the goal is to
estimate an optimal frontier in this transformation process, and to gauge the level of
efficiency of the various study units as a distance from said optimal efficiency frontier.
The problem lies in determining where this frontier lies, a hurdle which may be overcome
by applying parametric or non-parametric models." (Herrero - Prieto, 2013, pp.5). Of
these models, the non-parametric DEA (data envelopment analysis) is currently the most
frequently used. It was first applied to cultural heritage in the Jackson study (1988) on
North American museums. Applications were followed on institutions such as in Great
Britain, Italy, Belgium, France. Herrero-Prieto (2013) states that most of the studies
were focused on Western Europe because of its utility for public policy in terms of the
efficient allocation of resources in the area of culture.

Most current applications are struggling with the absence of relevant data, so data are
mostly obtained through questionnaire surveys among museums, and studies are limited
to specific geographic areas. From the technical point of view, input-oriented DEA models
are mainly used. It is much more appropriate to use an input-oriented model, as in
(Barrio et al., 2009) and (Herrero - Prieto, 2013), and interpret the results as indicators
of efficiency, i.e. given an output, the scores show how far a museum is from the most
similar unit using the least resources to reach that output. Another important factor is
the identification of suitable indicators on the input and output side, (Mairesse and
Vanden Eeckaut 2002) e.g. a set of inputs employment, various budget items and
infrastructure. In a study (Tahery and Ansari, 2012, pp. 435) inputs include all the
resources required by the organization for its activities, such as, for example, the number
of square meters of exhibition area, the number of custodians and number of other
workers. Outputs may take into consideration the services provided by the museums at
all levels. Some measures of services provided by museums include the total number of
visitors, the number of schoolchildren visiting the museum, the number of special
temporary exhibitions organized by the museum, the number of congresses organized,
and the number of research projects undertaken. Barrio and Herrero (2013) use three
inputs (employment, size, and museum facilities), and four outputs (visitors, temporary
exhibitions, the museum’s social impact, and the impact of the art collection). Other
studies synthesize inputs describing the size of the institution by the number of
employees, infrastructure, and the number of m2 compared with the population (Herrero
- Prieto, 2013). Determining the appropriate inputs and outputs has a major impact on
the results achieved.

The latest trend in this area is the attempt to describe the issue of technical change and

the evolution of efficiency ratios over time (Barrio and Herrero, 2013) as well as the use

of a so-called two stage DEA, i.e. DEA analysis combined with regression analysis. With
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the help of this, we endeavor to describe other factors that have an impact on the
efficiency achieved. As for external control variables, they utilize: an institutional
approach to management, distinguish between museums governed by regional
authorities and other founders, and another variable which distinguishes among
museums located in the capitals of provinces and among museums located in rural areas.
In their conclusion, the greater relative efficiency is achieved by museums located in
urban areas and those managed by regional governments.

In the Czech Republic, analyzes focusing on the efficiency of cultural heritage are still
outside the focus of the mainstream of research, which focuses on DEA's application in
the banking sector, healthcare, and higher education. In the field of museums, we have
identified only two studies in our research. The first study (Pldek et al., 2015) deals with
benchmarking in the field of culture, specifically in museums, where the authors describe
current practices in benchmarking in this sector. This benchmarking was designed for
museums established by municipalities or regions. The data collection covers 21
performance indicators, which are divided into three groups: conditions and prerequisites
for museum activity; performance; and public services, financing, spending, and
efficiency. The results are primarily for the museums themselves and have yet to be
published. Another study (Placek at al., 2016) deals with the application of the DEA
method for evaluating the effectiveness of museums set up by central government
bodies. In their analysis, the authors used data from 2011-2013. They used inputs such
as the number of branches, the area in m2 for permanent exhibitions, and the budget of
the organization. The input indicators therefore describe the resources that are available
to the surveyed institutions. The output variables are as follows: the number of
organized exhibitions, the number of cultural and educational events for the public, the
number of visitors, economic autonomy (own revenues / expenses). According to the
author’s conclusions, the system delivers very good results on the whole, with the
average dual function for the sector being 0.7681, while 61% of the institutions can be
classified, according to the dual function value, as ideal museums. However, this study
also encountered some problems such as the difficulty in obtaining data and the problem
of finding an optimal set of indicators.

This article builds on the above-mentioned study (Placek et al., 2016) and introduces a
more precise methodology and a new element of foreign comparisons. The purpose of
this article is to apply the DEA method to evaluate the relative efficiency of museums
established by the central authorities of the Czech and Slovak Republics in 2015 and
compare the respective results.

2 Methodology and Data

The main method used is data envelopment analysis (DEA). "This method is suitable for
evaluating the efficiency, performance, or productivity of homogeneous production units
- i.e., units that produce identical or equivalent effects, which we will label as the outputs
of this unit. Outputs are by their nature maximizing, meaning the higher their values, the
higher the performance of the monitored unit. To produce effects, the production unit
consumes inputs that are, by their very nature, minimizing, and whose value leads to
higher performance of the monitored unit” (Borlvkovd and Kuncova, 2012, pp. 75).
"The DEA method estimates the so-called production units whose input / output
combination lies on the efficiency boundary. These are efficient units as one could not
actually conceive of a unit that achieves the same outputs with lower inputs or higher
outputs with lower inputs" (Borlivkova and Kuncovd, 2012, pp. 75).

Although the units surveyed belong among the homogeneous types especially when
dealing with the region of large museums which have a wide range of functions, one can
find internal heterogeneity among them, in which lies the possibility of achieving returns
of scale. For this reason, we will use two model variants.
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The first model calculates constant yields from a range: the Charnes Cooper and Rhodes
Model called CCR. This model was first introduced in 1978 and assumes constant returns
of scale. Regarding the CCR input-oriented model, we assume a constant yield from the
range. Using this model, it is possible to determine the number of inputs needed to make
the inefficient unit efficient. The technical efficiency coefficient is defined as the ratio of
weighted sum of outputs and weighted sums of inputs. The scales must be set so that
the technical efficiency factor is from 1: 0. The unit with a technical efficiency coefficient
equal to 1 is effective, a coefficient less than 1 points to an inefficient unit, and
determines the amount of input reduction needed to ensure unit efficiency. For simple
cases, the CCR can be represented graphically. The CCR model determines the input and
output weights for each unit so that the unit maximizes its technical efficiency coefficient
and meets the conditions: the balance must not be negative. When using this set of
weights, no technical efficiency coefficient can be greater than one.

The second model calculates variable yields from a range. The Banker, Charnes, and
Cooper Model called BCC. This model was first introduced in 1984 to introduce variable
returns to scale (the CCR model only assumed constant returns of scale). The only
difference with the CCR model is the convexity constraint e¥*Lambdas = 1 corresponding
to the weight in the multiplier form.

In our model, we use the following set of variables. We take the input to be the number
of employees as well as the contributions of the founder, which we express as the
difference between the total costs and the museum's own revenues. Outputs include the
number of visitors to the museum, the number of exhibitions, and the number of
expositions.

One of the important factors for the selection of input and output indicators was, besides
the ability to describe the complexity of the museum's work, the availability of data for
international comparisons. For our analysis, data for 2015 was used. For the Czech
Republic, data was provided by NIPOS (National Information and Counseling Center for
Culture), which is a contributory organization of the Ministry of Culture, which deals with
the collection of statistical information on culture. Unfortunately, the organization refused
to provide information on the financial performance of individual institutions, so we had
to obtain this information using datamining techniques from the official portal of the
Ministry of Finance http://monitor.statnipokladna.cz. For the Czech Republic, total of 22
institutions were included.

The data for Slovakia was obtained from the National Education Center, which is a
contributory organization of the Slovak Ministry of Culture and also has competence in
the field of culture. For Slovakia, a total of 42 institutions was included.

The model is calculated for each country separately, and we consider the number of
efficient units in each country to be the criterion of efficiency.
3 Results and Discussion

In this section, we present the results of the DEA analysis of the Czech and Slovak
museums which were established by the state. The first table presents the results of the
CCR model, a model that works with constant yields from a range.

Table 1 Results of the DEA CCR application with constant yields from the range

Czech Republic Slovak Republic
Number of institutions 22 42
Avg. efficiency 0.589229 0.532429
Median 0.553553 0.489449
Standard deviation 0.292201 0.323082
Number of efficient 5 8

units
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Proportion of efficient 22.72% 19.04%
institutions

Source: authors

It is clear from the results that if we consider constant yields on the scale, there is no
significant differences between the two countries. The average and median efficiency is,
however, higher in the Czech Republic than in Slovakia. The Czech Republic also has a
relatively higher proportion of fully efficient units, i.e. units that have achieved an
efficiency value of 1. Institutions in both countries only manage to achieve average
efficiency values. Thus, we can say that there is room for improving the use of inputs,
i.e. in the area of human resources, but also other costs such as building maintenance.

A very important view of the problem is provided by the second model, which works with
the opportunity to achieve returns of scale. The following table shows the results of the
second model.

Table 2 Results of DEA BCC application with constant yields from the range

Czech Republic Slovak Republic
Number of institutions 22 42
Avg. efficiency 0.789065 0.653059
Median 0.983209 0.796781
Standard deviation 0.295638 0.346185
Number of efficient 11 15
units
Proportion of efficient 50% 35.71%
institutions

Source: authors

If we take into account the ability to achieve variable yields from a range, institutions of
both countries achieve better results, with those of the Czech Republic being significantly
higher. This interpretation is entirely logical. In the Czech Republic, there is a
significantly lower number of museums than in Slovakia. The Czech institutions are
larger, so they have a higher potential for achieving returns of scale, which also affects
their resulting relative efficiency. The institutions of the Czech Republic achieve very
good results.

It is clear from the results that large museums are highly dependent on choosing a model
that expresses the potential to reach returns of scale. The results of the models are
partly confirmed by the results of the study (PlacCek, et al., 2016), which states that most
state museums achieve high relative efficiency values. On the other hand, there is still
room for improvement. An ideal approach could be linked to mandatory benchmarking or
centralizing and outsourcing some of the activities suggested by (Shoup et al., 2014),
which demonstrate the effects of outsourcing souvenir sales and tickets based on the
example of Turkish museums.

4 Conclusions

The article deals with the comparison of efficiency of Czech and Slovak museums
established by the state. The DEA method is used for the analysis with models with
constant returns of scale and variable yields from the range. The constant yield scale
model showed very small differences between the two countries. In contrast, the variable
yield model describes a markedly higher performance by the Czech institutions, which is
explained by a significantly lower number of Czech museums than the Slovak ones,
which increases their potential to achieve returns of scale.

Despite relatively satisfactory relative effectiveness, there is room for both institutions to
improve the efficiency of inputs which can be achieved by outsourcing selected activities
and implementing benchmarking.
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Abstract: Financial analysis is an essential tool for those interested in assessing the
economic situation of enterprises and subsequent decision making to predict the
bankruptcy. Relating credit risk of a bank is a permanent subject of many scientific
researches. We focus on small and medium sized enterprises (SMEs) because they are
significantly different from large corporates from credit risk point of view. Our motivation
is to show the importance of modeling credit risk for SMEs separately moreover we
delimit medium sized, small sized and micro sized enterprises. The aim of this article is
the comparison of the real predicting abilities of several bankruptcy models to each
segment. There exist several popular bankruptcy models, that are often applied, namely
the Altman Z-score, the Ohlson O-score, the Zmijewski’s model, the Taffler's model, and
the INO5 model. The basic form of the models is used as proposed by their authors. The
results are compared using the contingency table and ROC curve.

Keywords: Credit risk, bankruptcy prediction, SME, bankruptcy model, insolvency,
probability of default

JEL codes: C52, C53, G31, G33

1 Introduction

The importance of credit risk management cannot be overemphasized, and it is well
recognized by the banking industry. The introduction of the Third Basel Capital Accord
(Basel III), financial crisis triggered in 2008 and other changes in the global financial
market have accelerated the need to validate and improve current credit risk
management systems. Financial institution are facing the problem of bad debts
(outstanding loans), so they must therefore make effort to improve their credit risk
management system and find new, more effective ways to face credit risk.

The issue of modeling and quantification of credit risk is the subject of interest of many
studies, scientific articles and publications. Academics and practitioners have focused
their research to improve the performance of existing bankruptcy models by the reason
of the former financial crisis when bankruptcy risk models and rating systems failed to
adequately estimate the risk in the corporate sector (Diakomihalis 2012).

The aim of this contribution is the comparison of the real predicting abilities of several
bankruptcy models in relation to small and medium sized enterprises in the Czech
Republic. We compare results within each sub-segment of SMEs, medium sized, small
sized and micro sized enterprises. We have chosen the bankruptcy models which are
used very often in many scientific papers. We compare models of the Altman Z-score,
the Ohlson O-score, the Zmijewski’s model, the Taffler's model, and the INO5 model.

We focus on SMEs because they are reasonably considered as the backbone of the
economy many countries. Over the past decade, we have withessed intensity in the
studies of their financial health, particularly after the introduction of Basel III. Recent
studies show that, SMEs demonstrate capacity to drive economic development at
domestic and international levels (Gupta et al., 2014). Thanks to their simple structure,
they can respond quickly to changing economic conditions and meet local customers”’
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needs, growing sometimes into large and powerful corporations or failing within a short
time of the firm 's inception. For OECD members, the percentage of SMEs out of the total
number of firms is higher than 97%. SMEs employ approximately two third of employees
and create more than half of added value in EU-28 (Eurostat, 2017). From a credit risk
point of view, SMEs are different form large corporates for many reasons. For example,
Dietch and Petey (2004) analyse a set of German and French SMEs and conclude that
they are riskier but have a lower asset correlation with each other than large businesses
(Altman and Sabato, 2007). Another motivation is to show the significant importance of
modeling credit risk for SMEs separately from large corporates.

2 Literature review

There is extensive empirical literature on default prediction methodologies. Many authors
during the last fifty years have examined several possibilities to predict default or
business failure. The seminal works in this field were Beaver (1967) and Altman (1968).
The researcher William Beaver was the first to apply a number of ratios, which could
discriminate between failed and non-failed companies up to five years prior to
bankruptcy. Altman improved Beaver’s method, applying a discriminant analysis using
financial ratios concerning to liquidity, profitability, financial leverage, activity and
solvency. Being the first person to successfully develop multiple discriminate analysis
(MDA) prediction model with a degree of 95.0% rate of accuracy, he is considered the
pioneer of insolvency predictors. Altman’s model has been applied successfully in many
studies worldwide concerning the subjects of capital structure and strategic
management, investment decisions, asset and credit risk estimation and financial failure
of publicly traded companies (Lifschutz and Jacobi, 2010).

Other model based on the MDA principle and very often cited in research literature is
Taffler model developed in Great Britain in 1977 (Taffler, Tishaw, 1977).

Another MDA model has been developed by Inka and Ivan Neumaier in 1995 known as
IN95. This model was constructed especially for the Czech market and was updated in
next years. We use the last version - INO5 model which was developed in 2005 (Inka and
Ivan Neumaier, 2005).

For many years thereafter, MDA was the prevalent statistical technique applied to the
default prediction models. However, in most of these studies authors pointed out that
two basic assumptions of MDA are often violated when applied to the default prediction
models. Considering these MDAs’ problems, Ohlson (1980), for the first time, applied
the conditional logit model to the default prediction’s study. The practical benefits of
logit methodology are that they do not require the restrictive assumptions of MDA and
allow working with disproportional samples. Next, very often cited model, which uses
conditional probability, is model by Mark E. Zmijewski (1984). He was the pioneer in
applying probit analysis to predict default. A probit approach is the same as in logit
approach different is only distribution of random variables.

We witness a substantial increase in the number and complexity of default prediction
studies due to the rapid advancement in technology and methodology. Above all, we can
mention artificial neuron networks used by Angelini et al. (2007), decision trees method
used by Gulnur and Fikret (2011) and hazard models used by Shumway (2001). Recent
empirical literature also shows momentum in understanding the credit risk behavior of
small firms. Altman and Sabato (2007) studied a panel of over 2000 SMEs and developed
a distress prediction model using logistic regression technique. However they
acknowledge the need to employ qualitative information to improve the predictive
performance of their model. Empirical literature also highlights the significance of
qualitative information such as business type, industrial sector, location, age, etc. in
understanding of firms” credit risk behavior. (Grunert et al., 2005) Altman et al. (2010)
took account this issue and studied about 5.8 million SMEs and reported that the
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prediction performance of Altman and Sabato (2007) model improved by about 13%
when qualitative information is added.
3 Methodology and Data

We have chosen the bankruptcy models, which are used very often in many scientific
papers. We compare models of the Altman’s Z-score, the Ohlson’s O-score, the
Zmijewski’'s model, the Taffler's model, and the INO5 model. Many different versions of
these models exist; we use the following form of the models.

Altman “s Z-score:

_ working capital

¥1= T otal assets
retained earnings
¥2 = total assets
EBIT
*3 = total assets
equity
* = liabilities
sales
X5

~ total assets
Distress zone ... Z<1.23
Taffler "s model:
Taffler = (0,53 xX; ) + (013xX,) + (0,18xX3) + (0,16 xX,) (2)
EBT
~ short — term payables

X1

current assets

*2 = Tiabilities
short — term payables
*3 = total assets
sales
X4

- total assets

Distress zone ... Taffler<0.2

Model of Inka and Ivan Neumaier:
INO5 = (013xX, )+ (004xX,) + (397xX3) + (021xX,) + (0,09xXs) 3)
total assets

X1 ==

liabilities
EBIT
Xy = ———————
interest cost
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EBIT

X3 =
total assets
total revenues
X4 =
total assets
current assets
X5

"~ short — term liabilities + short — term bank loans
Distress zone ... IN0O5<0.9
Ohlson ‘s O-score:

O-score = -1,32 - (0,407 x X; ) + (6,03 x X;) - (1,43 x X3) + (0,0757 x X,) - (1,72 x
Xs) + (2,37 x Xg ) - (1,83 x X7) + (0,285 x Xg) - (0,521 x Xg) 4

total assets

x; = lo
1 g(GNP index of price level)
liabilities
xz -
total assets
working capital
x =
3 total assets
short — term liabilities
x4, =

current assets

xs = 1 in case, that total liabilities are higher than assets, otherwise 0

net income
Xg = ——————
total assets
operating cash flow
x7 =

total liabilities
xg = 1 if net income was negative last two years, otherwise 0

netincome; — netincome;_4

Xo =
? 7 |(netincome,)| + |(netincome,_,)|

Distress zone ... O-score>0.5

Zmijewski s model:

Zmijewski = -4,336 - (4513 x X1 ) + (5679xX,) + (0,004 xX3) (5)

net income
X, =——

total assets

liabilities

xz -

total assets

current assets

X3

"~ short — term liabilities

Distress zone ... Zmijewski>0.5
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We used data for the Czech SME companies from Bisnode database for the years from
2008 to 2014. The models are used for predicting bankruptcy within two years.

For the quality assessment of the models, we applied one of the most commonly used
methods for evaluating models based on binary output, namely the ROC curve and the
classification table. In tested models we used the original estimated coefficients by their
authors. We did not use our data for estimating coefficients in the models; therefore we
are able to use the whole dataset as a validation sample for the verification of these
models.

Quality evaluation of bankruptcy models is also dependent on the determination of the
so-called ‘cut-off’ points. This is the value above (or below) which the firm will be
regarded as bankrupt. The optimal cut-off point is the value that minimizes errors of type
I and II. However, although everything depends on the purpose for which the model will
be used. Therefore, for example, we may choose higher cut-off limit if the request is to
better characterize the companies that are going to bankrupt at the expense that there
will be higher number of healthy ones wrongly ranked.

ROC (Receiver Operating Characteristic) curve is a graphical method, which is based on a
square showing the relationship between true positive rate (TPR - also called sensitivity)
and false positive rate (FPR - also called fall-out). TPR measures the proportion of
positives that are correctly identified as such. FPR is also known as probability of false
alarm, and it is calculated as the ratio between the numbers of negatives that are
wrongly identified as positives. TPR is applied to the y-axis and FPR on the x-axis. ROC
curve combines the values of TPR and FPR.

There are two possible extreme cases. The first case occurs when the predicted values
are absolutely similar as real values. In this case the curve copies the border of the
graph beginning in down left corner through upper left corner and ends in upper right
corner. The second case is the exact opposite and describes the model with no predictive
power. The curve in this case is a diagonal from down left corner to upper right corner of
the graph. Thus, the closer the curve is to the upper left corner, the better predictive
power of the model.

ROC curve is closely related to AUC (Area Under Curve) indicator that numerically
represents the graph and helps with comparison of two or more models. This indicator
quantifies the area under the curve and is useful for comparing two or more curves,
because they are transformed into one measure and easily comparable. AUC ranges from
0.5 to 1, where a higher value indicates a better prediction model.

Other method is to use classification table. Classification table is very simple and intuitive
method of assessing binary prediction models. As the name suggests, its principle is to
assess the correct and incorrect classification of the individual observations and
consequently the whole model. Prediction model is assessed by the proportion of
correctly classified observations to the total number of observations. As it was discussed
above the total percentage is dependent on the determination of the cut-off value. From
the classification table we are also able to identify type I and II errors for a given cut-off
boundaries.

4 Results

The first step was to calculate some important descriptive statistics that characterize our
data in each sector. The following tables 1, 2, and 3 contain this information for medium,
small, and micro enterprises respectively. There are significantly less observations for
Ohlson model. This model requires longer time periods, which decreases number of
usable observations.

From our whole dataset roughly 10 % consists of medium-sized enterprises, 27 % are
small enterprises, and the last 63 % remains for micro enterprises. Bankruptcy rate in
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each segment steadily decreases as we moved to smaller companies. The most important
part of these tables is the last columns which comprise AUC values. AUC stands for “area
under curve”. It represents area under ROC (receiver operating characteristic) and higher
AUC means better performing model.

Table 1 Basic characteristics and AUC for medium enterprises

Observations Non- Bankrupt Bankrupt AUC

Bankrupt (%)
Altman 10 364 10 232 132 1.27 0.61
Taffler 10 364 10 232 132 1.27 0.57
INOS 10 364 10 232 132 1.27 0.61
Zmijewski 10 364 10 232 132 1.27 0.66
Ohlson 3423 3382 41 1.20 0.66

Source: author’s calculations

Table 2 Basic characteristics and AUC for small enterprises

Observations Non- Bankrupt Bankrupt AUC

Bankrupt (%)
Altman 30 573 30 311 262 0.86 0.65
Taffler 30 573 30 311 262 0.86 0.60
INOS 30573 30 311 262 0.86 0.64
Zmijewski 30 573 30 311 262 0.86 0.69
Ohlson 8 624 8 587 37 0.43 0.63

Source: author’s calculations

Table 3 Basic characteristics and AUC for micro enterprises

Observations Non- Bankrupt Bankrupt AUC

Bankrupt (%)
Altman 72 780 72 445 335 0.46 0.58
Taffler 72 780 72 445 335 0.46 0.55
INOS 72 780 72 445 335 0.46 0.61
Zmijewski 72 780 72 445 335 0.46 0.62
Ohlson 18 868 18 837 31 0.16 0.66

Source: author’s calculations

As we can see from previous tables, the best models according to AUC are usually Ohlson
and Zmijewski. These models use probit and logit methodologies and according to our
analysis, they are the preferable choice for medium and micro enterprises. In case of
small enterprises other models based on discriminant analysis beat Ohlson models, but
they are still not as good as Zmijewski’s model.

Each model has different cut-off boundaries which determine if the company is
considered as bankrupt or healthy. The classification table is usually used for comparison
in this situation. Following tables 4, 5, and 6 contain standard statistics used in
classification table.
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Table 4 Classification table for medium enterprises

Correct Incorr Type Type Non- Bankrupt TPR FPR

ect I 11 Bankrupt correct

error error correct

Altman 84.26 15.74 97.77 1.10 85.01 26.52 0.85 0.73
Taffler 90.04 9.96 98.49 1.25 91.07 10.61 0.91 0.89
INO5 41.08 58.92 98.38 0.76 40.64 75.76 0.41 0.24
Zmijewski 25.07 74.93 99.06 2.28 24.68 55.30 0.25 0.45
Ohlson 6.08 93.92 98.86 2.29 5.06 90.24 0.05 0.10

Source: author’s calculations

Table 5 Classification table for small enterprises

Correct Incor Type Type Non- Bankrupt TPR FPR

rect I I1 Bankrupt correct

error error correct

Altman 83.11 16.89 98.59 0.75 83.59 27.10 0.84 0.73
Taffler 90.88 9.12 99.11 0.85 91.59 8.78 0.92 0.91
INOS 34.59 65.41 98.91 0.40 34.16 83.97 0.34 0.16
Zmijewski 32.54 67.46 99.50 1.60 32.49 38.93 0.32 0.61
Ohlson 9.80 90.20 99.60 0.73 9.48 83.78 0.09 0.16

Source: author’s calculations

Table 6 Classification table for micro enterprises

Correct Incorrect Type Type Non- Bankrupt TPR FPR

I II Bankrupt correct
error error correct
Altman 67.96 32.04 99.43 0.41 68.09 39.40 0.68 0.61
Taffler 86.04 13.96 99.52 0.46 86.37 14.33 0.86 0.86
INO5 27.11 72.89 99.45 0.21 26.83 87.76 0.27 0.12
Zmijewski 46.33 53.67 99.73 0.68 46.40 31.64 0.46 0.68
Ohlson 28.54 71.46 99.83 0.15 28.47 74.19 0.28 0.26

Source: author’s calculations

We can observe similar trend in all segments. Cut-off boundaries in Altman and Taffler
models seem to be very low, especially for medium and small enterprises. These models
have high accuracy in predicting healthy companies, but their success rate is very low in
case of identifying bankrupt companies. The exactly opposite situation occurs for Ohlson
model. The rest of the models lie in between these two cases.

These results in classification tables do not tell us which model is better, as AUC did. But
they evaluate sensitivity of their cut-off boundaries. Setting the right cut-off boundary
depends on our goals and needs. In general, it is more preferred to mark a healthy
company as bankrupt than vice versa.

5 Discussion and Conclusions

This study analyzed the most popular bankruptcy models and their performance for
Czech SMEs. The whole dataset were divided into three segments, namely medium,
small, and micro sized enterprises. The analyses were done separately for each segment
to capture different characteristics of companies with various sizes.

The aim was to evaluate the original forms of the models and recommend preferable
approach for Czech SMEs. Our results suggest using probit and logit methodologies
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rather than discriminant analysis. Beacuse according to AUC measure, the best
performing models were Ohlson or Zmijewski model.

From the second part of our analysis, we got the idea about the cut-off boundaries in
each model. The results in classification tables show that results are similar for each
segment. Models like Taffler and Altman used too low boundary, Ohlson did the opposite,
and the rest is somewhere in between these two extremes.

In this study we did not found any significant differences between individual segments of
Czech SMEs. For anyone interested in this topic, we recommend to use Ohlson or
Zmijewski model and set cut-off boundaries according to the aim of the study. For even
better results we suggest to re-estimate coefficients for analyzed companies. This
process should provide the best possible results.
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