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Abstract This habilitation thesis is devoted to studies of waves and oscillati-
ons in solar corona. Waves and oscillations in solar corona are currently very
topical, because different types of waves and oscillations are observed using
the probes and satellites within the solar atmosphere. In this thesis the results
obtained mainly by numerical simulations of magnetohydrodynamics (MHD)
are presented. In several cases, these results are confirmed by direct ground-
based observations, mainly using the solar radiotelescope RT5 of the solar phy-
sics department of Astronomical Institute of Academy of Sciences of the Czech
Republic in Ondfejov. We present the results from our own numerical simulati-
ons in different coronal structures, for example simple magnetic slabs, neutral
(Harris) current-sheet or opened magnetic structures. Such studies are very im-
portant for the understanding of wave processes taking place in the solar at-
mosphere, because they could help us to clarify not yet fully understood and
explained problem of solar corona heating. This thesis consist of three main
parts as follows: introduction to the problem of waves and oscillations in so-
lar atmosphere, commented collection of author’s papers and finally, enclosed

papers as published in journals.

Abstrakt PfedloZend habilita¢ni prace se vénuje studiu vin a oscilaci ve slu-
ne¢ni koréné. Téma vin a oscilaci ve slune¢ni koréné je v soucasné dobé velice
aktudlni, nebot’ rtizné typy vln a oscilaci jsou pfimo ve slune¢ni atmosféie po-
zorovany pomoci druZic. V pfedloZené préaci jsou popsany vysledky, ziskané
predevsim numerickym feSenim rovnic magnetohydrodynamiky (MHD), které
jsou v nékolika pfipadech potvrzené i pfimymi pozorovdnimi, zejména po-
moci radioteleskopu RT5 slune¢niho oddéleni AsU AV CR v Ondiejové. Jsou
zde prezentovany numerické simulace v rtiznych korondlnich strukturach, at’
uZ se jedna o jednoduché magnetické smycky, neutrdlni proudovou vrstvu a
nebo oteviené struktury. Tyto studie jsou velmi dtileZité pro pochopeni vino-
vych procesti odehrdvajicich se ve slune¢ni atmosféie, nebot’ by mohly pomoci
k objasnéni zatim ne zcela pochopeného a vysvétleného problému ohfevu slu-
ne¢ni korény. Tuto habilita¢ni praci tvoifi ivod do problematiky vin a oscilaci
ve slune¢ni atmosféie, komentovany pfehled publikovanych praci autora a ko-

nec¢né priloZené prace autora tak, jak byly v daném ¢asopise publikovany.
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Pfedmluva

Slunce je objektem na obloze, ktery fascinoval a byl pfedmétem zdjmu lid-
stva jiz od nepaméti. Prvni zminky o jeho pozorovani mtizeme najit v Cing jiz
2000 let pt.n.l. a zhruba 600 let p¥.n.l. v Recku. Rtizné kultury uctivaly Slunce
jako boZstva a pohliZely na néj jako na Zivotoddrnou hvézdu, zdsobujici nasi
Zemi svétlem a teplem. V tomto smyslu méa pro nds Slunce i dnes naprosto
stejny vyznam, ovSem nda$ pohled se podstatné zménil hlavné diky pokroci-
lym technikdm pozorovani, poskytujicim detailnéjsi informace. P¥i pozorovani
ze Zemé jsme ovSem znacné ovlivnéni atmosférou, kterd propousti viceméné
pouze viditelné zafeni a ¢ast zéfeni v rddiovém oboru spektra. Z tohoto du-
vodu, se spolecné s rozvijejici se technikou, Slunce zacalo pozorovat z kosmic-
kého prostoru, kde zemskd atmosféra jiz pozorovani neovliviiuje. Za pocétek
jeho pozorovéani z kosmu 1ze povaZovat rok 1973, kdy byla vypusténa druZzice
Skylab. Od té doby byla vypusténa celd fada dalSich kosmickych druzic, které
podstatneé rozsifily soubor nasich védomosti, mizeme jmenovat naptiklad dru-
zice SOHO, TRACE, Hinode, STEREO nebo v tnoru 2010 vypusténou druZici
SDO. Napozorovand data z téchto kosmickych druzic, v raznych oborech elek-
tromagnetického spektra, napf. gamma zafeni, tvrdého a mékkého rentgeno-
vého zéfeni, extrémné ultrafialového zédfeni, vyznamné pomohla pochopit né-
které fyzikalni procesy, odehravajici se na Slunci. Dnes diky pozorovanim, at’
uz pozemskym nebo kosmickym s jistotou vime, Ze Slunce neni zdaleka tak
klidné, jak by se na prvni pohled mohlo zdat. Lze zde pozorovat celou fadu
tyzikdlnich procesti, které mohou, a to dokonce velmi vyznamné, ovliviiovat
zivot na Zemi. Vyznamnost téchto jevli spociva, zejména v dnesni dob¢, na za-
vislosti lidstva na technickych a elektronickych pfistrojich, které mohou rizné

procesy na Slunci ovliviiovat, pfipadné dokonce i poskodit.

Diky nasemu detailnéjsimu poznéni Slunce o ném mdame obrovské mnoZzstvi
informaci, nicméné v souvislosti s tim se vynofila i spousta novych problém.
Naptiklad jednim z takovych velice intenzivné zkoumanych, a zatim ne zcela
dokonale popsanych a pochopenych jevii ve slune¢ni fyzice, je ohfev slune¢ni
korény. Moznym kandidatem, i kdyZz ne zcela jedinym, zodpovédnym za tento
tzv. korondlni ohftev, jsou pravdépodobné magnetoakustické viny. Magnetoa-

kustické vlny jsou mimo jiné velmi diilezitym diagnostickym néastrojem, ktery
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ndm, podobné jako v seismologii pomaha odhalovat vlastnosti prosttedi, ve
kterém se vilny §ifi. Mnoho poznatkli o vindch, Sificich se slune¢ni atmosférou
mame z jiZz zminénych pozorovani. Na druhou stranu, velmi vyznamnou a ne-
zastupitelnou roli také hraje teoreticky popis, zejména pak numerické simulace.

PredloZend habilita¢ni prace se zabyva numerickymi simulacemi $ifeni mag-
netohydrodynamickych (MHD) vIn ve slune¢ni atmosféte, na zdkladé MHD
popisu plazmatu. Zdkladem prace je modelovani vin v raznych korondlnich
strukturach, pomoci riiznych numerickych koédi a algoritma. V modelech pro
jednoduchou magnetickou smycku se MHD rovnice fe$i za pomoci dvoukro-
kového Lax-Wendroffova algoritmu s umélym vyhlazovanim, zatimco pro jiné,
sloZit€jsi struktury, napfiklad neutrdlni proudovou vrstvu (tzv. Harris current-
sheet) nebo oteviené magnetické struktury, se pouziva numericky kéd FLASH,
vyuZivajici Riemannovy feSice, ktery je modularni, vyuZziva paralelizaci a adap-
tivni zjemniovani vypocetni sité.

PredloZend habilita¢ni prace rozdélena do dvou hlavnich ¢ésti. V prvni ¢asti
je nastinén ttvod do problematiky, véetné soucasného stavu vyzkumu vin a os-
cilaci ve slune¢ni atmosféie. Ve druhé ¢asti jsou prezentovany komentované
vlastni vysledky, kterych jsme nasimi numerickymi simulacemi dosahli a v né-
kolika ptipadech také porovnali s pozorovdnimi. V pfiloze jsou pak uvedeny
kopie plnych text odbornych ¢lankd, které jsou komentovany ve zminéné

druhé ¢asti habilitac¢ni préace.



Kapitola 1

Uvod do problému vln a oscilaci ve

slune¢ni koroné

V této kapitole popiSeme jednotlivé vrstvy atmosféry Slunce. Podrobnéji se bu-
deme vénovat pro nds nejdtleZzitéjsi ¢asti — slune¢ni koréné, tj. oblasti, pro kte-
rou jsme nejcastéji provadéli nase numerické vypocty sifeni (magnetohydrody-

namickych) MHD vIn. V dalsi ¢asti se budeme vénovat zejména riznym typtim

MHD vln, se kterymi se ve slune¢ni atmosféfe miizeme setkat.

1.1 Co je slune¢ni koréna?

VeV v 2

Jednoduse mtizeme ¥ici, Ze slune¢ni koréna je nejsvrchnéjsi ¢asti slune¢ni atmo-
sféry, slozend z téméf tipIné ionizovaného velmi fidkého vodikového plazmatu
(napf. Priest 1982; Aschwanden 2005). Nemd pevné ohrani¢enou vnéjsi hra-
nici a zasahuje do meziplanetdrniho prostoru, kde plynule pfechdazi ve slune¢ni
vitr. Jeji tvar je nepravidelny a znacné se méni spolecné se slunecni aktivitou.
Slune¢ni korénu nemtizeme pozorovat pouhym okem, protoZe za normalnich
okolnosti je pfezdfena dennim slune¢nim svitem. MaZeme ji ovSem bézné po-
zorovat béhem slune¢nich zatméni nebo uméle pomoci koronografu, poprvé
sestrojeného v roce 1930 B. Lyotem (1897-1952). Teplota v koréné se pohybuje
od nékolika stovek tisic Kelvint v tzv. klidnych oblastech, az po nékolik desitek
miliént Kelvint ve slune¢nich erupcich.

Slune¢ni koréna lezi nad ¢aste¢né ionizovanou a relativné chladnou ¢ésti

slune¢ni atmosféry, nazyvanou chromosféra. V této oblasti se teplota pohybuje
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od nékolika malo tisic Kelvinti (tzv. oblast teplotniho minima v nizké chromo-
sféfe) aZ po zhruba 20000 K v oblastech vysoké chromosféry. Tloust'’ka chromo-
sféry se pohybuje zhruba kolem 2000 — 2500 km.

Mezi korénou a chromosférou se nachdazi dalsi, pomérné vyznacnd ¢ést slu-
necni atmosféry — pfechodova oblast (vrstva). Pfechodové vrstva je velmi dobte
pozorovatelnd v ultrafialové oblasti spektra, napfiklad pomoci druzice TRACE
(Golub et al. 1999; Handy et al. 1999) a jeji tloust’ka se odhaduje v fddu nékolika
stovek kilometrii. Tato vrstva je velmi zajimavé tim, Ze na takto pomérné malé
vzdélenosti nartistd teplota ze zminénych zhruba 20000 K v oblastech vysoké
chromosféry na 1 — 2 MK v koréné. Priibéh teploty a hustoty (koncentrace) ¢as-
tic v riznych vrstvach slune¢ni atmosféry, podle tzv. VAL-C modelu (Vernazza
et al. 1981; Avrett & Loeser 2008), je zobrazen na obrazku 1.1.

A Model Solar Atmosphere
——r ———————rry
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Obr. 1.1: Priibéh teploty a hustoty (koncentrace) ¢astic v jednotlivych vrstvach sluneéni
atmosféry podle tzv. VAL-C modelu (Vernazza et al. 1981), v¢etné naznacné pfecho-
dové oblasti. Pfevzato z (Golub & Pasachoff 2009).

Slunec¢ni korénu je mozné rozdélit na tfi ¢asti, podle toho jaky v dané vysce
nad slune¢nim povrchem dominuje emisni mechanismus (napf. Antia et al.
2003; Golub & Pasachoff 2009). Setkdame se zde tak s tzv. K-korénou (konti-

nuum), dale E-korénou (emisni) a F-korénou (Fraunhoferova). Béhem slunec-
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Obr. 1.2: Historickd fotografie spektra korény v okoli zelené emisni ¢ary o vl-
nové délce 530,3 nm, pfipisované nové objevenému prvku — koréniu. Reproduko-
vano z knihy: A. C. Young, The Sun, druhé vydani 1896, Obr. 93 (s. 258). Zdroj:

http://www.astro.umontreal.ca/~paulchar.

niho zatméni dne 7. srpna 1869, viditelného v severni Americe, dva americti
astronomové, A. C. Young (1834-1908) a W. Harkness (1837-1903), nezavisle na
sobé objevili ve spektru korény zelené emisni ¢ary o vinové délce 530,3 nm
(obrdzek 1.2, Young 1896). Po dalsich zhruba 70 let ztstavaly tyto ¢ary ve slu-
necni fyzice zdhadou. Prvnim vysvétlenim bylo, Ze tyto ¢ary pochdzeji z dosud
neobjeveného prvku, ktery dokonce dostal ndzev — korénium (Billings 1966; Se-
verny 2004; Golub & Pasachoff 2009). Teprve v roce 1943 priSel svédsky fyzik
B. Edlén (1906-1993) se spravnym vysvétlenim, Ze se jedna o ¢ary nékolikrét io-
nizovanych atom téZkych prvk. Identifikoval tak poprvé ¢tyfi emisni ¢ary ve
slune¢ni koréné, pochazejici z Fe X, Fe X1, Ca XII a Ca XIII. Ve vSech Edlén iden-
tifikoval 19 z tehdy zndmych 24 emisnich car ve slune¢ni koréné. Tim se poda-
filo vysvétlit ptivod téchto emisnich ¢ar a vyvratit existenci korénia. Nicméne,
vyvstal zde novy problém, a to existence takovychto nékolikrat ionizovanych
atomu tézkych prvkd. Toho je mozné docilit v prostfedi s velmi vysokou tep-
lotou. Znamené to tedy, Ze koréna musi mit teplotu mnohondsobné vyssi, nez
viditelnd fotosféra — milién Kelvinti i vice. Tato vysoka teplota vysvétluje ale i

dalsi fakt, pro¢ je koréna pomérné rozsdhlym ttvarem. Pokud by méla koréna

10



teplotu fotosféry, pak by tzv. ekvivalentni vyska (angl. scale height), dana vzta-
hem (Priest 1982):

A= M, (1.1)

mg

byla pouze kolem 150 km, coZ znamen4, Ze ve vzddlenosti slune¢niho poloméru
by hustota byla v podstaté nulova. Nicméné, pokud pouZijeme teplotu vyssi
(fadu miliénu kelvinti, odhadovanych v koréné), pak dostdvame evivalentni
vysku kolem 10° km, coZ jiz odpovidd skute¢nym hodnotdm.

Dalsi ¢asti slunecni korény je K-koréna. Zde prevladd linedrné polarizovana
spojitd emise zplisobend rozptylem fotosférického zafeni na rychlych volnych
elektronech.

Posledni ¢asti je F-korona, kterd vznika rozptylem svétla na pomalych pra-
chovych ¢asticich. Ve spektru F-korény miizeme pozorovat absorpéni ¢ary Fra-
unhoferova spektra. Zasahuje az do meziplanetarniho prostoru a velmi ¢asto
jl mtZeme pozorovat v podobé tzv. zodiakalniho (zvifetnikového) svétla ko-
lem ekliptiky. Mnozi autofi neuvazuji F-korénu za regulérni soucést slunecni
korény, proto se provadéji pozorovani pievazné E- a K-korény.

Teplota v celé slune¢ni atmosféfe neni homogenni (Aschwanden 2005). M-
Zeme pozorovat chladnéjsi mista, oblasti tzv. koronalnich dér, kde prevlada ote-
viend konfigurace magnetického pole a teplota je zde 7' < 1 MK. V oblastech
s uzavienym magnetickym polem, o kterych mluvime jako o tzv. klidnych ob-
lastech, je teplota pfiblizné 7' ~ 1 — 2 MK. A nakonec v nejteplejsich aktivnich
oblastech mohou teploty nabyvat hodnot 7' ~ 2 — 6 MK. Jak jiz bylo feceno
v tvodu, vysokd teplota v koréné (o dva az tfi fady vyssi nez fotosféra) a velky
teplotni gradient v pfechodové vrstvé neni dosud uspokojivé vysvétlen. Exis-
tuji nékteré teorie a pokusy o vysvétleni tohoto jevu, jako napt. procesy reko-
nexe magnetického pole nebo ohfev pomoci magnetoakustickych vIn ve slu-
ne¢nim plazmatu.

Je tfeba jesté zminit, Ze ve slune¢ni koréné hraje velmi dtlezitou roli mag-
netické pole. Z toho dtivodu se ve fyzice slune¢ni korény zavadi tzv. plazma-3
parametr. Tento parametr je definovan jako pomér kinetického a magnetického
tlaku, takze miZeme napsat (napf. Priest 1982; Aschwanden 2005):

Pxin _ nkgT 2 (65)2

8= — _Z
Prmag % v

CA

(1.2)

kde v je adiabaticky koeficient, ¢, je rychlost zvuku a c4 je Alfvénova rychlost.
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Obr. 1.3: Plazma- parametr ve slune¢ni koréné pro dvé rtizné hodnoty magnetického
pole —2500 G (kfivka nalevo) a 100 G (kfivka napravo). Pfevzato z (Aschwanden 2005).

Jak se méni tento parametr ve slune¢ni atmosféie, ukazuje obrazek 1.3. Z ob-
razku je patrné, Ze pro velkou ¢ast slune¢ni korény plati 3 < 1, tedy prevlada
v ni magneticky tlak, zatimco pro fotosféru, ¢ast chromosféry a vnéjsi korény
plati 5 > 1. Magnetické pole v koréné, jak jiz bylo napsano, hraje velmi pod-
statnou roli a v zdsadé fidi procesy, které se v kor6né odehravaji. Nicméné, jak
je z obrazku vidét, i v koréné miize byt plazma-3 parametr byt vétsi nez jedna,
tzn. magnetické pole je zde velmi malé. To se stdva napiiklad v pfipadé tzv.
,magnetickych kaspt”, kde prevladaji tlakové sily (diky velmi vysoké teploté),
magnetické pole je velmi malé, a plazma tak mtZe volné unikat do prostoru

podél magnetickych silocar.

Podle konfigurace magnetického pole miizeme rozlisit dva druhy uatvart
na Slunci. Pokud je magnetické pole uzaviené, tak struktury maji tvar smycek
se zjasnénim u zakotveni, kde emituji v oboru EUV a mékkého rentgenového
zateni. Typicky maji smycky polomér aZ do 10 Mm a polomér trubice se odha-
duje na zhruba 1 Mm. Stale se také diskutuje o tom, Ze smycka neni jednolitym
utvarem, ale Ze se skldda z nékolika mensSich smycek, které zatim pouze ne-

dokédZeme za pouZiti soucasné techniky rozlisit (napt. Nakariakov et al. 2016).
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Smycky jsou obvykle koncentrovany pobliZ urcitych mist (napt. v blizkosti slu-
necnich skvrn) a jsou soucdasti tzv. aktivnich oblasti. V pfipadé otevienych mag-
netickych poli jsou magnetické atvary vyplnény hustym plazmatem a ¢asto se
nachézeji v blizkosti korondlnich dér, kde mtiZeme pozorovat jasnéjsi ttvary
nazyvané v odborné literatuie jako coronal plumes, a jimiz unikaji ¢astice rych-
1ého slune¢niho vétru, napt. (Nakariakov & Verwichte 2005). Je také mozné jesté
pozorovat dalsi atvary, které se daji povazovat za kombinaci obou zminénych
atvard, a to jsou tzv. coronal streamers, které jsou zdrojem pomalého slune¢niho

vétru. VSechny popsané ttvary jsou schématicky vyobrazeny na obrazku 1.4.
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Obr. 1.4: Schématické zobrazeni slunecni atmosféry a v ni pozorovatelnych
utvart (korondlni smycky, oteviené struktury a tzv. coronal streamers). Zdroj:

https://ase.tufts.edu.

1.2 MHD vlny ve slune¢ni koroné

Magnetohydrodynamické (MHD) viny miizeme najit v rtiznych typech plaz-
matu, které je nejen astrofyzikdlniho ptivodu (Roberts 2000). MHD viny byly
detekovany napiiklad i ve flznich zafizenich typu Tokamak (Rosenbluth & Ru-
therford 1975; Sharapov et al. 2002), déle také v magnetosféie Zemé, ve slunec-
nim vétru a v mnoha strukturdch pozorovanych ve slune¢ni atmosfére, napt.
v korondlnich smy¢kéch, v blizkosti slune¢nich skvrn, slune¢nich protuberan-

cich a také v souvislosti se slune¢nimi erupcemi a vyrony koronalni hmoty
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(CME), napt. (Nakariakov & Verwichte 2005; De Moortel & Nakariakov 2012;
Nakariakov et al. 2016).

V poslednich letech je studium MHD vin a oscilaci ve slune¢ni koréné jed-
nim z nejdynamictéji se rozvijejicich smérh slune¢ni fyziky, ovSem o vinach a
oscilacich ve slune¢ni koréneé se ve slunecni fyzice diskutuje uz nékolik deseti-
leti. Teprve ale ke konci 90. let minulého stoleti ndm piistroje s vysokym rozli-
Senim, pozorujici v EUV oboru spektra, na palubdch modernich druzic umoz-
nily tyto viny pozorovat pfimo. Zejména vypusténi druzic SOHO' a TRACE?
zpusobilo doslova revoluci v pozorovani jevii spojenych s vlnami a oscilacemi.
MitiZzeme zminit napiiklad objev a ndsledné pozorovéni tzv. EIT vIn v roce 1996
(Veronig et al. 2011; Nitta et al. 2013) a detailnéjsi pozorovani Moretonovych
vin (Thompson et al. 1998; Harra et al. 2011), které byly objeveny poprvé mno-
hem dfive —jiZ v roce 1960. Oba typy vin jsou spojeny se slune¢nimi erupcemi a
jsou stéle pfedmétem odbornych diskuzi, nebot’ jejich vzajemnd souvislost ndm
jesté neni zcela jasnd. Dale to jsou viny v korondlnich smyc¢kach (Berghmans &
Clette 1999; Aschwanden et al. 1999; De Moortel et al. 2002), kink oscilace ve
smyckéach generované slune¢nimi erupcemi (Nakariakov et al. 1999; Aschwan-
den et al. 2002), podélné stojaté viny v korondlnich smyckach (Kliem et al. 2002;
Wang et al. 2002). Existuje také mnoho pozemskych pozorovani v radiovém
oboru spektra (napf. Mészarosova et al. 2008, 2009a,b,c, 2011). V tnoru 2010
byla vypusténa druzice SDO?, ktera za pomoci piistroje AIA tyto viny pozo-
ruje s velkym casovym a prostorovym rozliSenim. Diky tomuto pfistroji byly
dokonce objeveny nové dva druhy vin v koréné, rychle se pohybujici kvazi-
periodické vlnové baliky (quasi-periodic wave trains) (Liu et al. 2011) a pomalu
tlumené stojaté kink oscilace s malou amplitudou (Anfinogentov et al. 2013; Nis-
tico et al. 2013a).

MHD viny byly také podrobeny analyze v mnoha teoretickych a numeric-
kych studiich, napf. (Roberts 1981a,b), posledni vysledky numerickych studii
shrnuje (napi. Pascoe 2014). Z velkého mnoZstvi typt vin rtizni autofi studo-
vali napfiklad postupné viny (De Moortel et al. 2000), pomalé stojaté magneto-
akustické viny (Ofman & Wang 2002; Selwa et al. 2005; Zaqarashvili et al. 2005;
Selwa et al. 2007; Jelinek & Karlicky 2009, 2010) a pomalé postupné magneto-

1 https:/ /sohowww.nascom.nasa.gov/
2http: //www.lmsal.com/TRACE/
3http: / /sdo.gsfc.nasa.gov/
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akustické viny v koronalnich smy¢kach s efekty gravitace, viskozity a tepelné
vodivosti (Nakariakov et al. 2000; Tsiklauri & Nakariakov 2001). Déle to jsou
studie rychlych magnetoakustickych vln v korondlnich smyckach v tzv. kink
modu (Nakariakov et al. 1999; Wang & Solanki 2004; Andries et al. 2005; Pascoe
et al. 2009, 2010; Yu et al. 2015) a tzv. sausage médu (Nakariakov et al. 2003; Mel-
nikov et al. 2005; Pascoe et al. 2007, 2009; Jelinek & Karlicky 2012; Jelinek et al.
2012; Yu et al. 2015).

Béhem intenzivniho vyzkumu vln a oscilaci ve slune¢ni koréné bylo potvr-
zeno ¢i pfimo objeveno velké mnoZstvi riiznych vin a jejich méda a neni proto
ani mozZné je do detailu zde vSechny popsat. Pro dalsi pfehled vysledki jak
z pozorovani, tak vysledkti analytickych nebo numerickych je moZzné nahléd-
nout napiiklad do (Zaitsev & Stepanov 2008; Banerjee et al. 2011; Patsourakos
& Vourlidas 2012; De Moortel & Nakariakov 2012; Stepanov et al. 2012a; Mathi-
oudakis et al. 2013; Liu & Ofman 2014).

Jak jiz bylo dfive fec¢eno, hlavnim d@ivodem intenzivniho vyzkumu MHD
vin a oscilaci ve slune¢ni koréné je pochopeni a vysvétleni zcela zdsadniho
problému slunec¢ni fyziky a to ohfevu slune¢ni korény. Dalsim ddvodem je
napfiklad pochopeni mechanismu generovéni rychlého slune¢niho vétru, fyzi-
kalnich mechanismt uvolriovani energie pfi slune¢nich erupcich a pouziti vin
k diagnostice plazmatu, ve kterém se viny $ifi. Podobné jako u Zemé, kdy po-
moci seismologie miZeme zjistit mnoho o zemském télese, tak i diky vlnam
v koréné se miizeme dozvédét vice o jeji struktute a proto se v této oblasti vy-
zkumu velmi ¢asto setkdvame s pojmem korondlni seismologie (Nakariakov
2004; Nakariakov & Verwichte 2004; De Moortel & Nakariakov 2012; Stepanov
et al. 2012a,b).

1.2.1 Typy vln a oscilaci ve slune¢ni kor6né

V této ¢ésti obecné popiSeme nékteré typy vin a oscilaci, které se nejcastéji vy-
skytuji a souviseji s autorovym vyzkumem.

V plynech vnimame zvuk diky periodickému zhust'ovani a zfed ovani pro-
stfedi, ve kterém se vlna pohybuje. Takova vlna se $ifi v kulovych vlnoplochach
a charakteristickou rychlosti sifeni takového rozruchu je rychlost zvuku dana
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vztahem, (napt. Goedbloed & Poedts 2004):

R ,/@T. (1.3)
1Y m

V plazmatu se diky pfitomnosti magnetického pole objevuje jind charakte-
ristickd rychlost, zndmad jako Alfvénova, (napt. Goedbloed & Poedts 2004):

B
CA = \//FQ (14)

Nicméné v plazmatu, na rozdil od vzduchu, kde pozorujeme Sifeni zvuku

v podobé jedné kulové vlnoplochy, se takové vinoplochy vyskytuji tfi. Jednd se
o vinoplochy Alfvénovych vin, pohybujici se jiz zminénou Alfvénovou rych-
losti a vInoplochy tzv. pomalych a rychlych magnetoakustickych vIn, napft.
(Chen 1974; Priest 1982; Goossens 2003). Vzdjemné vztahy mezi rychlosti zvuku
(cs), Alfvénovou rychlosti (ca) a rychlosti pro pomalou (cy) a rychlou (¢;) mag-
netoakustickou vlnu jsou nésledujici:

1 1 1 9 9 o
— _+_ e —|— . 1.5
gtz d=c+d (15)

Abychom dostali konkrétni vyjddieni, popisujici vlnoplochy, ve kterych se
MHD vlny v plazmatu $if1, je tfeba najit disperzni relaci w = w(k). Ta ma nasle-
dujici tvar (Priest 1982; Aschwanden 2005; Kulsrud 2005):

—w?6v+(c24c3) (k-6v)k+(k-cpy)[(k-cp)dv—(ca-0v)k—(k-0v)ca] = 0.
(1.6)
Resenim vyse uvedené rovnice dostaneme tii feent, tzv. magnetoakusticky
komplex, kterd odpovidaji vyjadieni fdzovych rychlosti zminénych typt MHD
vln - pomalé, rychlé a Alfvénové, viz obrazek 1.5.

Alfvénovy viny

Alfvénovy viny jsou vlnami ¢isté magnetickymi, jedinym zdrojem téchto vin je
magnetické pole. Jednd se o pfi¢nou vinu, porucha magnetického pole je kolma
k ptivodnimu magnetickému poli. DtleZité je, Ze tyto viny neovliviiuji nijak
hustotu a tlak prosttedi, ve kterém se pohybuji. Tyto viny jsou vysoce anizot-
ropni, coz dobfe prezentuje graf fdzové, ale zejména grupové rychlosti, obrazek
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1.5. Grupovou rychlosti se pohybuji pouze podél magnetickych silocar, to zna-
mend Ze pouze podél téchto silo¢ar mohou pfendset energii. FAzovou rychlost

muZeme vyjadrit jako (Priest 1982; Goossens 2003):
A = C4 cos’(0). (1.7)

Tato rychlost se méni od rychlosti cy ¢ = ca podél magnetického pole aZ po
cas = 0 kolmo k nému. Pokud bychom méli piehledné shrnout vlastnosti Alf-

vénovych vln, miiZeme napsat:
e jsou zdvislé pouze na magnetickém poli
e nezpusobuji zmény v hustoté a tlaku prostiedi, ve kterém se pohybuiji
e jsou anizotropni a nepohybuji se kolmo k magnetickému poli

e pfenos energie se dé€je pouze podél magnetickych silocar, a to Alfvénovou

rychlosti

Pomalé magnetoakustické viny

Dal$im z feSeni rovnice (1.6) je fdzova rychlost pomalych magnetoakustickych
vin (Priest 1982; Goossens 2003):

1
vig==(Z+cA) - 5\/(63 + )% — 422 cos? . (1.8)

NO| —

Vlastnosti pomalych magnetoakustickych vin je moZné shrnout ndsledovné:
e jsou zdvislé nejen na magnetickém poli, ale téZ na tlakovych sildch
e zpusobuji zmény v hustoté a tlaku prostiedi, ve kterém se pohybuji
o tlak plazmatu a magneticky tlak jsou v protifazi

e jsou velmi anizotropni a nemohou se pohybovat kolmo k silo¢ardm mag-

netického pole

e pienos energie je tedy anizotropni a dé&je se pouze v malych oblastech
kolem magnetickych silocar
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Obr. 1.5: Poldrni diagramy fazové (vlevo) a grupové rychlosti (vpravo) pro ca = 1.5¢s.
Cervend barva odpovida rychlé, zelend pomalé magnetoakustické viné a modra Alfvé-

noveé vlné. Magnetické pole je orientovdno vodorovné. Zdroj: autor.

Rychlé magnetoakustické viny

Jako posledni feseni dostavame pro rychlé magnetoakustické viny fdzovou rych-
lost jako (Priest 1982; Goossens 2003):

1 1
vip = 5 (Z+cx)+ 5\/(03 + )% — 422 cos? . (1.9)

Podobné jako v predchozich pfipadech shrneme vlastnosti rychlych magneto-

akustickych vin:
e jsou zavislé nejen na magnetickém poli, ale téZ na tlakovych silach
e zpusobuji zmény v hustoté a tlaku prostiedi, ve kterém se pohybuji
e tlak plazmatu a magneticky tlak jsou ve fazi

e jsou izotropni, nicméné snadnéji se pohybuji ve sméru kolmém k magne-

tickému poli
e pfenos energie je izotropni

V literatufe se velmi ¢asto objevuji rizna oznaceni vin, kterd mohou byt po-

nékud matouci. Alfvénovy viny jsou viny nekompresni, v anglické literatute
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oznacovdny také jako incompressible nebo shear Alfvén waves. Pomalé magneto-
akustické viny jsou nékdy oznacovany jako slow Alfvén waves. U posledniho
typu, tedy rychlé magnetoakustické viny, se mtizeme setkat v jistém p¥ipadé
s pojmem compressible Alfvén wave. S timto oznacenim se setkdme v aproximaci
tzv. cold plasma limit, kdy plati, Ze Alfvénova rychlost cy je mnohem vétsi, nez
rychlost zvukov4, ¢ = 0. Z rovnice (1.9) pak vyplyva, Ze fdzova rychlost rychlé
magnetoakustické viny vrp = ca, tedy rychlé vina (kterd je sama o sobé kom-
presni — projevuje se zménami v tlaku, hustoté, atd.) se pohybuje Alfvénovou

rychlosti, proto je tedy nazyvéana kompresni Alfvénovou vlnou.

Entropickd vlna

V piipadé entropické viny (nebo médu) rychlost plazmatu, stejné jako mag-
netické pole i tlak ztistdvaji beze zmény, zatimco jedinou fyzikalni veli¢inou,
ktera se méni, je hustota a entropie. Entropickd vilna je tedy charakterizovana
tim, Ze se nepohybuje a jeji fdzova rychlost (nebo frekvence) je nulova, napf.
(Goedbloed & Poedts 2004; Goedbloed et al. 2010). Protoze s hustotou a tlakem
je entropie spojena vztahem, napt. (Landau & Lifshitz 1987):

S ~In(pp™7), (1.10)

méni se spolec¢né s hustotou i tato veli¢ina.

Velmi casto tuto vinu zanedbévaji ve svych studiich i autofi, kteti se MHD
vlnami zabyvaji. Je to proto, Ze se ukazuje, Ze entropicka vlna je pomérné rychle
utlumena efektem tepelné vodivosti plazmatu. Je také velmi dobfe zndmo, Ze
tepelna vodivost napfi¢ a kolmo k magnetickému poli je zna¢né odlisné (Priest
1982; Golub & Pasachoff 2009):

]@_ _31 n2
— =2x1 1.11
kde k| se da vyjadrit jako:
—10 T5/2 -1 -1
R =18 x 10— [W-m™- K. (1.12)

Zde In A je tzv. Coulombtiv logaritmus, jehoz hodnota je vétSinou mezi ¢isly
5 — 20. Typické hodnoty pro koeficient tepelné vodivosti jsou 4 x 10-17%/2 pro
oblast fotosféry, 10~117°/2, pro chromosféru a 9 x 10~127°/2 pro korénu. Z tohoto
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diivodu se dost ¢asto setkdvame v literatute pouze se vztahem kj = 1071175/
nezdvisle na misté ve slunecni atmosféfe. Zatimco je tedy tepelna vodivost
kolmo na smér magnetického pole velmi mald, ve sméru magnetického pole
je velka a tato vlna tak miize byt velice rychle utlumena.

Nicméné, néktefi autofi se problémem entropického médu zabyvali podrob-
néji (pfi zanedbdni efektu tepelné vodivosti), napt. (Murawski et al. 2011; Jeli-
nek et al. 2015a) a ukézali, Ze entropickd vlna v magnetickém X-bodu mtize byt

nepfimym diikazem nanoerupci nebo dokonce erupci ve slune¢ni atmosfére.

1.2.2 MHD vlny v koronalnich smyckach

NP4

Dosud se popis tykal pouze Sifeni rovinnych vln v homogennim neomeze-
ném prostiedi. Vzhledem k tomu, Ze napfiklad slune¢ni erupce jsou doprova-

s 2

zeny vznikem tzv. poerupc¢nich smy¢ek a téz dalsi titvary na Slunci miizeme ve
formé smycek pozorovat, jevi se takova struktura jako nejjednodussi a zaroveri
nejpfirozenéjsi vinovod.

Skutecné se ukazuje, Ze ttvar v podobé valce je velmi dobrym vinovodem
pro akustické (a v pfipadé s magnetickym polem, magnetoakustické) viny a
nadto existence takového vlnovodu velmi silné ovliviiuje sifeni vin.

Disperzni relace pro viny Sifici se magnetickym vinovodem valcového tvaru
ma ve valcovych soufadnicich ndsledujici tvar (Roberts et al. 1984; Aschwanden

2005; Kulsrud 2005):

J! (noa)

2 2 2 n( 2 2 2
_ = - BEIAR A 1.1
pO(k Cp —W )meKn<mea) pe(k Cae — W )nU Jn(noa)’ ( 3)
kde 2 2.2 2 2.2
7’L2 _ (w —k CA)(UJ —k CSO) (1 14)
(G + AW -k '
a
m2 — (kQCZe — w2)<k202Ae B CUQ) (1 15)
© (Cge + C?Ae)(kacgts - w2) . .

V rovnici (1.13) jsou J,, K,, Besselovy funkce n-tého fadu, a J), K, jejich
derivace, k je vinovy vektor podél magnetického pole a w je frekvence. Rovnice
(1.13) byla odvozena za pfedpokladu, Ze m. > 0, cozZ znamend, Ze se Zddné
vlny nedostanou mimo valcovy vinovod, takZe vSechny pohyby se odehravaji
pouze v magnetické smy¢ce. Rad n Besselovych funkci definuje mod oscilaci
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a tim geometrii oscilujici smycky. Na obrazku 1.6 je vidét pficny fez takovou

smyckou pro rtizné hodnoty ¢&isla n.

Obr. 1.6: Pfi¢ny fez smyckou zobrazujici riizné médy oscilaci. Zleva pro n = 0 (sausage),

n = 1 (kink) an > 2 vy$$i médy oscilaci. Zdroj: http://www2.warwick.ac.uk.

V rovnicich (1.14) a (1.15) se vyskytuje veli¢ina c;, tzv. tube speed, definovana
jako (Goedbloed & Poedts 2004):

CsCA

5 1.16
@+ 110

Cy =

Sausage m6éd Tento typ vin dostaneme pro n = 0. Jedna se o symetrické pul-
zace celé smycky, pfi¢emZ v okoli osy symetrie ztistdva prostiedi nenaruseno.
Tyto viny mivaji podle vysledkii ziskanych z pozorovani typické periody v roz-
mezi 0.5 — 10 s. Odhad periody viny miizeme provést na zédkladé znalosti délky

smycky L jako:
2L

)
Uph

P (1.17)

pficemz plati cp < vpn < cae, kde ca, resp. cac je Alfvénova rychlost uvnitf, resp.
vné smycky (Goedbloed & Poedts 2004; Aschwanden 2005). Pokud je pomér
hustot smyc¢ky a prostiedi, ve kterém se nachédzi velmi velky, pak pro periodu

viny v sausage médu mtZeme napsat nasledujici podminku:

p 2.62
p < 2w 202w (1.18)
JoCA CA

kde jj je Besselova funkce a w polositka smycky (Goedbloed & Poedts 2004;
Aschwanden 2005).

Kink méd Kink méd dostdvdme pro piipad, kdy je n = 1. Oproti pfedcho-
zimu modu je tento pfi¢nou vinou. Poprvé byl kink méd pozorovan pomoci

druZice TRACE 14. cervence 1998 jako oscilace korondlni smycky kratce po
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slune¢ni erupci, pfi¢emz oscilace byly zptisobeny velmi pravdépodobneé pravé
touto erupci (Aschwanden et al. 1999; Nakariakov et al. 1999; Schrijver et al.
1999). Po tomto objevu se kink oscilace staly objektem intenzivniho vyzkumu
jak teoretického, tak z hlediska pozorovani. Detailnim rozborem této udalosti
se ukazalo, Ze se jednd o stojaty kink méd oscilaci korondlni smycky. Nakonec
se z pozorovani podafilo odhalit i existenci postupnych rychlych kink vin v ote-
vienych strukturdch. Blizsi informace je moZné nalézt napt. v (Nakariakov &
Verwichte 2005).

Torzni méd V homogennim neomezeném prostfedi s magnetickym polem
tedy v podstaté existuji ¢tyfi druhy MHD vIn — pomalé a rychlé magnetoa-
kustické viny, Alfvénovy viny a entropické viny.

Ukazuje se ale, Ze u Alfvénovych vin by mél existovat méd, ktery se na-
zyva torzni. Tyto tzv. Alfvénovy torzni viny by mély byt schopny uvoliiovat
energii ve slunecni atmosféfe mnohem ac¢innéji, nez , klasické” Alfvénovy viny.
Obecné se Alfvénovy viny pozoruji velice Spatné, nebot’ jiz vime, Ze v prosttedi
kudy prochédzeji neméni ani hustotu ani tlak a jsou tzv. ,nekompresni”. Na dru-
hou stranu torzni Alfvénovy viny se daji detekovat ze spektralnich pozorovani,
protoZe zptlisobuji cerveny i modry Doppler@iv posuv spektrédlnich ¢ar zaroven,
coz vede k jejich rozsifeni. Kromé tohoto rozsifeni spektralnich ¢ar se ale cho-
vaji iplné stejné jako normélni Alfvénovy vlny, to znamen4, Ze pfi pohledu na
smycku, kudy tyto viny prochdzeji nepozorujeme jakoukoliv zménu polohy ani

tvaru smycky.

1.2.3 Impulzivné generované rychlé MHD viny

S impulzivné generovanymi rychlymi MHD vlnami se ve slune¢ni atmostéte
setkdme velmi casto, nebot’ zdrojem téchto vin jsou sluneéni erupce, které tak
mohou byt zdrojem vIn na jednom nebo i vice mistech, napfiklad v koronalni
smycce. V prdci (Roberts et al. 1984) autofi uvadi, Ze postupné viny, spiSe nez
stojaté, se objevi vSude tam, kde jsou poruchy vyvolany impulzivné. Rozruch
vyvolany takovym pulzem je interpretovan jako superpozice (Fouriertv inte-
grdl) rovinnych vin pfes vSechna w a k. Obecné tak vznikne pravidelna po-
sloupnost vlnovych balikii, které obsahuji mnoho vlnovych délek a maji dis-

perzni chrakter, nékdy také nazyvand wave train. Cely vinovy signal se sklada
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Obr. 1.7: Casovy vyvoj signélu impulzivné generované rychlé viny, pohybujici se v ko-
rondlni smy¢ce a disperzni diagram grupové rychlosti pro tento typ viln. Pfevzato
z (Roberts et al. 1984).

ze tii fazi (Roberts et al. 1984). Okamzik prvniho pfichodu signdlu odpovida
Casu t, = h/cae, tuto fézi nazyvame jako periodickou. Béhem této faze mirné
narusta jak frekvence, tak amplituda az do okamziku t,, = h/ca, kdy ,pfijde”
od zdroje signdl s vysokou frekvenci. Vysledkem je silny ndrtist amplitudy a
oscilace, které takto vzniknou, se nazyvaji kvaziperiodické. Tato tzv. kvazipe-
riodicka faze trva do okamziku tg, = h/cf"™, kde ™ je minimdlni hodnota
grupové rychlosti. V okamziku casu tg, zacina dalsi faze, tzv. Gtlumové, né-
kdy také nazyvand jako Airyho faze, kdy se pomérné rychle sniZzuje amplituda
téchto oscilaci a oscilace jsou utlumeny, viz obrdzek 1.7. Wave trains se pohy-
buji podél magnetického pole rychlosti odpovidajici zhruba 1 Mm - s7!, tedy
o fad vyssi rychlosti, neZ je hodnota rychlosti zvuku v daném prostiedi a jejich
perioda je okolo jedné minuty (Liu et al. 2012). Tyto zavéry byly potvrzeny i
pozorovanim jak ve viditelném oboru spektra, tak na radiovych vlnach, napt.
(Mészarosova et al. 2009b). Pomoci pozorovani byly tyto viny interpretovany
jako rychlé magnetoakustické viny (Ofman et al. 2011) a detailni analyza po-
zorovani odhalila, Ze vlny jsou generovdny nahlym (impulzivnim) uvolnénim
energie (Yuan et al. 2013) a to, Ze kvaziperiodickd ¢dst vinového signdlu ma svjj

zaklad v disperznich efektech.

Fyzikdlni mechanismy téchto disperznich efektti v kontextu rychlych mag-
netoakustickych vIn byly podrobnéji zkoumany mnoha autory, napt. (Mura-
wski & Roberts 1993; Nakariakov et al. 2004; Pascoe et al. 2007) nebo (Yu et al.
2016, 2017). Waveletova spektra rychlych wave trains ukazala charakteristicky
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tvar, ktery dostal dokonce i sviij vlastni ndzev crazy tadpole (Nakariakov et al.
2004). Je to proto, Ze waveletova analyza (Farge 1992; Torrence & Compo 1998)
vlnového signdlu ukazuje, Ze nejdiive piijde ocdsek ,pulce”, obsahujici tzké
pasmo vinovych délek, a teprve potom se objevi hlava, ktera obsahuje Siroké
pasmo vinovych délek.

Numerickymi MHD simulacemi vzniku a Sifeni rychlych wave trains ve 2D,
konkrétné v magnetické struktute véjitového charakteru (angl. magnetic fun-
nel) se zabyval napiiklad (Pascoe et al. 2013). Ziskané vysledky jsou v souladu
s pozorovanimi wave trains. Autor této prace se také podobnymi 2D studiemi
v rtiznych magnetickych strukurach zabyval, napt. (Karlicky et al. 2011; Jelinek
& Karlicky 2012; Jelinek & Murawski 2013; Karlicky et al. 2013; Mészdrosova
et al. 2014). Podrobnéjsi popis téchto a dalsich autorovych praci je uveden v né-
sledujici kapitole.
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Kapitola 2

Numerické simulace MHD vln ve

slune¢ni koroné

V této casti habilita¢ni préce jsou stru¢né popsany a okomentovany vysledky,
tykajici se sifeni MHD vIn v rtznych strukurdch ve slune¢ni koréné, kterych
jsme dosdhli pomoci nasich numerickych simulaci. Pro jednoduchost jsme se
zabyvali téméf vyhradné MHD numerickymi simulacemi ve 2D, které jsme
pozdéji vylepsili pfiddnim redlného VAL-C teplotniho profilu (Vernazza et al.
1981; Avrett & Loeser 2008) a gravitacniho pole. I pfes jisté zjednoduseni téchto
modelt oproti redlnym procesiim ve tfech rozmeérech jsme dosdhli pomérné
zajimavych vysledkt a protoZe jsme zkoumali rychlé impulzivné generované
vlny, nalezli u vSech vinovych signdlt charakteristické tadpoles v rdmci wave-
letové analyzy, viz pfedchozi kapitola. Na druhou stranu jsme si samoziejmé
védomi, Ze 2D modely maji jistd omezeni a nezahrnuji efekty, které by ve vy-
sledku mohly Sifeni vin ovliviiovat. Takovym jevem miuiZe byt napiiklad tzv.
mode coupling rychlych a Alfvénovych vin, stejné tak do jisté miry srovnani nu-
merickych a napozorovnych dat v disledku interpretace 3D signédlu ve 2D pro-
storu, napt. (Gruszecki et al. 2012; Antolin & Van Doorsselaere 2013; Nistico
et al. 2013b).

V habilita¢ni praci uvadime tfi vyznaéné struktury, které jsme podrobné
zkoumali — smyc¢ka v magnetickém poli a bez magnetického pole (Jelinek &
Karlicky 2009, 2010; Mészarosova et al. 2014; Jelinek & Karlicky 2015; Karlicky

& Jelinek 2016), neutrdlni proudova vrstva v literatufe oznacovand jako tzv.
Harris current-sheet (Karlicky et al. 2011; Jelinek & Karlicky 2012; Jelinek et al.
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2012; Karlicky et al. 2013; Mészarosov4 et al. 2014; Jelinek et al. 2015b), magne-
ticky nulovy bod (Jelinek et al. 2015a) a kone¢né oteviena magneticka struktura
se zakfivenymi magnetickymi silo¢arami (Jelinek & Murawski 2013).
PredloZend prace se zabyva numerickymi simulacemi MHD vln ve slune¢ni
koréné, na kterych jsme spoletné pievazné s M. Karlickym z AsU AV CR v On-
dfejové zacali spolupracovat v roce 2008. Do té doby, a béhem svého doktor-
ského studia, se autor zabyval taktéZ numerickymi simulacemi, ale pfevazné
procesti v nizkoteplotnim laboratornim plazmatu. Z toho diivodu jsou v se-
znamu autorovych publikaci zafazeny i tyto prace, které ale nejsou déle nijak
komentovéany. Béhem svého ro¢niho pobytu na Astronomickém tstavu viden-
ské univerzity v letech 2009 — 2010 se autor také jiz zabyval numerickymi simu-
lacemi MHD vln, ale v tzv. galaktickém halu. Z této spolupréce vznikla publi-
kace (Jelinek & Hensler 2011), kterd je uvedena pouze v seznamu literatury bez

blizsitho komentéfe, nebot’ autor se déle jiZ podobnymi simulacemi nezabyval.

2.1 Numerické kédy

V dobé, kdy jsme zacinali provadét simulace vln a oscilaci ve slune¢ni koréné
se timto problémem z numerického hlediska nikdo u nés systematicky nezaby-
val. Ve svété existuje nékolik silnych a uznavanych skupin, které maji v tomto
oboru zna¢ny ohlas, napf. univerzity ve Warwicku, St. Andrews a v Sheffieldu
ve Velké Britdnii nebo v Leuvenu v Belgii. Tyto skupiny maji velmi ¢asto vlastni
numerické kody, které béhem let postupné vyvijeji a lidé mimo skupinu na da-
ném pracovisti se k nim obtizné dostavaji. Jejich dalsi nevyhodou je fakt, Ze
velmi ¢asto jsou to kédy ,,usité na miru” konkrétnim problémim feSenym v té
které skupiné. Z tohoto d@ivodu byl autor habilita¢ni prace nucen zacit vyu-
zivat kédy vlastni. Prvni numericky koéd byl zaloZen na starsim kédu pouzi-
vanym M. Karlickym pro simulace rekonexe magnetického pole. Tento kéd,
ptvodné napsany v jazyce FORTRAN 77 byl pfepsan autorem do jazyka FOR-
TRAN 90/95 a postupné upraven do podoby vhodné pro simulace Sifeni vin ve
slune¢ni koréné. Kéd je zaloZen na fesSeni soustavy MHD rovnic v tzv. konzer-
vativnim tvaru pomoci dvoukrokového Lax-Wendroffova algoritmu s umélym
vyhlazovanim (Sato & Hayashi 1979; Murawski 2002; Chung 2002). Ukazalo se,

N e

Ze tento kod je pIné dostacujici pro feSeni Siroké skdly jednodussich problém,
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ovSem nedostacoval jiZ v okamZiku, kdy bylo nutné napiiklad zavést do pro-
blémt gravitacni pole, atd. Mimo jiné také z tohoto d@ivodu autor v roce 2010
navézal blizsi spolupréci s prof. K. Murawskim z Katedry teoretické fyziky fa-
kulty matematiky, fyziky a informatiky na Univerzité Marie Curie-Sklodowské
(UMCS) v Lublinu v Polsku, pficemz tato spoluprace tispésné pokracuje dosud.
Na UMCS v Lublinu existuje malé skupina, zabyvajici se problémy MHD viIn a
oscilaci ve slune¢ni koréné a pouzivajici numericky kéd FLASH, se kterym se
zde autor sezndmil a ve kterém vznikla vétSina zde prezentovanych vysledkd.
V zapocaté zahrani¢ni spoluprdci autor pokracoval i pobytem na Katolické uni-
verzité v Leuvenu ve skupiné prof. T. Van Doorsselaere (bfezen-kvéten 2015),
na zdkladé ¢ehoz vznikla spole¢na prace, zaslana do ¢asopisu The Astrophysical

Journal.

2.1.1 FLASH

V soucasné dobé existuje cela fada numerickych kéd pouZzitelnych k MHD vy-
poctam, napt. PLUTO, Athena, ZEUS, VAC a dalsi'. Numericky k6d FLASH?,
ktery je vyvijen na univerzité v Chicagu je v soucasné dobé v komunité zaby-
vajici se vlnami a oscilacemi v plazmatu pomérné dobfe zndm. Pavodné byl
kéd vyvijen jako hydrodynamicky, nyni je pouZzitelny i pro MHD a nebo rela-
tivistické MHD (RMHD) vypocty. FLASH je napsany v programovacim jazyce
FORTRAN 90/95, je paralelizovany a vyuZiva tzv. Adaptive Mesh Refinement
(AMR), tedy automatické zjemmiovani vypocetni sité v mistech s velkymi skoky
v rtiznych veli¢indch (napft. tlak, hustota, teplota, atd.), to znamend tam, kde
telny, modulédrni a otevieny, tj. kazdy uzivatel po registraci miize volné ¢asti
kédh upravovat a pfispivat tak k celkovému vyvoji. V soucasnosti je v ném
mozné vyuzivat kartézské, cylindrické a sférické geometrie ve vSech tiech roz-
mérech. Je zde také moZzné provadét vypocty se zapoctenim gravitace a zdro-
jovych &lenti, napt. thermal conduction, heating nebo cooling term. FLASH ma i
¢asticovy modul a je moZzné provadét i napriklad vypocty v kosmologii. V sou-
¢asnosti se ziejmé jednd o nejuniverzalnéjsi numericky kéd pouZitelny pro ce-

lou skalu astrofyzikélnich aplikaci.

http:/ /www.astrosim.net/
*http:/ /flash.uchicago.edu/site/flashcode/
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2.2 Studované struktury

2.21 Magnetickd smycka

V pocétcich nasi prace v oblasti MHD vin a oscilaci jsme se zamé¥ili, z nume-
rického hlediska, na pomérné jednoduchou strukturu ve slune¢ni koréné a to
smycku, reprezentovanou jako jednorozmérnou a nebo dvourozmérnou struk-
turu.

V publikaci (Jelinek & Karlicky 2009) jsme se zabyvali numerickymi si-
mulacemi impulzivné generovanych stojatych vin v uzaviené smycce. Protoze
se v nasem piipadé jednalo o prvni vypocty tohoto druhu, cely problém byl
zjednodusen zanedbdnim magnetického pole, z tohoto divodu jsme vygene-
rovali tedy pouze akustické viny. Cely problém byl feSen pouze v jednom roz-
méru, nicméné i tak se podarilo ziskat pomérné zajimavé vysledky. Pfedevsim
jsme ovéfili sprdvnost naseho numerického kédu srovnanim vysledk ziska-
nych v praci (Selwa et al. 2005). Z vypoctii je mozné udélat si pfedstavu, jakym
zptsobem jsou generovany akustické viny ve slune¢ni koréné v zavislosti na
poloze pocatecniho pulzu a také jakym zptisobem dochézi k tbytku energie
smérem do hustsich vrstev slune¢ni atmosféry.

Oproti pfedchozi praci jsme v (Jelinek & Karlicky 2010) vytvofili nume-
ricky model smy¢ky v magnetickém poli ve dvou dimenzich. Idealni MHD rov-
nice byly feSeny pomoci Lax-Wendroffova algoritmu s umélym vyhlazovanim
(Sato & Hayashi 1979; Kliem et al. 2000) v programovacim jazyce FORTRAN
90/95. ProtoZe hlavnim cilem prace bylo podrobné prozkoumat chovani impul-
zivné generovanych tzv. wave trains, autor také vytvoril program pro numerické
vypocty disperznich relaci, coZ je zejména dtilezité pro zjisténi velikosti fadzové
a grupové rychlosti sificich se vin (Roberts 1981b; Smith et al. 1997). Za pou-
zitl obou k6dli jsme zjist'ovali chovani magnetoakustickych vin v zavislosti na
tzv. plazma-f3 parametru, tedy velikosti magnetického pole orientovaného po-
dél smycky. Ziskana data byla analyzovana waveletovou metodou (Farge 1992;
Torrence & Compo 1998). V souvislosti se zménou velikosti magnetického pole
byla zjisténa zména tvaru tzv. tadpole, viz (Katsiyannis et al. 2003; Nakariakov
et al. 2005), jeho velikost a pfichod signalu do detekéniho bodu. Tato prace tak
byla vylepSenim pfedchozich vypoctii a slouZila jako solidni zéklad pro nase
nésledujici, komplikovanéjsi vypocty.
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Ogrodowczyk & Murawski (2007) ve své préci zkoumali chovéni rychlych
magnetoakustickych viln v pfipadé dvou paralelnich magnetickych slabii. Za-
kladni myslenkou nasi dalsi prace (Jelinek & Karlicky 2015) bylo pokusit se
zjistit, jak se budou rychlé magnetoakustické viny chovat také ve struktufe
dvou slabii, které budou ale vnofeny jeden do druhého. Vytvofili jsme tedy
strukturu o rtiznych hustotach a hustotnich profilech s rtizné velkym, i kdyz
stejné€ orientovanym magnetickym polem. Vychdzeli jsme z teoretickych pred-
pokladi, Ze v kazdém takto vzniklém strukturovaném vlnovodu se bude $ifit
magnetoakustickd vlna o odlisné periodé, nebot’ jak jiz bylo napsdno dfive,
perioda je pfimo imeérnd polositce struktury a nepfimo timérna Alfvénové
rychlosti. Tyto zdvéry byly potvrzeny, nebot’ analyzou vlnového signalu po-
moci waveletové metody jsme zjistili dvé periody blizké teoreticky vypocita-
nym hodnotdm. Byly také potvrzeny zdvéry z naSich pfedchozich praci (Jeli-
nek & Karlicky 2012; Mészarosové et al. 2014) a to, Ze tvar signdlu podstatné
z&avisi na kvalité vlnovodu. Tato zjisténi mohou byt velmi dtileZitd pro vysvét-
leni nékterych pozorovani, kde byly detekovany dvé hlavni periody vinového
signalu, nebot’ se pfedpokladd, ze magneticka smycka, kterou reprezentujeme
v nasich modelech jako slab neni jednoduchd, ale je strukturovana, tj. sklada
se z vice struktur podobného typu, napt. (Peter et al. 2013; Brooks et al. 2013;
Nakariakov et al. 2016).

V nasi neddvno publikované préci (Karlicky & Jelinek 2016) jsme se za-
méfili na numerické simulace kvazi-periodickych procesti, generovanych tep-
lotnim (tlakovym) pulzem ve smy¢ce. Jednalo se 0 model s gravita¢né strati-
fikovanou slune¢ni atmosférou a byl pouZit teplotni profil podle VAL-C mo-
delu. Magnetické pole bylo generovano podobné jako v préci (Konkol et al.
2012). Na pocétku vypoctu byl vygenerovan tlakovy (teplotni) pulz v obou
zakotvenich smycky. Nasledkem takovych pulzii se plazma z nizsich vrstev
atmosféry zacalo pohybovat podél magnetickych silocar. Vytvofily se rdzové
viny, které se setkaly na vrcholu smycky, kde se vytvofila oblast hustého a hor-
kého plazmatu (Falewicz et al. 2015). Po této vzdjemné interakci na vrcholu
smycky se tyto razové viny pohybovaly dale podél magnetickych silo¢ar smé-
rem k pfechodové oblasti a hustsim vrstvam slune¢ni atmosféry. Poté byly od-
razeny a pohybovaly se opét v opa¢ném sméru. Ve vysledku se tyto rdzové viny

,pretransformovaly” v pomalé magnetoakustické viny, jak bylo zjisténo z roz-
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loZeni magnetického a kinetického tlaku, které jsou oba v protifazi (napft. Priest
1982; Aschwanden 2005). Pomoci waveletové analyzy jsme se pokusili odhad-
nout periody téchto pomalych magnetoakustickych vIn, kde jsme pro r@izné
polohy detekénich bodt dospéli k hodnotdm 40 — 170 s, coZ potvrzuje i nase
diivéjsi zjisténi pro jedoduché slaby a to, Ze perioda a tvar signdlu silné zavisi
na poloze detekéniho a perturba¢niho bodu (Jelinek & Karlicky 2012; Jelinek
et al. 2012; Mészarosova et al. 2014).

2.2.2 Neutralni proudova vrstva a magneticky nulovy bod

V préci (Karlicky et al. 2011) jsme se zabyvali numerickymi simulacemi rych-
lych magnetoakustickych vin a generovani tzv. narrowband dm-spikes (Jiticka
etal. 2001), pficemz vysedky byly pfimo porovnavéany s pozorovdnim ondiejov-
skym radiospektrografem RT5. Pivodni myslenkou préace bylo vysvétlit vznik
dm-spikes generovdnim MHD vln ve struktufe tzv. Harrisova curent-sheetu, pro-
toze se jedna o strukturu vyskytujici se béhem slune¢nich erupci. Z pozorovani
byly urc¢eny periody pozorovanych vin a k numerickému vypoctu jsme pouZili
2D MHD model, zminény v pfedchozim odstavci, ale bez zapocteni gravitac-
niho pole. Jak je v préci popsano, dosdhli jsme velmi dobré shody vysledki
pozorovéni s vysledky z numerického modelu. V modelu jsme zanedbéavali
vnitfni strukturu current-sheetu, kde se objevuje stale vétsi pocet dalsich prou-
dovych vrstev a plazmoidt az na velikostech fddové nékolika metrti (Barta
et al. 2010, 2011), ale pouZii jsme tzv. global current-sheet. Proto velice dlileZitym
vysledkem z numerickych vypoctl byla predstava o velikosti takového global-
niho current-sheetu, stejné jako odhady vzdélenosti perturba¢niho a detekéniho
bodu, na kterém zavisi tvar a tim padem struktura (tadpole) detekovaného sig-
nélu.

Préace (Jelinek & Karlicky 2012) je vénovéna $ifeni rychlych magnetoakus-
tickych vIn ve struktute Harrisova current-sheetu. Z literatury, napiiklad (Ro-
berts 1981a; Edwin & Roberts 1982; Roberts et al. 1984), je velmi dobie zndma
a popsédna teorie Sifeni vin v jednoduchych magnetickych slabech. My jsme
se pokusili najit analogii mezi zminénymi strukturami a vysledky porovnat.
Abychom co nejlépe mohli analyzovat signél v detekénich bodech podél osy
current-sheetu, pocitali jsme i fazové a grupové rychlosti Sificich se vIn, které

slouzily k odhadu pfichodu prvniho signdlu do detekéniho bodu a dalSich vy-
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znamnych bodt signalu — periodickd, kvaziperiodickd a atlumova faze signalu
(Roberts et al. 1984). Z globalniho hlediska nebyly zjistény velké rozdily mezi
Sifenim signdlu v magnetickém slabu nebo v current-sheetu. Zmény se projevo-
valy nejvice samoziejmé v okoli stfedu obou struktur, coz je dano predevsim
rozdilnou konfiguraci magnetického pole — v centru current-sheetu je nulové
magnetické pole. Z hlediska pozorovani jsme nalezli dvé diilezita zjisténi a to,
Ze stejné jako v pfipadé jednoduchého slabu i pro Harris current-sheet plati vztah
pro periodu signalu uvedeny napi. v (Roberts et al. 1984) az na multiplika-
tivni konstantu. Z toho vyplyv4, Ze ze zjisténych period vinového signalu z po-
zorovani je mozné alesponi zhruba odhadnout velikost pozorované struktury.
Dal$im podstatnym zjisténim je fakt, Ze tadpoles ziskané z waveletové analyzy
ukazuji jejich prodlouZeni a jejich pozdéjsi detekci v zavislosti na vzdalenosti
perturbacniho a detekéniho bodu. To je dilezité pro zjisténi vzdélenosti mezi
radiovym zdrojem, jehoZ signal pozorovanim zkoumame a mista, kde byl ta-

kovy signal vygenerovan.

Rozsifenim pfedchozi préce je (Jelinek et al. 2012). V tomto piipadé jsme
current-sheet umistili do gravita¢niho pole a sledovali jak se méni perioda a tvar
detekovaného signélu. Bylo zjisténo, Ze perioda signédlu se v gravitacnim poli
zvySuje a signdl ziskdva nepravidelnéjsi tvar. Prvni vlastnost je dana tim, Ze
oproti current-sheetu bez gravita¢niho pole, kde pro popis magnetického pole
staci pouze jeho vertikdlni sloZka, v gravita¢nim poli je tfeba zavést jesté hori-
zontalni slozku, ktera zplisobi rozsifovani magnetickych silo¢ar spole¢né s ros-
touci vyskou nad slune¢nim povrchem. Z toho divodu ma cela struktura di-
vergentni charakter a protoZe perioda je pfimo timérna Siice (polosifce) takové
struktury, jak bylo ovéfeno v (Jelinek & Karlicky 2012), nasledkem toho roste
i perioda signalu. Nepravidelnost signélu je ddna tim, Ze gravita¢né stratifiko-
vand atmosféra ma v kazdé vrstvé jiné disperzni vlastnosti a vlna se tak S$if{
v kazdé takové vrstvé rozdilné. V dalsi ¢asti vypoctu byla zménéna pocatecni
teplota. Tim jsme dostali rozdilné vysledky odpovidajici teorii ve smyslu toho,
Ze s klesajici pocétecni teplotou nartistd perioda detekovaného signélu z da-
vodu ndrtistu hustoty a tim padem zmény Alfvénovy rychlosti, jiZ je perioda
signdlu pfimo timérna. Hlavnim cilem této prace tedy bylo vytvofit realistic-
t&j51 model current-sheetu, odpovidajici skute¢nosti a tim padem docilit lepsiho

porovnani s pozorovanimi.
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Prace (Karlicky et al. 2013) se zabyva mozZnosti generovani tzv. fiber bursts
(Jificka et al. 2001) pomoci rychlych magnetoakustickych vin. V této préci jsme
vytvofili dva modely — semiempiricky a numericky MHD model. Smyslem
obou modelt bylo vygenerovat struktury, pfipominajici praveé fiber bursts, srov-
natelné s pozorovanimi. V semiempirickém modelu je magnetoakustickd vina
(konkrétné rychla jako sausage méd) vygenerovdna pomoci perturbace mag-
netického pole a tlaku (hustoty) ve fazi. To je rozdil oproti modelu prezento-
vanému v préci (Kuznetsov 2006), kde se vlna generuje perturbacemi zminé-
nych veli¢in v protifdzi. V této ¢asti modelu se tedy vygeneroval vlnovy balik,
ktery se nasledné ptekryl s poc¢ate¢nim profilem hustoty a magnetického pole.
Z predpokladané rddiové emise se ndsledné vypocitalo radiové spektrum, které
bylo srovnatelné s pozorovanim. V piipadé numerickych MHD simulaci jsme
pro lepsi porovnéni ziskanych vysledkti s pozorovanimi vyuZili nas vylepseny
MHD model Harrisova current-sheetu v gravitacné stratifikované slune¢ni atmo-
sféfe. Pro vygenerovani vlny jsme pouZili rychlostni pulz gaussovského profilu
(Nakariakov et al. 2004, 2005). Takto vygenerovanou vlnu jsme nechali volné
Sifit prostfedim. Podobné jako v pfedchozim pfipadé jsme vypocitali radiové
spektrum. Z nasi prace vyplynulo diilezité zjisténi, Ze rychlé magnetoakustické
viny, pohybujici se podél current-sheetu mohou vysvétlit existenci fiber bursts.
Tento zavér jsme ucinili na zdkladé obou zminénych modelt. Nicméné, mezi
obéma modely jsou dileZité rozdily. Semiempiricky model je vypocetné jedno-
dussi a rychlejsi, na druhou stranu neobsahuje mnoho fyzikalnich procesti, ne-
bot’ na po¢atku mame predpis, ktery jiz béhem vypoctu nelze ménit. V piipadé
MHD simulaci je situace odliSnd. Jednd se sice 0 mnohem vypocetné naroc¢nejsi
postup, ale jsou zde zahrnuty procesy které vyslednou vinu podstatné ovliv-
nuji, napfiklad disperze prosttedi, atd. ProtoZe se v podstaté jedna o selfkonzis-
jsou snadnéji porovnatelné s pozorovanimi. Nevyhodou MHD simulaci, ktery
jsme v tomto pfipadé pozorovali, je ibytek energie ze systému, ktery je zpu-
sobeny nedokonalostmi na hranicich vlnovodu, ve kterém se viny $ifi. Z toho
d@vodu pak nebylo mozné vytvofit vétsi pocet fiber bursts, které jsou znamy

z pozorovani, nebot’ vlna ktera je generuje se pomérné rychle utlumi.

Dalsi rozsifeni nasich modelt, tykajicich se Harrisova current-sheetu a mag-
netickych smycek (Jelinek & Karlicky 2010, 2012; Jelinek et al. 2012), zejména
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o

o podrobnéjsi parametrické studie prezentuje prace (Mészarosova et al. 2014).
V tomto ptipadé byl pouZit star§i model bez gravita¢né stratifikované slune¢ni
atmosféry a bez VAL-C modelu teplotniho profilu. Zjist' ovali jsme vliv zmény
velikosti pocate¢niho pulzu na $ifici se MHD viny a dale napiiklad interakci
dvou protichtidnych vin. V modelu jsme pozorovali také pomalé magnetoa-
kustické viny (Nakariakov et al. 2000; Tsiklauri & Nakariakov 2001; Selwa et al.
2007). Zatimco rychlé magnetoakustické vlny se pohybovaly viceméné stejnym
zpusobem jak v magnetické smycce, tak v current-sheetu (Jelinek et al. 2012), pro
pfipad pomalych magnetoakustickych vIn jsme zjistili zmény v jejich tvaru a $i-
feni pro oba typy magnetickych struktur. Dédle jsme v naSich simulacich pozo-
rovali také dalsi vinovy moéd, nazyvany jako entropicky (Murawski et al. 2011),

kterym jsme se podrobnéji zabyvali v praci popsané v ndsledujicim odstavci.

V préci (Jelinek et al. 2015a) jsme se vénovali numerickym MHD simula-
cim entropické vlny, vygenerované v magnetickém nulovém bodé. Opét jsme
pouzivali nase vylepsené numerické modely s gravita¢né stratifikovanou slu-
ne¢ni atmosférou a teplotnim profilem atmosféry podle VAL-C modelu. Struk-
tura magnetického pole odpovidala (Parnell et al. 1997) a na rozdil od nasich
pfedchozich praci jsme pocatecni pulz generovali v tlaku a to jak s kladnou,
tak se zapornou amplitudou. Tlakovy pulz magnetickém nulovém bodé od-
povidd ndhlému ohtevu, resp. ochlazeni plazmatu, tedy uvolnéni energie a
akumulace plazmatu, resp. teplotni nestabilité, kterd md za nédsledek ,nasati”
plazmatu z okoli. V obou pfipadech jsme pozorovali vznik entropické viny.
Tato vlna je v idedInim prosttedi charakterizovdna nulovym pohybem (Goed-
bloed & Poedts 2004). V dasledku ptisobeni gravitacniho pole se vina v piipadé
zédporného pocétecniho tlakového pulzu zacala pohybovat smérem k povrchu
Slunce a v druhém pfipadé — kladny pocétecni pulz v tlaku — diky vztlakové
sile smérem do vyssich vrstev slune¢ni atmosféry. Oba pohyby byly ale silné
omezovany magnetickou tenzi (Lorentzovou silou). V obou pfipadech je také
velmi dobfe patrnd rozvijejici se Rayleigh-Taylorova nestabilita a co je nejd-
lezitéjsi, podstatny ndrtst elektrického proudu v magnetickém nulovém bodé,
coz mtZe vést k uvolfiovani magnetické energie a ndslednému ohfevu okolniho

plazmatu.

Spojenim pozorovani a numerickych simulaci je prace (Jelinek et al. 2015b),

ve které jsme se zabyvali Alfvénovymi vlnami. Tyto viny jsou vSudypfitomné
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ve slune¢ni atmosféte (napf. De Pontieu et al. 2007; Tomczyk et al. 2007; Jess
et al. 2009; Mathioudakis et al. 2013) a numericky se jimi v posledni dobé za-
byvali napf. (Chmielewski et al. 2013, 2014; Jelinek et al. 2015b). Jak jiZ bylo
napsdno v uvodni kapitole, Alfvénovy vlny jsou nekompresni, takZe je neni
mozné detekovat jako naptiklad periodické zmény v hustoté, tlaku, atd. Tento
typ vIn je ale moZzné odhalit pomoci spektroskopickych metod, kdy diky tur-
bulencim dojde k rozsifeni spektrdlnich car, které je dobfe pozorovatelné. Ci-
lem prace bylo tedy vytvofit model, kde by byly Alfvénovy viny pfitomny a
vysledky porovnat s pozorovanim. Vyuzili jsme opét naSe 2D modely s gra-
vitacné stratifikovanou slune¢ni atmosférou a teplotnim profilem podle VAL-
C modelu. Na pocédtku vypoctu jsme vygenerovali pulz v rychlosti, tentokrat
ovSem ve sméru osy z, kolmé k roviné vypocetni oblasti, ve skute¢nosti se tedy
jednalo o 2.5D model.

2.2.3 Oteviena struktura

Tématu oteviené magnetické struktury se vénuje préce (Jelinek & Murawski
2013). Za otevienou magnetickou strukturu miZeme samoziejmé povazovat
i current-sheet, nicméné ve zminéné praci se jednd o magnetickou strukturu,
nachdazejici se napfiklad v blizkosti slune¢ni skvrny, magnetické pole ma tedy
,VE€jifovity” charakter. V této préci jsme provadéli 2D numerické simulace $i-
feni magnetoakustickych vln v gravita¢né stratifikované slune¢ni atmosféte
podle VAL-C modelu. Pocatecni pulz byl generovan v horizontdlnim sméru
nad a pod prechodovou oblasti. V pfipadé vygenerovani horizontdlniho pulzu
bylo zjisténo, Ze po urcitém case dojde ke konverzi horizontalniho pobybu na
pohyb vertikdlni, ktery vytvofi vytrysk plazmatu nad pfechodovou oblasti, do-
provéazeny nékolika mensimi vytrysky a dojde k rozkmitdni pfechodové oblasti
v blizkém okoli ptivodniho pulzu. Na druhou stranu vygenerovanim pulzu
nad pfechodovou oblasti doslo k vytvofeni viru a chladnéjsi plazma se zacalo
pohybovat do vyssich ¢asti slunecni atmosféry, zatimco teplejsi smérem k po-
vrchu. Po urcité dobé bylo v modelu opét mozné pozorovat oscilace pfecho-
dové oblasti. V obou piipadech jsme se snaZili odhadnout periodu takovych
oscilaci a dospéli jsme k hodnoté 180 s, tedy zhruba k tfiminutovym oscilacim,
pozorovanych nad slune¢nimi skvrnami, napiiklad v UV/EUV emisi pomoci
druzice SDO/AIA a rddiové emisi pomoci NoRH.
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2.3 Piehledova studie o vinach a oscilacich

V letech 2013-2015 v ramci projektu ,MHD Oscillations in the Solar Corona and
Earth’s Magnetosphere: Towards Consolidated Understanding” ISSI ve Svy-
carském Bernu a nékolika instituci vznikla spole¢nd prace (Nakariakov et al.
2016). Préce je velmi obsahlym pfehledem stavu vyzkumu MHD vIn ve slu-
necni koréné a v zemské magnetosféte. Z tohoto dtivodu v prehledu komento-
vanych praci (pfiloha B) jsou uvedeny pouze vybrané pasdzZe publikace. Hlav-
nim cilem prace bylo podat uceleny pfehled odbornikiim z obou oblasti, nebot’
velmi Casto obé skupiny fesi podobné nebo dokonce stejné problémy, ale napii-
klad terminologie je zcela odlisna. Tato prace si tedy klade za cil jakési sjedno-

ceni védomosti a znalosti z obou oborti ve svétle souc¢asného stavu vyzkumu.

2.4 Dalsicile

V soucasné dobé je jedna préce, kterd jiZ prosla recenzi, zasldna do casopisu
The Astrophysical Journal. Ve stadiu rozpracovani jsou dalsi tfi publikace tyka-
jici se vIn a oscilaci ve slune¢ni atmosféte, pficemz jedna je ke dneSnimu dni
pfipravena k odeslani do ¢asopisu Space Science Reviews a dalsi dvé prace se
predpokladaji zaslat do The Astrophysical Journal a Monthly Notices of the Royal
Astronomical Society.

Do budoucna bychom se déle chtéli v naSich numerickych simulacich zamé-
fit hlavné na vypocty se zavedenim zdrojovych clent, tj. zahrnout ve vypoctech
napfiiklad ¢len ohfevu, radia¢nich ztrat, atd. Nasim dalS$im hlavnim cilem je vy-
tvaret a pouZzivat modely ve tfech dimenzich, na ¢emz jsme jiZ zacali pracovat
v soutasné dobg, ve spolupraci s AsU AV CR v Ondiejové a UMCS v Lublinu
v Polsku, v rdmci standardniho grantového projektu GACR 16-13277S fedeného
v letech 2016 — 2018, jehoz je autor pfedlozené habilita¢ni prace hlavnim feSite-

lem.
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Kapitola 3
Zavér

PredloZend habilitacni prace je vénovana problému magnetoakustickych vin
ve slune¢ni atmosféfe. Prvni ¢ast je reSerSniho charakteru, kde se autor sna-
zil stru¢né popsat tivod do problematiky magnetoakustickych vin v plazmatu.
Ve druhé ¢asti jsou shrnuty vysledky, kterych bylo pomoci numerickych simu-
laci dosazeno. Problematika MHD vIn ve slune¢ni atmosféfe je pomérné $i-
rokd a spole¢né s rozvojem pozorovani mimo Zemi (zejména druZice SDO nebo
SOHO) je zde tlak na numerické vypocty a teoretickd vysvétleni jako podpory
pozorovanych jevii. Na druhou stranu, spole¢né s rychlym vyvojem vypocetni
techniky a kvalitnich numerickych koédf, 1ze témto poZadavkim velmi dobte
vyhovét.

Jak jiZ bylo uvedeno dfive, u nds se systematicky vyzkumem MHD vIn ve
slune¢ni atmosféfe, zejména z numerického hlediska, nikdo dlouhodobé neza-
byva. Z tohoto divodu bylo navazano autorem mnoZstvi zejména zahrani¢nich
kontaktti ve skupindch, které se jiz tradi¢né timto problémem zabyvaji. Autor
stravil nékolik mésicli na jednotlivych pracovistich, aby ziskal co nejvice zku-
Senosti, které by pak mohl samostatné aplikovat pro feSeni téchto problému
v budoucnu. Je moZné konstatovat, Ze se tento cil pomérné dobfe podaftilo spl-
nit, nebot’ v poslednich letech se podafilo publikovat nékolik zdsadnich praci
a autor je jiz akceptovan védeckou komunitou v tomto oboru, o ¢emzZ svédci
napfiklad nértst citaci v poslednich letech, p¥ipadné pfednasky a seminate ko-
nané na zahrani¢nich univerzitidch a tstavech — KU Leuven v Belgii, UMCS

Lublin v Polsku nebo ISSI Bern ve Svycarsku.

Mimo to, autor v minulych letech pfednesl nékolik populariza¢nich pfed-
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nasek, tykajicich se slunec¢ni fyziky a vIn a oscilaci ve slunecni koréné a to jak
na stednich, tak i vysokych skolach. Jako pfiklad mtZeme uvést Gymndzium
Cesky Krumlov, Gymnazium J. V. Jirsika v Ceskych Budé&jovicich, Gymnazium
v Jihlavé, Gymnazium v Pisku, z vysokych gkol pak MU v Brné, UJEP v Usti
nad Labem, Univerzita v Pardubicich a samoziejmé také Jihoc¢eska univerzita
v Ceskych Bud&jovicich. Autor vedl & konzultoval prace nékterych stfedogkol-
skych studentti (napt. J. Mést'an a J. Kotek z Gymndzia v Pisku — Projekt , Catch
a Star”, rok 2007 nebo M. Kosobud z Cesko-anglického gymnéazia v C. Budgjo-
vicich v rdmci projektu Amavet, rok 2012).

Béhem svého ptlisobeni na Jihoceské univerzité autor tispésné vedl néko-
lik bakaldfskych a magisterskych praci, vénovanych numerickym simulacim
magnetoakustickych vIn v raznych magnetickych strukturdch ve slunec¢ni at-
mosféte. I pfesto, Ze na P¥irodovédecké fakulté JU v Cesk}’lch Budéjovicich
neni mozné piimo studovat fyziku plazmatu nebo astronomii a astrofyziku,
se autor pokusil ve studentech vzbudit zdjem o velmi zajimavou problema-
tiku vIn a oscilaci ve slune¢ni koréné. Z tohoto diivodu vytvofil novy jednose-
mestralni volitelny kurz UFY/PFA — Plazmova fyzika a astrofyzika, navazujici
na autorem piedndseny povinny kurz UFY/AST — Astronomie a astrofyzika.
Tento kurz pokryva zdklady fyziky plazmatu, ¢aste¢né slune¢ni fyziku a ko-
ne¢né problém vin a oscilaci v plazmatu, nejen slune¢nim. Pro lepsi orientaci
studenti v téchto zajimavych, ale obtiZnych problémech autor napsal skripta
,Magnetohydrodynamické viny a oscilace ve slune¢ni koréné”.
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Abstract. We numerically investigated standing slow acoustic waves impulsively excited in a solar coronal
loop by gas pressure and mass density perturbations in one-dimensional space. The corresponding computer
model is described by the hydrodynamic equations that are solved numerically by means of the so-called
flux limiters methods on uniformly structured mesh. We discuss the fundamental mode and the first
harmonic mode which are generated in dependence on position of the initial perturbation in the numerical
box. We show how the standing slow acoustic waves are generated in the corona, where they are trapped
in space between two dense layers as in the resonator, and how their energy leaks from the corona to the
dense layers. We found that this leakage increases with the decrease of the density jump at the transition
region. We also studied the case when the perturbation is initiated at the transition region. We found that
even in this case the standing wave is formed, but their energetics is influenced by the evaporation of the
plasma from the transition region into the corona.

PACS. 95.30.Lz Hydrodynamics — 94.20.wf Plasma waves and instabilities — 96.60.pf Coronal loops,

streamers — 52.65.-y Plasma simulation

1 Introduction

Oscillations in solar coronal loops have been observed for
a few decades. The importance of such oscillations lies in
their potential for the diagnostics of solar coronal struc-
ture (magnetic field, plasma density, etc.). The waves in
coronal loops were studied both observationally and the-
oretically [1].

The various oscillation modes in coronal loops were ob-
served with highly sensitive instruments such as SUMER
(SOHO) and TRACE. The observed oscillations include
propagating [2] and standing [3] slow magnetosonic waves,
as well as a branch of fast magnetosonic waves, horizontal
kink [4,5], vertical kink [6] and fast sausage waves [7].

Coronal loop oscillations were studied also analytically,
e.g. [8,9]. As analytical studies are unfortunately applica-
ble only for highly idealized situations, numerical simula-
tions are often used for solutions of more complex prob-
lems. These studies are based on numerical solutions of
the full set of magnetohydrodynamic equations in one- or
two-dimensions. Such a numerical approach was under-
taken by a number of authors [10-16].

Above mentioned studies are very important in con-
nection with the problem of coronal heating, solar

* e-mail: pjOmatfyz.cz

wind acceleration, coronal seismology, etc., because
identification of possible mechanisms of the mentioned
processes belongs to the unsolved problems in solar
physics. In the last two decades there has been intensive
theoretical work undertaken to advocate the idea of coro-
nal plasma heating by magnetohydrodynamic waves. In
particular, it has been suggested that coronal loops could
be heated by dissipation of high frequency slow magne-
toacoustic waves [17,18].

In the presented paper we numerically study impul-
sively generated slow standing waves and energy leakage
of these waves from coronal parts of the solar coronal loop,
into more dense layers of the solar atmosphere. These
studies were performed by means of a numerical code with
different numerical schemes. We discuss the fundamental
mode and the first harmonic mode, which are both trig-
gered by perturbations in pressure and mass density. Some
of the presented results here can be found in [14], where
the authors studied among others the dependence of ex-
citation and damping times on initial pulse positions and
various mass density contrasts, etc. The FLASH code was
used in this case. In our paper, first we verify these results
using various numerical schemes and then we study the
problem in more details. As a consequence, new aspects
of this problem are found.
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This paper is organized as follows: in Section 2, the hy-
drodynamic equations are described, the philosophy of its
solution is indicated and, at last, some physical assump-
tions as initial conditions and perturbations are presented.
The next section (Sect. 3) shows the numerical results ob-
tained by means of our computer model accompanied by
discussion. Finally, we present some conclusions and fu-
ture plans in Section 4.

2 Numerical model
2.1 Mathematical background

In our model we describe plasma dynamics in a coronal
loop by the hydrodynamic equations:

do _ dov
ot Oz’ (M
ov ov op
2 ot +Q<U6x> = o @)
ou 08
ot oz’ 3)

here, p is a mass density, v flow velocity and p is gas
pressure. The plasma energy density U is given by:
p
4
St (4)
with the adiabatic coefficient v = 5/3. The flux S is ex-

pressed as:
S=(U+p)v. (5)

Taking the coronal loop to be along the z-direction, the
velocity v and other plasma quantities only depend on
time t and spatial coordinate x.

4
v?,

U= 9

2.2 Numerical solutions

The hydrodynamic equations (1)—(3) were transformed
into a conservation form, 0, ¥ + 0,F(¥) = 0, for each of
the three integration variables, ¥ = (p, gv,U) and were
solved numerically.

For the numerical solution of equations in conservation
form the methods of so-called flux limiters were used, e.g.
minmod, van Leer or superbee method, see [19,20]. These
numerical methods are able to damp down the oscillations
near sharp discontinuities and jumps.

The numerical region was oriented in the z-direction,
implemented at 0 < z < L and was covered by a uniform
grid with 2500 cells. Open boundary conditions that allow
a wave signal freely leave the simulation region were ap-
plied. We varied the number of grids to show that obtained
results are not affected by this number.

The time step used in our calculations satisfied the
Courant-Friedrichs-Levy stability condition in the form

CFLAx
~ max(cs + [v])’ ©)

where CFL = 0.8 is called Courant number.
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Fig. 1. The sketch of 1-D coronal loop considered to be along
the z-axis. The positions of initial pulses and important parts
of the coronal loop can be seen.

Table 1. Perturbations parameters.

Ap
0.25p(] 5 0.5])0

A,

0.125@() (:m), 0.250{_)() (Io)

zo (m)
L/2,L/4

w (m)
L/40

2.3 Initial conditions and perturbations

The sketch of the considered 1-D coronal loop is shown
in Figure 1. Its main parts are: corona, TR (transition
region), and DL (dense layer). The arrows show the po-
sitions of initial perturbations at L/12,L/4 and L/2. In
the state of equilibrium, following [14], we assume initial
pressure pg = c200/y = const. and initial plasma veloc-
ity v = 0. The initial mass density profile of this loop is
expressed as the function of the hyperbolic tangent, see
also [14]:

o(z) = 00 {Z [tanh(s(x — z¢)(x — L+ x¢)) + 1] + 1} ,

(7)
where the quantity s = 5 x 1074 m~! is the slope of den-
sity, 2 = 2.842 x 10° m denotes the position of the tran-
sition region, oo = 10712 kgm =3, and d = 10° — 10%. The
sound speed in the solar coronal plasma cs ~ 350 kms™!,
which corresponds to the temperature of solar coronal
plasma T ~ 4 x 10 K, see e.g. [21]. Initial energy density
Uy was calculated from equation (4).

The length of the coronal loop was L = 50 Mm which
corresponds to the loop radius of about 16 Mm. The loop
foot-points were settled at positions z =0 and x = L.

In view of our interest to study impulsively generated
slow standing waves in the solar coronal loops, we have
launched a pulse in the pressure and mass density in var-
ious positions — see Figure 1. The pulse had the following
form:

-1

8f(x,0) = Ag exp {~[(z — @0)/w]’}, (8)

here f = [p, o], Ay is the initial amplitude of the pulse,
xo its initial position and w is the pulse width. Values of
these quantities are in Table 1.

Both pulses, i.e. in the pressure and mass density, were
generated simultaneously at time ¢ = 0 s. Thus, the pres-
sure and mass density profile at this time following the

form
f(z,0) = fo(z,0) +df(,0). (9)

The results, presented in the next section (Sect. 3) were
calculated for the perturbations parameters A, = 0.25pg
and A, = 0.1250¢(z¢), see Table 1.
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Fig. 2. Time evolution of velocity v(z = L/4,t), mass den-
sity o(z = L/4,t) (top panels) and spatial profiles of velocity
v(z, At), v(z,7.12 T1) (bottom panels); all for mass density
contrast d = 10%, pulse width w L/40, and initial pulse
position zo = L/4.

3 Results and discussion

First we focused on the numerical methods used for the
solution of the set of equations (1)—(3). We have used so-
called flux limiter methods which are able to damp down
the oscillations near jumps, e.g. in temperature or mass
density at the transition region, etc. We tested five flux
limiter methods — minmod, van Leer, van Albada, super-
bee and MC (monotonized central) scheme — for further
information see e.g. [19]. During the test calculations, we
obtained very similar results for all these methods. In the
following we present the results obtained with the mono-
tonized central (MC) scheme which is a compromise be-
tween superbee and minmod methods. We also made com-
putations for various number of grids which showed very
similar results.

In Figures 2-4, the time evolutions of velocity, mass
density and spatial profiles of velocity for various initial
pulses positions and in various multiples of the wave peri-
ods T}, are presented. The mass density contrast d = 108
and initial pulse width w = L/40 for all depicted results
in mentioned figures were used. The corresponding phys-
ical process can be described as follows: after the pulse
initiation, the acoustic waves in the broadband spectrum
are generated. They propagate out from the pulse loca-
tions to dense layers of the coronal loop where they are
reflected. The reflected waves are trapped in space be-
tween two dense layers as in the resonator catalyzing the
formation of standing waves. If the initial pulse is gener-
ated at zp = L/4 or xy = L/2, the fundamental (Fig. 2) or
first harmonic mode (Fig. 3) is excited in the final stage.
The period T is the wave period for the fundamental
mode, the period T5 is for the first harmonic mode, see
equation (10), and time At is a time step at the start of
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Fig. 3. Time evolution of velocity v(z = L/4,t), mass den-

sity o(x = L/4,t) (top panels) and spatial profiles of velocity
v(x, At), v(z,7.89 Tb) (bottom panels); all for mass density
contrast d = 10%, pulse width w = L/40, and initial pulse
position zo = L/2.
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Fig. 4. Time evolution of velocity v(z = L/4,t), mass den-
sity o(x = L/4,t) (top panels) and spatial profiles of velocity
v(z, At), v(z,18.9 T1) (bottom panels); all for mass density
contrast d = 10%, pulse width w L/40, and initial pulse
position zo &~ L/12.

calculation, see equation (6). As can be seen in Figures 2
and 3, the fundamental standing wave is about twice as
long than the first harmonic mode. In the case of first
harmonic mode is noticeable that the standing wave is at-
tenuated more strongly than in the case of fundamental
mode. Probably, it is caused by the fact that there can be
observed the symmetric energy leakage of the wave into
the more dense layers of the solar coronal loop [14].
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Fig. 5. Wavelet power spectra of velocities v for initial pulse
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contrast d = 10° (top panels) and d = 10® (bottom panels)
and pulse width w = L/40.

In Figure 4, similar results as in Figures 2 and 3 are
shown, but the initial perturbations in pressure and mass
density were launched near the transition region at the
position g ~ L/12, see Figure 1. As can be seen, the
fundamental mode is excited — similarly as in the case with
xo = L/4. The time evolutions of the velocity and mass
density are also similar, but the wave is not attenuated so
strongly. Note that the velocity of the first perturbation
detected at @ = L/4 (see Fig. 4) is about two times higher
than in Figure 2; the same situation, i.e. that the first
perturbation of the mass density is higher in Figure 4 than
in Figure 2 can be seen.

To show details of a spectral evolution from the ini-
tial perturbation to the final standing waves, in Figure 5
the wavelet power spectra of velocities for two mass den-
sity contrasts and two initial pulse positions are presented;
these cases correspond to those presented in Figures 2
and 3. As seen here the broadband spectrum of the ini-
tial perturbation evolves into the narrow spectrum of the
standing waves.

These results are in agreement with the corresponding
Fourier power spectra, which give more precise values of
the periods of standing waves (Fig. 6). The amplitudes
of the power spectra A(P) are normalized to 1. As can
be seen, the periods for fundamental and first harmonic
standing waves were found — see the values in the graphs.
The effective loop length Leg can be calculated from the
equation for the wave period of a standing wave

_ 2Lef‘f

Ty , (10)

nes
where n is the standing wave number and ¢ is the sound
speed. The calculated effective lengths of the coronal loop
are presented in Table 2. From the obtained results in
the table it is evident that if the mass density contrast d
increases, the effective coronal loop length L.g decreases.
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Fig. 6. Fourier power spectra of velocities v for initial pulse
position zo = L/2 (left) and zo = L/4 (right), mass density
contrast d = 10° (top panels) and d = 10® (bottom panels) and
pulse width w = L/40. The amplitude of the power spectrum
A(P) is normalized to 1.

Table 2. Effective lengths of the solar coronal loop.

Ty (d = 10°)
43.77

T (d=107)
41.55

T (d = 10%)

Les (Mm) 41.68

This effect can be explained by the deeper penetration
of the standing wave into more dense layers of the solar
atmosphere near the transition region. In the case of mass
density contrast d = 1, the effective loop length would be
equal to the initial coronal loop length L.

The Figures 7-9 present new aspects of our compu-
tations. They show the time evolutions of total, pres-
sure and kinetic energies integrated in the whole system
(0 —50 Mm — upper panels), integrated in the dense layer
(0 —4 Mm — middle panels), and integrated in the corona
(4 — 46 Mm — bottom panels) for three different locations
of the initial pulse. Note that in all cases for total (dashed
line) and pressure energy (thick line) is valid y-axis on the
left side of the graph, whereas for kinetic energy the right
y-axis is used. The z-axis is in the logarithmic scale.

The total energy is calculated as a sum of the pressure
and kinetic energy according to equation (4). As expected
(due to the high density contrast), the total energy in the
whole system is conserved as shown by dashed lines in the
upper panels of all figures. In all other panels (middle and
bottom) the total energy has practically the same value as
the pressure energy because kinetic energy is too small in
comparison with it. That is why we show in these panels
only the pressure and kinetic energies.

If we compare pressure and kinetic energies computed
in the whole simulation region, we can see that while
the pressure energy decreases, because of the pressure
decrease after the pulse launch, the kinetic energy in-
creases because of a growth of the velocity of perturbed
plasma.
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Fig. 7. Time evolution of total energy (dashed line), pressure
energy (thick line) and kinetic energy. Upper panel — whole
simulation region, middle panel — dense layer, bottom panel
— coronal region; all for mass density contrast d = 10%, pulse
width w = L/40, and initial pulse position zo = L/4.

Practically the same situation is seen for the kinetic
energies in the corona, but for initial pulse positions at
L/2 and L/4 the pressure energy decreases permanently
because of a leakage of the energy into dense layers of the
solar atmosphere. These results show that the dense layers
do not represent ideal reflecting boundaries and thus a
part of the energy of these standing waves leaks into the
dense layers (see also the pressure energy increase in the
dense layer — middle panels in Figs. 7 and 8). We found
that this leakage increases with the decrease of the density
jump at the transition region.

On the other hand, for initial pulse position near the
transition region, i.e. xp ~ L/12, the pressure energy
in the corona increases together with the kinetic energy
(Fig. 9). This is different from previous cases because the
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Fig. 8. Time evolution of total energy (dashed line), pressure
energy (thick line) and kinetic energy. Upper panel — whole
simulation region, middle panel — dense layer, bottom panel

coronal region; all for mass density contrast d = 10%, pulse
width w = L/40, and initial pulse position zo = L/2.

initial pulse perturbing the loop is located near the tran-
sition region and the process is thus influenced by the
plasma evaporation, see the density wave moving from
the transition region into the corona just after the ini-
tial perturbation (Fig. 10). We describe this process with
the density wave as the plasma evaporation because it is
very similar to that which is caused by the pressure en-
hancement in the transition layer due to the electron beam
bombardment, see [22].

In the cases of the initial pulse positions at L/4 and
L /2, the results for the dense layer of the solar atmosphere
show that the pressure and kinetic energies vary simul-
taneously. It is because during the wave penetration into
the dense layer both the velocity and the pressure are per-
turbed simultaneously. The different situation exists when
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the initial pulse is generated near the transition region.
The kinetic energy increases too but the pressure energy
decreases due to the evaporation process.

4 Summary and conclusions

In this paper we considered impulsively generated slow
standing waves in a solar coronal loop. The processes are
described by the set of one-dimensional hydrodynamic
equations that are solved numerically by means of so-
called flux limiter methods.

Some results, e.g. time evolutions of velocity, mass den-
sity or energy and spatial profiles of velocity for various
times are presented. The wavelet spectra show how the
broadband spectrum of the initial perturbation change
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Fig. 10. Time evolution of mass density p in a part of solar
corona close to the transition region for three subsequent times.
Mass density contrast is d = 10%, pulse width w = L/40, and
initial pulse position zo ~ L/12.

into the narrow spectrum of a standing wave. The fast
Fourier transform was used for calculation of the wave pe-
riod in the fundamental and first harmonic mode. For two
types of the pulse initiation (at L/2 and L/4) we show
how the standing slow acoustic waves are generated in
the corona, where they are trapped in space between two
dense layers as in the resonator, and how their energy leaks
from the corona to the dense layers. We found that this
leakage increases with the decrease of the density jump
at the transition region. We also studied the case when
the perturbation is located at the transition region. We
found that even in this case the standing wave is formed,
but their energetics is influenced by the evaporation of the
plasma from the transition region.

Our presented one-dimensional model, based in princi-
ple on some results published in paper [14] (partly because
of verification of our own numerical code), serves only as
the basic model for the description of real physical pro-
cesses which take place in the solar coronal loops. Hence,
the next step in our research will be the development of a
more realistic computer model by extension to the two or
three spatial dimensions and inclusion before mentioned
non-ideal terms — the heating term, cooling term or effects
of the gravitational field. By means of this improved com-
puter model, we could investigate effects like attenuation
of waves in coronal loops under influence of gravitational
force, etc.

This research has been supported by the Grant IAA300030701
of Grant Agency of the Academy of Sciences of the Czech
Republic. The authors wish to thank the anonymous refer-
ees for valuable comments which improved the quality of the
paper. The wavelet analysis was performed using the soft-
ware written by C. Torrence and G. Compo available at URL
http://paos.colorado.edu/research/wavelets.
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Impulsively Generated Wave Trains in a
Solar Coronal Loop

Petr Jelinek and Marian Karlicky

Abstract—Impulsively generated fast magnetoacoustic wave
trains in a solar coronal loop are numerically studied. The problem
is considered as 2-D in space, and for the description, the full set of
magnetohydrodynamic (MHD) equations is used. The numerical
solution of the MHD equations is performed by means of the
Lax-Wendroff algorithm on a uniformly structured mesh. The
wavelet analysis of the obtained wave trains shows out the typical
tadpole shapes, i.e., a narrow tail followed by a broadband head.
In this paper, we discuss the propagation speed and periods of the
wave trains as well as the shapes of the tadpoles in dependence on
the plasma beta parameter. These studies are very important in
connection with the observations because the tadpole signatures,
firstly discovered during the solar eclipse in 1999 by the SECIS
instrument, have been recently recognized also in decimetric type
IV radio events by the Ondfejov radiospectrograph.

Index Terms—Coronal loops, magnetohydrodynamics, oscilla-
tions, tadpoles, waves.

I. INTRODUCTION

SCILLATIONS and waves (fast and slow magnetoa-

coustic waves and “kink” and “sausage” modes) in solar
coronal loops have been observed for a few decades and were
studied both observationally and theoretically, as shown, e.g.,
in [1] and [2].

The various oscillation modes in the coronal loops were
observed with highly sensitive instruments such as SUMER
(SOHO) and TRACE as well as newer missions, e.g.,
EIS/Hinode or EUVI/STEREO. The observed oscillations in-
clude propagating and standing slow magnetosonic waves, as
well as a branch of fast magnetosonic waves, horizontal kink,
vertical kink, and fast sausage waves. The importance of such
oscillations lies in their potential for the diagnostics of a solar
coronal structure (magnetic field, gas density, etc.).
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Both observational and theoretical studies are very important
in connection with the problem of coronal heating, solar wind
acceleration, coronal seismology, etc., because the identifica-
tion of possible mechanisms of the mentioned processes be-
longs to the unsolved problems in solar physics. In the last two
decades, there has been intensive theoretical work undertaken
to advocate the idea of coronal plasma heating by MHD waves.
In particular, it has been suggested that the coronal loops
could be heated by the dissipation of the high-frequency slow
magnetoacoustic waves.

The periodicity of magnetoacoustic modes of the propagat-
ing waves is formed by the time evolution of an impulsively
generated signal [3]-[7]. One evident source of such a pertur-
bance can be, e.g., the impulsive flare process (providing either
single or multiple sources of disturbances). These impulsively
generated magnetoacoustic waves are trapped in regions with
higher density, i.e., with a low Alfvén speed, and these regions
are acting as the waveguides. The amplitude and frequency
modulations of these waves predicted in [4] are seen in numer-
ical simulations.

The wavelet analysis of these impulsively generated magne-
toacoustic wave trains shows the typical tadpole shape where a
narrow-spectrum tail precedes a broadband head. Such tadpole
signatures were observed by the SECIS instrument in the 1999
solar-eclipse data [8] and in the dm-radio bursts of gyrosyn-
chrotron emission [9], [10]. They were found also numerically
in [11] and [12].

The main aim of this paper is to generalize the results,
obtained by [12], accounting for the effects of the finite plasma
beta and to analyze a relationship between the initial pulses
and resulting tadpoles in dependence on the plasma beta pa-
rameter in a wave-guiding solar coronal loop. The further
goal is to calculate the phase and group velocities of the
impulsively generated wave trains, solving analytical formulas
numerically, and to compare them with the results of MHD
simulations.

The structure of this paper is as follows. As the motivation of
our numerical study, we shortly present in Section II our obser-
vations of the solar flares observed by the radiospectrograph in
Ondiejov and the example of the detected tadpole patterns. In
the first part of Section III, the MHD equations are described,
and the philosophy of their numerical solution is indicated. The
second part of Section III is devoted to the wave equation for
plasma motions and its numerical solutions for the phase and
group velocities of the waves in wave-guiding solar coronal
loops. In Section IV, some physical assumptions such as initial
conditions and initial perturbations are presented. Section V
shows the numerical results obtained by means of our computer

0093-3813/$26.00 © 2010 IEEE
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Fig. 1. Example of the tadpole detected in the radio flux on 1203 MHz during

the June 13, 2001 solar flare observed by the Ondiejov radiospectrograph [14].
(a) Radio flux record. (b) Wavelet spectrum with the tadpole. (c) Radio flux
computed by the inverse transform from the wavelet spectrum for the period
range 40-100 s.

model accompanied by a discussion. Finally, we present some
conclusions and future plans in Section VI.

II. OBSERVATIONS

In [9], [10], and [13], it was, for the first time, recognized
that the wavelet spectra of some solar radio bursts consist
the tadpole patterns. An example of such a tadpole with a
characteristic period of 70.9 s is shown in Fig. 1.

These tadpoles are interpreted as signatures of the magne-
toacoustic wave trains moving along the coronal loops and
modulating the gyrosynchrotron emissions of the radio sources
through a variation of the magnetic fields.

III. COMPUTER MODEL
A. Numerical Solutions of MHD Equations

In plasma physics, there exist several methods of how the
plasma dynamics can be described and calculated, as shown,
e.g., in [15]-[18]. In our computer model, we describe the
plasma dynamics in the coronal loop by the ideal MHD
equations [19]

N % - —V-(@Vi 1)
QE+Q(V.V)V:7V])+%(V><B)XB 2)
}g_vX(va) 3)
. 0

Here, o is the mass density, v is the plasma flow velocity, p is
the gas pressure, and B is the magnetic field. The plasma energy
density U is given by

vi 4+ — (6)
0
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with the adiabatic coefficient v = 5/3, and the flux vector S is
expressed as

B? B
S:<U+p+—>'v—(v~B)—. 7
2p0 Ho

The MHD equations (1)—(4) were transformed into a flux
conserving form, i.e.,

¥ OF(¥)  0G(¥)

ot ox dy

=0 (8)

where the vector ¥ in our 2-D case means

Pyl )

The vector functions F(¥) and G(¥) are too complex to be
presented here; for them, see, e.g., [20] or [21].

For the numerical solution of this type of equations, the two-
step Lax—Wendroff algorithm [21] was used. The numerical
region was oriented in the 'y plane (see Fig. 2), implemented at
0 <z < Land0 <y < H,and covered by a uniform grid with
1250 cells x 300 cells. Open-boundary conditions were ap-
plied, and the time step satisfied the Courant—Friedrichs—Lewy
condition in the form [21]

CFL - Az

~ max (¢s + |v|) (19)

where CFL = 0.8 is called the Courant number.

B. Calculations of Phase and Group Velocities

For the calculation of the phase and group velocities of
plasma waves in a solar coronal loop, we numerically solved
the wave equation for plasma motions [22]-[25], where the
equilibrium parameters of the loop are nonuniform along the
y-coordinate

4
dy

dv
N —

)
where v, is the velocity component normal to the magnetic
field, w is the frequency, ky is the longitudinal wavenumber
along the sheet, and the Alfvén speed v3; = B?/poo. The
function f(y) is expressed as

ooy oc} (w? — k2c%) 1
where the tube speed ct and fast speed ¢ are implied as
er = csvpie/ (2 +v3)Y? and ¢ = (¢ + v3))'/?, respec-
tively. The singular point of (11) is called the cusp resonance or
cusp singularity but not usually seen in the numerical simula-
tions of the fast magnetoacoustic waves, as shown, e.g., in [26].
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The second-order ordinary differential equation (11) is
rewritten in terms of two first-order equations in the new
functions &; and &o

d
6= f(y)d% & =vy (13)
such that
d
d—fyl =0 (ki — w?) & (14)
dé&s &
=2 = . 15
dy  f(y) (1

The boundary conditions at the point y = 0 for the kink mode
are given by &; = 0 and & = c, and the sausage mode satisfies
the conditions & = ¢f(0) and & = 0, whereas the constant ¢
is arbitrary.

To obtain a solution of (11), we used a fixed value of k,
and integrated between y = 0 and ¥ = yax the two first-order
equations (14) and (15) by means of the Runge—Kutta fourth-
order method. The exact value of the frequency w was obtained
by the bisection method when the velocity vy satisfied the
boundary condition at the second point vy (y = Ymax) = 0 for
both wave modes (kink and sausage modes).

IV. INITIAL CONDITIONS AND PERTURBATIONS

The sketch of the considered 2-D solar coronal loop is shown
in Fig. 2. The arrows show the positions of the initial perturba-
tion at (L/6, H/2), the point where the data were recorded (L/2,
H/2) and the orientation of the magnetic field.

The solar coronal loop in our computer model is represented
by the slab with a width w = 2 Mm and a mass density g5 =
d - 09, where we imposed that d = 5. This slab is embedded
in a magnetic environment with the magnetic field given by
the plasma beta parameter, as shown in Table I. Between the
plasma beta parameter and the magnetic field, the relation is
well known as
P 2pop

=5 (16)

Pmag

The magnetic field is parallel to the z-axis (see Fig. 2) and
is assumed to be a constant in the whole simulation region.
The mass density of the magnetic environment is gy = 1 X
10712 kg - m~3, i.e., the corresponding electron plasma density
is ne ~ 6 x 108 cm~3 which is in agreement with the electron
plasma density in the solar corona [1].

In the state of equilibrium, we assume an initial pressure
po = c200/y = const. and an initial plasma velocity v = 0.
Equilibrium demands that the pressure (plasma plus magnetic)
is uniform, i.e.,

2

p + —— = const.

17
%0 a7

The mass density profile in the solar coronal loop along the
z-axis is considered to be a constant, and in the y-axis, the mass
density profile is expressed by the formula [27]

o, y) = 00+ (0 — 00) -sech® [(£)] . a®)

2245
y
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Fig.2. Sketch of 2-D coronal loop considered to be along the x-axis. Positions

of initial pulses and important parts of the coronal loop can be seen.

The power index « determines the steepness of the profile.
The cases when the power index « equals either unity or
infinity correspond to the symmetric Epstein profile or to the
step function profile, respectively [12]. We used ov = 8 in our
calculations.

The sound speed in the coronal plasma c; ~ 166 - T/ =
166 km - s~! [19], where the temperature of a solar coronal
plasma 7 =1 x 10 K. The magnetic field, given by the
plasma beta By = const. and the initial energy density Uy, was
calculated from (6).

As we simulate only a part of the solar coronal loop, the real
length size of the computational box was L = 100 Mm, and the
width was H = 24 Mm.

In view of our interest to study the impulsively generated
wave trains in solar coronal loops, we have launched a pulse in
the velocity in the y-axis direction. The point where the velocity
was perturbed was located in (L/6, H/2) (see Fig. 2), and the
pulse had the following form [11], [12]

x2 y?
vy = Ag -y - exp <7)\—2> - exp <7F> . (19)

y

Here, Ay is the initial amplitude of the pulse; Ax = 1.5 Mm and
Ay = 0.5 Mm are the widths in the longitudinal and transverse
directions, respectively. The pulse in the velocity was generated
at the start of the numerical simulation at a time ¢ = 0 s.

V. RESULTS

In the first part of this section, we present the results ob-
tained by means of the 2-D MHD numerical simulations (see
Figs. 3 and 4), and the second part contains the results (see
Fig. 5) concerning the calculations of the phase and group
velocities.

A. MHD Modeling of Impulsively Generated Wave Trains

In Table I, for various plasma betas, besides the Alfvén speed
inside the slab (va;) and outside the magnetic environment
(vae), we present the time interval dt between the start of
the perturbation and the first signal detection (at the detection
point) as well as the corresponding wave signal velocities
expressed in ratios with the Alfvén ones (v/va; and v/vae).

The detection point was settled in the position at the z-axis
x = L/2 and at the y-axis y = H/2, i.e., the distance between
the point where the initial pulse was launched and the detection
point was approximately 33 Mm.
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TABLE 1
beta | vaj[km/s] | vaelkm/s] | v/va; | v/vae | dt [s]
0.148 299 660 2.78 1.25 40.15
0.448 172 380 2.81 1.27 68.98
0.648 143 320 2.82 1.26 82.61
0.848 125 280 2.84 1.27 93.89
4 : : | : : : : :
T
E o
2
.
T 0
=)
X 2
(=%
<
4 . . . . . . . .
0 20 40 60 80 100 120 140 160
Time (seconds)
0.5
@‘ 1
S 2
e 4
S
8 16
$ 32
64 F

0 20 40 60 80 100 120 140 160
Time (seconds)

Fig.3. Time evolution of (top panel) mass density o(x = L/2, y = H/2, t)
and (bottom panel) corresponding wavelet analysis of this signal for the plasma
B =0.148. Mass density contrast d = 5, pulse size Ax = 0.015 L, Ay =
0.021 H, and initial pulse position zg = L /6, yo = H/2.
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Fig. 4. Time evolution of (top panel) mass density o(x = L/2, y = H/2, t)
and (bottom panel) corresponding wavelet analysis of this signal for the plasma
B = 0.648. Mass density contrast d = 5, pulse size Ax = 0.015 L, Ay =
0.021 H, and initial pulse position zg = L/6, yo = H/2.

The next two figures (see Figs. 3 and 4) present the time
evolution of the mass density in the detection point (top panels)
and the corresponding wavelet analysis of the signal for two
different plasma beta parameters (bottom panels).

The different forms of the incoming signal are evident as
well as the various shapes of the tadpoles in dependence of
the plasma beta parameter. By comparison of both figures, it is
noticeable that the period of the signal increases with a higher
plasma beta parameter.

TEEE TRANSACTIONS ON PLASMA SCIENCE, VOL. 38, NO. 9, SEPTEMBER 2010

B. Calculations of Phase and Group Velocities

In the last figure (see Fig. 5), the results obtained by the
numerical calculation of (11) are shown.

Here, the group and phase velocities or the mass density for
various wave modes (kink and sausage)—top panels and right
lower panel, respectively, as well as the velocity v, for different
wavenumbers k, can be seen.

VI. DISCUSSION AND CONCLUSION

In this paper, we numerically studied the impulsively gener-
ated wave trains in a solar coronal loop. Generally, this paper
consists of three main parts.

The first part of this paper presents shortly our observations
of the solar radio bursts and the obtained tadpole patterns
and serves as the motivation of our numerical studies of the
impulsively generated wave trains presented here.

The second part of this paper deals with the numerical
simulations of the impulsively generated wave trains in solar
coronal loops by means of solution 2-D MHD equations.

Finally, in the third part, we numerically calculated the wave
equation for the plasma motion and obtained the group and
phase velocities and other physical quantities, e.g., plasma
velocity, plasma density, etc. This part of this paper serves as
the motivation for our further study of waves under various
geometrical or physical conditions.

The magnetoacoustic waves are described by the set of ideal
MHD equations that are solved numerically by means of the
two-step Lax—Wendroff integration scheme. We numerically
studied the propagation of the signal in the solar coronal slab in
dependence on the plasma beta parameter (i.e., in dependence
of different magnetic fields oriented along the solar coronal
loop). The obtained numerical data were analyzed by the
wavelet method.

The change of the typical tadpole shape can be seen as the
plasma beta parameter changes, as shown in Figs. 3 and 4. It
was found that, with the increase of the plasma beta parameter,
the time (dt) of the first signal arrival to a distant location
increases, but the ratios of the propagation velocity with the
Alfvén velocity inside and outside of the slab remain nearly the
same (see Table I).

The further goal was to calculate the dispersion relation to
obtain the phase and group speeds of the signal, and other
physical characteristics for the kink and sausage modes, as
shown in Fig. 5. This procedure allows us to estimate the
speeds of the waves in solar coronal loops in various physical
and geometrical configurations. These calculations presented
here serve as the motivation for our further studies, and the
calculations of the dispersion relations for various magnetic
and geometrical configurations of solar coronal loops will be
presented in our next research work.

For simplification, in this paper, we considered the model
with a slab geometry. However, for the coronal loops, a cylin-
drical geometry is more natural. Furthermore, as shown by
[25] and [28], in the long wavelength limit, the slab and
cylinder models give different results for the kink mode, and
that issue should be taken into account in the interpretation of
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the observational results. However, we are not only interested
about the coronal loops; our interest is also about the current
sheets [29], which, as indicated by our radio observations,
could be also the waveguides of the magnetoacoustic waves.
In such cases, the slab model is natural, and as made in
the present simulations, we also considered higher values of
the plasma beta parameter than that usually assumed in the
corona.

The numerical models presented here are, in reality, the
numerical tools considered for our extended study of wave
trains in flare coronal loops. Varying the coronal loop structure,
we plan to make a parametric study of wave trains using the
presented MHD model. We will try to find the best fit between
the observed parameters and the model results. To check the
reality of our modeling, we will also utilize the knowledge in
the phase and group velocities of specific wave modes in the
considered coronal loop structure. In this way, we expect to
obtain important information about the coronal loops as well
as about the propagating wave trains.
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ABSTRACT

Aims. A new type of analysis of the narrowband dm-spikes in solar radio radiation is introduced to look for magnetoacoustic waves

in their sources.

Methods. The Fourier and wavelet methods were used. For the first time, the tadpole structures in the wavelet spectra of this radio

emission were searched for.

Results. Fifteen groups of the narrowband dm-spikes, observed during solar flares, were selected and analyzed by the Fourier and
wavelet analysis methods. We found that the mean Fourier spectra of these spikes in frequency space are the powerlaws with a power-
law index in the range —1.2——1.8. Furthermore, their wavelet spectra based on time series reveal tadpoles at some frequencies, which
indicates the presence of magnetoacoustic waves. These waves are interpreted as propagating through a source of the narrowband
dm-spikes. It is proposed that the spikes are generated by driven coalescence and fragmentation processes in turbulent reconnection
outflow. This interpretation is supported by a simultaneous observation of drifting pulsating structures (DPSs) and spikes. Finally,
modeling of the magnetoacoustic waves and tadpoles in the Harris current sheet supports this interpretation.

Key words. Sun: corona — Sun: flares — Sun: radio radiation

1. Introduction

The radio narrowband decimetric spikes belong to the most in-
teresting radio bursts with exceptionally high brightness temper-
atures (T, ~ 10" K) and short durations (<0.1 s, see the re-
view by Benz 1986). Their observational characteristics have
been described in many papers (e.g. Slottje 1981; Karlicky
1984; Fu et al. 1985; Stihli & Magun 1986; Benz et al. 1982;
Zlobec & Karlicky 1998; Mészarosova et al. 2003). On the other
hand, the theoretical models can be divided into two groups:
a) those based on the plasma emission and acceleration pro-
cesses (Kuijpers et al. 1981; Tajima et al. 1990; Wentzel 1991;
Barta & Karlicky 2001), and b) those based on the electron-
cyclotron maser (Holman et al. 1980; Melrose & Dulk 1982;
Vlahos & Sharma 1984; Winglee et al. 1988; Aschwanden 1990,
Fleishman & Yastrebov 1994; Fleishman & Melnikov 1998). To
distinguish between these two types of models, polarization and
harmonic structures of the spikes have also been studied (Giidel
1990; Giidel & Zlobec 1991; Krucker & Benz 1994).

Searching for a characteristic bandwidth of individual spikes
Karlicky et al. (1996, 2000) found that the Fourier transform
of the dynamic spectra of spikes have a power-law form with
power-law indices close to —5/3. Based on these results, Barta
& Karlicky (2001) propose that the spikes are generated in tur-
bulent reconnection outflows at positions where the upper hy-
brid frequency is equal to the low harmonics of the electron cy-
clotron frequency (double resonance). The instability is driven
by electron beams accelerated in the reconnection diffusion re-
gion. However, new findings of the cascading (fragmented) re-
connection (Bdrta et al. 2010a,b) lead us to a partial modification
of this model, as seen the following.

Recently, Mészarosovd et al. (2009a,b) used a new technique
based on the wavelet analysis, to detect, for the first time, the

Article published by EDP Sciences

tadpoles in the wavelet spectra (interpreted as the magnetoacous-
tic waves) in some radio sources. The magnetoacoustic waves
are trapped in regions with higher density that act as waveguides.
If these waves are impulsively triggered at some given location,
then at some distance from the initiation site, these propagating
waves (owing to their dispersion characteristics) can be detected
as the tadpole structure in their wavelet spectra; for details, see
e.g. Nakariakov et al. (2004).

Because the magnetoacoustic waves can be easily triggered
in the reconnection and because we proposed that the spikes are
generated during the reconnection process (Barta & Karlicky
2001), we decided to search for the magnetoacoustic waves
in the spike sources (tadpoles in the wavelet spectra of radio
fluxes), thereby supporting our model.

As shown in the following, we found these tadpoles (waves)
in all studied groups of spikes. Then we simulated these waves
and tadpoles in the model with the Harris current sheet. Finally,
the results are discussed and a conclusion drawn.

2. Observations and data analysis

We selected 15 dm-radio events with the spikes recorded by the
Ondiejov radiospectrograph (Jificka et al. 1993) during the years
1997-2003 in the frequency range 0.8-2.0 MHz. The times of
their observations, GOES X-ray, and Ha characteristics of asso-
ciated events are presented in Table 1. A typical example of these
spikes, observed at 12:45:10—12:45:53 UT in 2003 August 5, is
shown in Fig. 1.

First, we analyzed all of the selected groups of spikes
(Table 1) using the same method as described in the paper by
Karlicky et al. (1996). The radiospectrograms were resampled
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Table 1. Radio events with the narrowband dm-spikes and characteristics of associated flares.

Radio GOES He
No. Flare Start  End Start ~ Max End X-ray Optic. Position NOAA
[UT] [UT] [UT] [UT] [UT] Imp. Imp. AR #
1 1997 Sep. 12 16:05 16:07 16:00 16:06 16:17 C6.0
2 1997 Nov. 3 09:05 09:06 09:03 09:10 09:13 Ml1.4
3 2000 Feb. 22 13:00 13:02  12:46 12:49 13221 C2.1
4 2000 Apr. 15 13:40  13:41  13:38  13:43  13:50 C3.0 SF S22 E29 8955
5 2000 May 15 10:48  10:50  10:46  10:50  10:56  M1.2
6 2000 May 30 1029 10:31 09:54 10:18 10:40 C8.6
7 2000 Jul. 8a 07:32  07:3¢  07:29 07:34 07:39 C6.1 IN  NI7W07 9070
8 2000 Jul. 8b 07:58 08:00 07:29 07:34 07:39 C6.1 SF S22 El5 9073
9 2001 Mar. 25 11:07  11:09 10:33  11:16 11:220  M2.6 IN N21 E59 9401
10 2001 Mar. 28 12:07  12:26  12:03  12:10 12:17  C6.0
11 2002 Dec.20a  10:47 10:49 10:45 10:49 10:53 Cl1.2
12 2002 Dec.20b  11:26  11:28 11:25 11:28 11:30  C2.7
13 2003 Mar. 18 12:06  12:08 11:51 12:08 12:20 X.1.5 1B SI15W46 10314
14 2003 Jun. 10 08:34  08:37 08:34 08:37 08:40 M2.7 IN NI12 W44 10375
15 2003 Aug. 5 12:45  12:46  12:43  12:49 12:51 M1.7 SN SI6E33 10424

18

uT

L
12:45:10 12:45:30

Fig. 1. Typical radio dynamic spectrum (0.8-2.0 GHz) showing the
narrowband dm-spikes observed by the Ondfejov radiospectrograph at
12:45:10-12:45:53 UT on 2003 August 5. Tadpole wavelet patterns
were recognized in the time interval 7' (12:45:16-12:45:36 UT).

along the frequency axis according to the formula

f
=H,In—
2(f) n % B
where z(f) is the height in the solar atmosphere in dependence
on frequency f, H, is the density height-scale for the radio emis-
sion by the plasma emission mechanism, and f; = 2 GHz in our
case (for details see Karlicky et al. 1996). After that, the spec-
trum areas for spikes and background noise were chosen and the
time-averaged power spectra along the height axis P(k) (where
the wavenumber k is in units of H') were computed. The power
spectra at high wavenumbers (here for log k > 2.5) are likely to
be affected by the background noise. Therefore the power spec-
tra were “corrected” for the background noise contribution by
subtracting this component. This is not a precise method, but it
can help us to estimate the behavior of the signal power spectra
also at high wave numbers.

The computed power-law index for all spikes groups (sec-
ond column in Table 2) ranges from —1.2 to —1.8 (—1.5 on av-
erage). An example of the 1-D Fourier spectrum versus the dis-
tance scale k (after the substraction of the noise power spectra)
for the 2003 August 5 event is presented in Fig. 2. The straight
dashed line with the power-law index —5/3 is added for compar-
ison.

()]
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Fig. 2. The 1-D Fourier spectrum for the 2003 August 5 event versus
the distance scale k (see text). The straight dashed line denotes the line
with the power-law index —5/3 for comparison.

Table 2. Power-law indices of the Fourier spectra of the narrowband
dm-spikes and parameters of associated wavelet tadpoles.

Spikes Tadpoles

No Power-law index ~ Start time  Duration  Period

of spikes [UT] [s] [s]
1 -1.8 16:05:55 20 5.1
2 -1.2 09:07:10 32 5.7
3 -14 13:00:49 13 3.6
4 -1.7 13:40:09 27 5.8
5 -1.3 10:48:33 09 33
6 -1.3 10:29:55 18 4.1
7 -1.3 07:32:50 23 5.0
8 -1.3 07:58:51 10 3.4
9 -1.7 11:07:48 13 3.8
10 -1.5 12:08:10 16 6.0
11 -1.6 10:47:59 16 33
12 -1.6 11:26:42 25 6.5
13 -1.8 12:07:01 23 55
14 -1.7 08:35:51 31 4.9
15 -1.4 12:45:16 20 6.3
mean -1.5 20 4.8
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Fig. 3. Typical example of the tadpole detected at the radio frequency
1800 MHz in the interval 7 (see Fig. 1). Upper panel shows original
time series (2003 August 5 event). Middle panel shows its wavelet
power spectrum with the tadpole pattern (characteristic period P =
6.3 s) outlined by a contour at the 99% confidence level. Bottom panel
shows the global wavelet spectrum (black line) with the maximum for
the period P = 6.3 s. The gray line means the 99% significance level.

Then, we searched for tadpoles in the wavelet spectra as sig-
natures of magnetoacoustic waves in all spikes events (Table 1)
at all recorded frequencies. We used the methods described in the
papers by Mészdrosovd et al. (2009a,b). To be sure that these tad-
poles belong to studied spikes we focused only on the dominant
tadpoles with the shortest characteristic periods P < 10 s. The
basic characteristics of these tadpoles are in Table 2. The tadpole
period P and duration range from 3.4 to 6.5 s (4.8 s on average)
and from 9 to 32 s (20 s on average), respectively. A typical ex-
ample is presented in Fig. 3 where the upper panel shows the ra-
dio flux observed on 1800 MHz during the 2003 August 5 event
in the interval 7, see Fig. 1. Middle panel shows its wavelet
power spectrum with the tadpole pattern (characteristic period
P = 6.3 s) outlined by contour at the 99% confidence level.
Bottom panel shows the global wavelet spectrum (black line)
with the maximum for the period P = 6.3 s. The gray line means
the 99% significance level.

3. Modeling of magnetoacoustic waves
and tadpoles in the narrowband
dm-spikes sources

3.1. Interpreting the narrowband dm-spikes

As presented above the mean Fourier spectra (made along the
frequency) in all studied groups of spikes are the power-law
ones with the power-law index in the range —1.2—1.8. This (for
larger set of spike events than in previous studies) confirms our
previous result (Karlicky et al. 1996, 2000) that these spectra

have a power-law index close to —5/3 (=—1.66), which in known
as the Kolmogorov index of MHD turbulence.

An entirely new result is that in all spike events (at least at
limited ranges of frequencies) we found the tadpoles, which indi-
cate the presence of propagating magnetoacoustic waves. Their
mean period is about 5 s. Because the magnetoacoustic waves
are a natural part of the turbulent outflow, we consider these
waves as those supporting the model of spikes in the region of
the magnetic reconnection outflows (Bérta & Karlicky 2001).

To interpret these results we propose the model shown in
Fig. 4. It is based on “the standard” CSHKP flare model (e.g.
Magara et al. 1996 and references therein). In accordance with
Shibata and Tanuma (2001), the global current sheet is stretched
by rising magnetic rope and fragmented by the tearing-mode in-
stability to smaller and smaller plasmoids (in 2-D O-type mag-
netic field structures, in 3-D magnetic ropes) and current sheets.
This fragmentation (cascading) process produces very narrow
current sheets (down to a few meters) with very high current
densities, where the anomalous resistivity is generated and fast
reconnection occurs. Moreover, in the model, the plasmoids are
accumulated and compressed in turbulent reconnection-plasma
outflows, especially in the region above the flare loop arcade.
These plasmoids have different sizes. They are driven by out-
flows to interact and coalesce into larger ones and are also frag-
mented into smaller plasmoids. That is to say, a new current
sheet is formed between two merging plasmoids and new smaller
plasmoids are generated in this current sheet, on smaller and
smaller spatial scales. We called this process driven coalescences
and fragmentations (Fig. 4). For more details, see Barta et al.
(2010b).

Furthermore, Karlicky & Bdrta (2007) and (Karlicky et al.
2010) have shown that each coalescence process accelerates
electrons that generate plasma waves, as well as the electro-
magnetic ones. Considering all these facts, we propose that the
narrowband dm-spikes are generated by the driven coalescence
and fragmentation processes of plasmoids in the turbulent re-
connection outflows. The observation shown in Fig. 5 supports
this interpretation. As seen here, the drifting pulsating struc-
tures (DPSs) at the 1.0-1.8 GHz frequency range drift towards
higher frequencies (towards lower heights in the solar atmo-
sphere), where the spikes are observed. The DPSs indicate the
plasmoids moving downwards in the solar atmosphere (Barta
et al. 2008a,b), towards the spikes source, in agreement with the
scenario presented in Fig. 4.

Furthermore, we assume that the global reconnection process
can be perturbed by e.g. some inhomogeneity in the reconnec-
tion inflows and thus to generate magnetoacoustic waves propa-
gating into the spikes source (see Fig. 4). These waves can easily
modulate the coalescence processes among plasmoids and thus
to modulate electron acceleration and subsequent production of
spikes.

To support this interpretation, we take the Harris current
sheet as a simple model of the magnetic field and density struc-
ture of the global current sheet, which includes reconnection
outflows. The current sheets, in which the fast reconnection oc-
curs, are only tiny substructures of the global current sheet, and
these substructures are neglected in the following computations.
The global current sheet is perturbed at one location, and then at
some distant location from the first one, the propagating magne-
toacoustic waves and the corresponding tadpoles are analyzed.
The parameters of tadpoles depend on the parameters of the
model. On the other hand, these simulated tadpoles, which fit
the observed ones, give us information about parameters of the
global current sheet where the spikes are generated.
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PLASMOIDS f
MAGNETOA COUSTIC STRETCHING-TEARING
WAVES FRAGMENTATIONS
SPIKE
SOURCE INFLOW

PLASMOID (DPS)

TURBULENT
PLASMA OUTFLOW

DRIVEN COALESCENCES
AND FRAGMENTATIONS

Fig. 4. Scenario of the dm-spike generation in
the flare current-sheet reconnection and mag-
netoacoustic waves propagation. Compare with
Fig. 5.

/ FLARE LOOP ARCADE

Here o is a mass density, v flow velocity, p gas pressure, and B
is the magnetic field. The plasma energy density U is given by

B2

v=-"L_+22: 2 o)
y-1 2 2

with the adiabatic coefficient y = 5/3, and the flux vector S is

expressed as

B? B
S=(U+p+—)v—(v~B)—- ®)
210 Ho
spikes The magnetohydrodynamic Eqgs. (2)—(6) were transformed into

a flux conserving form, i.e.,

Q¥ OF(E)  0G(Y)
B T T Ay =0,

©

12:08:00 12:08:20 V 12:08.40 ur

) ) ) ) and were solved numerically. The vector ¥ in our two-
Fig.5. Composite radio spectrum from two Ondiejov radiospectro-  dimensional case is expressed as

graphs (0.8-2.0 and 2.0-4.5 GHz) showing the positively drifting
pulsating structures (DPSs) and narrowband dm-spikes observed on o
2001 March 28. The 0.8-2.0 GHz spectrum was shortly interrupted at PO,
12:08:34-12:08:36 UT. Compare with Fig. 4. pv'
Y= v . (10)

B,
BU

3.2. Numerical model v

The vector functions F(¥) and G('¥) are too complex to be pre-
sented here, but see them at e.g. (Sankaran 2002; Chung 2002).
In our model we describe plasma dynamics by the ideal magne- For the numerical solution of this type of equation, the mod-

tohydrodynamic equations (Priest 1982; Chung 2002): ified two step Lax-Wendroff algorithm was used. The numeri-
cal region was in the x — y-plane, implemented at 0 < x < L

and 0 < y < H and was covered by a uniform grid with

3.2.1. Model equations

0,

6_Q =-V-(ov), (2) 1250 x 300 cells. Open boundary conditions were applied and

(;v | the time step satisfied the Courant-Friedrichs-Levy condition in
o5 +o(-Vw=-Vp+—(VxB)xB, (3) the form (Chung 2002):

Ho
CFLAx

9B At < ——— 11
5 = VX @xB), 4 = max(cs + o))’ (an
ou - _VS§ 5) where CFL = 0.8 is called the Courant number. For more details
ot ’ about such simulations, see the papers by Jelinek & Karlicky
V-B=0. (6) (2009, 2010).
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NUMERICAL
BOX

CURRENT
SHEET

Fig. 6. Sketch of the initial 2-D Harris current sheet considered in simu-
lations. The positions of initial pulse perturbation (Lp) and data collec-
tion (Lp) are indicated by the arrows. Compare with Fig. 4.

3.2.2. Model initial conditions

Figure 6 schematically shows the initial 2-D current sheet. The

magnetic field in such a current sheet is given by the equation:
-H/2

=), 12)

B = Boy tanh(
w

where Boy is the magnetic field at y — co and w the half-width
of the current sheet. We take the temperature to be the same
in the whole numerical box. The plasma density in the current
sheet center, where we assume the source of spikes, is deter-
mined from the frequency on which the tadpole was found (as-
suming for simplicity the plasma emission process on the plasma
frequency). The other parameters in the current sheet are deter-
mined by a choice of the plasma beta parameter § in the region
far away from the current sheet (y — o). It follows from the
equation

f 2,
Boy = HoPcCs )
1+

where pcs is the kinetic pressure in the center of the current
sheet. The initial plasma velocity is assumed to be v = 0 every-
where in the numerical box.

To generate the magnetoacoustic waves we perturb the cur-
rent sheet by a pulse in velocities (see Nakariakov et al. 2004):

(13)

2 2
o, = AL (_M) exp(_w), (14)

/lx exp /lx /ly

where A, and A, are the dimensions of the pulse in x— and
y— axis, and Ay is the amplitude of the initial pulse. The pulse in
the velocity was generated at the start of the numerical simula-
tion at = 0 s. The position of the initial pulse was located at the
point (Lp, H/2). On the other hand, the propagating magnetoa-
coustic waves were detected at the point (Lp, H/2), see Fig. 6.

3.3. Results of numerical simulations

In our simulations we tried to find the best fit of the modeled
tadpole with the observed one. Among many possible param-
eters, we selected some of them as fixed: the temperature is

0.0004
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0.0000
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Fig. 7. The modeled tadpole that fits the observed one shown in Fig. 3.
Upper panel shows a time evolution of the mass density at the detection
point (spikes source), where Lp — Lp = 8.33 Mm. Middle panel shows
the corresponding wavelet power spectrum with the tadpole pattern
(characteristic period P = 6.3 s) outlined by contour at the 99% con-
fidence level. Bottom panel shows the global wavelet spectrum (black
line) with the maximum for the period P = 6.3 s. The gray line indicates
the 99% significance level.

T = 1x 107 K, the plasma beta parameter outside the current
sheet is 8 = 0.1, the length of the current sheet is L = 100 Mm,
the plasma density in the current sheet center (at H/2) is n. =
4.0x10'°m™3, the location of the initial perturbationis Lp = L/2,
and the parameters of the perturbation pulse are 1, = 1.0 Mm,
Ay =15Mm, and Ag = 1.5x 10* m s™.

To find the best fit, the halfwidth of the current sheet w and
distance between Lp and Lp are varied. We found that (i) increas-
ing the half-width of the current sheet increases the characteristic
period of tadpoles; (ii) decreasing the distance between Lp and
Lp makes the tadpole shorter. With these facts, the “best” fit was
found for w = 1 Mm and the distance Lp — Lp = 8.33 Mm.
The “best” fitted tadpole is shown in Fig. 7 (compare with that
in Fig. 3), where the upper panel shows a time evolution of mass
density at the detection point, i.e. p(x = Lp,y = H/2,t). The
middle panel shows the corresponding wavelet power spectrum
with the tadpole pattern (characteristic period P = 6.3 s) out-
lined by contour at the 99% confidence level. The bottom panel
shows the global wavelet spectrum with the maximum for the
period P = 6.3 s.

4. Discussion and conclusions

For fifteen spikes events we found that their Fourier spectra are
power-law spectra with the power-law index in the range of —1.2
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to —1.8. Moreover, in all these events we recognized the tadpoles
in their wavelet spectra, which indicate the propagating magne-
toacoustic waves in the spikes sources. When interpreting these
spikes as generated in turbulent reconnection outflows we mod-
eled the magnetoacoustic waves and corresponding tadpoles. We
found good agreement between the modeled and observed tad-
pole for the halfwidth of the current sheet w = 1 Mm and for the
distance between the location of the perturbation and location
of the magnetoacoustic wave detection Lp — Lp = 8.33 Mm.
For other parameters in the model, see the previous section.
Although these parameters are not unique, they give us rough
information about the sizes of the global flare current sheet.
Especially, the period of the tadpoles has a high diagnostic value.
Similarly as for the dense slab (Nakariakov et al. 2004), in our
case the period was found to be proportional to the half-width of
the current sheet.

In our simulations we consider the Harris current sheet,
which covers the whole reconnection region including the re-
connection plasma outflows, i.e. the global current sheet. Thus,
the halfwidth of the current sheet (1000 km), estimated from
magnetoacoustic waves, means the half-width of this global cur-
rent sheet (current layer). This width is of the order of the ob-
served current layers, e.g. by Ciaravella et al. (2002) and Lin
et al. (2005). We neglected substructures in this global current
sheet given by smaller and smaller plasmoids and narrower and
narrower current sheets. Spatial scales of this cascade of current
sheets come down to a few meters where the current densities
are so high that the anomalous resistivity is generated and fast
reconnection occurs. An advantage of this model with multiscale
current sheets is that it naturally explains the electron fluxes in-
ferred from hard X-ray observations (from all the acceleration
sites). For more details about this scale problem, see Bérta et al.
(2010a,b).

Because the magnetoacoustic waves are a part of the turbu-
lent reconnection outflow, we consider their finding on the spike
sources as supporting our model of spikes. Based on the new
findings (Barta et al. 2010b) and also on observations, we pro-
posed that the narrowband dm-spikes are generated by driven
coalescence and fragmentation processes in turbulent reconnec-
tion outflows. (Remark: Generally, these processes can be for
the whole reconnection region, i.e. also in the reconnection out-
flow oriented upwards; therefore, the spikes can also be gener-
ated at high coronal altitudes as metric spikes.) The propagating
magnetoacoustic waves (indicated by tadpoles) modulate these
coalescence processes via a modulation of current densities in
interaction regions among plasmoids. These waves modulate an
acceleration of electrons and generation of plasma and electro-
magnetic waves — spikes. The narrowband dm-spikes can thus be
considered as a radio signature of the fragmented reconnection
in solar flares.
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ABSTRACT

Aims. To obtain diagnostics tools for solar flare current sheets, we numerically studied impulsively generated magnetoacoustic waves
in the Harris current sheet.

Methods. We used two-dimensional (2-D) magnetohydrodynamic (MHD) and wave dispersion models. Tests of these models were
performed for waves in the density slab, where analytical solutions are known. In the MHD model, we solved the full set of ideal MHD
equations by means of the modified two-step Lax-Wendroff algorithm. The initial perturbation was chosen to generate preferentially
the fast sausage magnetoacoustic waves. To determine the dispersion characteristics of MHD waves in the Harris current sheet, we
numerically solved the equation of plasma motions by means of the Runge-Kutta fourth order method together with the bisection
iteration one. To establish some diagnostics of these waves and their corresponding flare current sheets, we used the wavelet analysis
method.

Results. We find that the results of tests of our 2-D MHD and wave dispersion models for the density slab are in good agreement with
analytical results. We analyze the magnetoacoustic waves in the current sheet and compare them with those in the density slab. In
both cases, for similar geometrical and plasma parameters, we find that wave trains were generated and propagated in a similar way.
Their signals registered at selected locations of the Harris current sheet and density slab are also similar. Nevertheless, a dependence
of the period of the magnetoacoustic waves on the width of the Harris current sheet differs from that for the density slab. The form
of the wave front inside the current sheet similarly differs from that in the density slab. We find that the wavelet spectra of the signals
of incoming magnetoacoustic waves at selected locations in the current sheet have the form of wavelet tadpoles. We distinguish that
the form of these wavelet tadpoles becomes longer and the heads of the wavelet tadpoles are detected later in time as the distance of
the detection point from that of the initial wave perturbation increases. We also find that the wavelet tadpole period depends on the
plasma beta parameter. The results are discussed from the point of view of their use as diagnostics of the flare current sheets or flare

loops.

Key words. methods: numerical — Sun: flares — Sun: oscillations — Sun: corona — magnetohydrodynamics (MHD)

1. Introduction

Oscillations and magnetohydrodynamic (MHD) plasma waves
play a very important role in the many phenomena observed in
the solar atmosphere (see e.g. Priest 1982; Aschwanden 2004).
These MHD waves and oscillations have been analyzed by the-
oretical and numerical research Nakariakov et al. (2004, 2005),
Selwa & Murawski (2004), Selwa et al. (2005, 2007), or Jelinek
& Karlicky (2009, 2010). The various oscillation modes in solar
coronal loops have been observed with highly sensitive instru-
ments such as SUMER (SoHO) and TRACE, as well as by more
recent missions, e.g., EIS/Hinode or EUVI/STEREO. The ob-
served oscillations include propagating waves similar to those of
DeMoortel et al. 2002 and slow standing magnetoacoustic waves
similar to those described by Ofman & Wang (2002), as well as
a branch of fast magnetoacoustic waves, horizontal kink, verti-
cal kink, and fast sausage waves (see e.g. Aschwanden 2004 or
Wang & Solanki 2004).

The impulsively generated MHD waves and oscillations
can be excited by various processes in the solar corona. The
impulsive flare process, which provides either single or mul-
tiple sources of disturbances, is the most probable one. The

Article published by EDP Sciences

impulsively generated magnetoacoustic waves are trapped in re-
gions of higher density, i.e. in regions with a lower Alfvén speed,
which act as waveguides. The periodicity of propagating fast
sausage waves is formed by the time evolution of an impulsively
generated signal (see Roberts et al. 1983, 1984; and Murawski &
Roberts 1994). These waves in a coronal waveguide have three
distinct phases: 1) periodic phase (long-period spectral compo-
nents arrive as the first at observation point); 2) quasi-periodic
phase (as both long and short-period spectral components arrive
and interact), and finally; 3) decay (or Airy) phase (as the signal
passes), (Roberts et al. 1984).

The wavelet analysis of impulsively generated (fast sausage)
magnetoacoustic wave trains shows the typical tadpole shape
where a narrow-spectrum tail precedes a broadband head. These
tadpole signatures (wavelet tadpole) were firstly observed by the
SECIS instrument in the 1999 solar-eclipse data (see Katsiyannis
etal. 2003). Similarly, Mészarosovd et al. (2009a,b) detected, for
the first time, the tadpoles in the wavelet spectra in some radio
sources, which have also been confirmed numerically, see e.g.
Nakariakov et al. (2004, 2005).

Karlicky et al. (2011) found the wavelet tadpoles in sources
of narrowband dm-spikes. They concluded that these wavelet

A46, page 1 of 10

69



PRILOHA B. KOPIE ZAHRNUTYCH PRACI

A&A 537, A

tadpoles indicate that magnetoacoustic waves propagate in the
global current sheet (current layer) in the turbulent reconnection
outflows. This paper served as a motivation of a more extended
and detailed study of magnetoacoustic (fast sausage) waves in
the current sheet. In particular, much interest has been placed on
the parameters of the current sheets (e.g. the current sheet width,
the plasma beta parameter, and the distance between the wave
initiation and detection sites) that influence the detected signal
and its corresponding wavelet spectrum. Assuming that these
waves modulate the radio fluxes (or even UV fluxes) in various
locations of the current sheet, we propose that this knowledge
can help us to determine the parameters of flare current sheets.
For model tests and comparison, a similar study of the density
slab was made. Therefore, a similar method can be used to de-
termine the diagnostics of the density slabs, which correspond to
flare loops in coronal conditions.

The structure of the present paper is as follows. Section 2 de-
scribes our numerical models, and Sect. 3 contains initial condi-
tions and a form of initial perturbations. In Sect. 4, the numerical
results, obtained by means of our computer models, are shown
and discussed. Finally, in Sect. 5 our conclusions are presented.

2. Numerical model

2.1. Numerical solutions of MHD equations

In our present model, we describe the plasma dynamics by the
ideal magnetohydrodynamic equations (see Priest 1982; Chung
2002)

do
PP —=V(ov), (1)
ov 1
0= + o@Vw=-VYp+—(VxB)xB, )
ot Ho
OB
i VX (@xB), 3)
ou
rri -Vs, “4)
VB = 0, (%)

where o is a mass density, v is the flow velocity, p is the gas
pressure, and B is the magnetic field. The plasma energy density
U is given by

32
U=——

- ©)

Q 5
+ =0T+ —,
2 20

where the adiabatic coefficient is y = 5/3, and the flux vector §
is expressed as

S

The magnetohydrodynamic Eqs. (1)—(4) were transformed into
a flux conserving form, i.e.

2

B B
U+p+—)v—(vB)—- @)
2p0 Ho
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and solved numerically. The vector ¥ in the two-dimensional
case is expressed as

©)

The vector functions F(¥) and G(¥) are too complex to be re-
produced here, hence for more information we refer to either
Sankaran et al. (2002) or Chung (2002).

For the numerical solution of this type of equations, we used
the modified two-step Lax-Wendroff algorithm (Kliem et al.
2000). The numerical region was oriented in the x, y-plane, im-
plemented at 0 < x < Land 0 < y < H and covered by a uni-
form grid with 1250300 cells. Open boundary conditions were
applied and the time step satisfied the Courant-Friedrichs-Levy
condition in the form given by Chung (2002)

CFLAx

= TG W) o

where CFL = 0.8 is called the Courant number.

To stabilize the-two step Lax-Wendroff numerical scheme,
we applied artificial smoothing (see Sato & Hayashi 1979). At
each grid point, all variables were replaced after each full time
step of the algorithm according to the formula

1

A
4 Wy, + W

n __ n n
‘l’iyj_/l‘l’,.’j+ + W

n
SR SN

an
with the coefficient 4 = 0.98 during the simulation (see Kliem
et al. 2000).

2.2. Calculations of phase and group speeds

For the calculations of phase and group velocities of plasma
waves in current sheets and the density slab, we numerically
solved the wave equation for plasma motions, as described by
e.g. Smith et al. (1997), Roberts (1981a,b), or Edwin & Roberts
(1982, 1983), where the equilibrium parameters of the loop (den-
sity and pressure) depend on the y coordinate

(12)

d do, ) )
™ [ f(y)E +0(w? = ka}y)v, =0,
where v, is the velocity component normal to the magnetic field,
w is the frequency, k, is the longitudinal wavenumber along the
sheet, and the Alfvén speed is calculated as v3,; = B*/uo0.

The function f(y) from Eq. (12) is expressed as

_ gc% ((uz - kfc%)

(y) = 13
fw (5 (13)
where ¢, = (yp/o)'/? is the sound speed. The tube speed cr
and fast speed c; are implied as cr = cqvar/(c + v},)"? and
cr = (2 + v3 )2, respectively.

Equation (12) has a singular point called either the cusp res-
onance or cusp singularity. This point plays an important role in
the case of slow magnetoacoustic waves, whereas it is not seen
in numerical simulations of the fast magnetoacoustic waves (see
e.g. Zhukov 1989).



P. Jelinek and M. Karlicky: Diagnostics of current sheets

LPl

B——m——»

0 » X

Fig. 1. The sketch of a 2-D Harris current sheet (or density slab) con-
sidered to be along the x-axis. Positions of the initial pulse Lp, data
collection Lp, and magnetic field orientations are shown.

The second order ordinary differential Eq. (12) is rewritten in
terms of two first order equations in the new functions &; and &>

& = f(y)%’, & =1, (14)
such that

f—y‘ = o (ka}y - o) &, (15)
and

f—; = % (16)

The boundary conditions at the point y = 0 for the “kink” mode
are given by & = 0,& = c¢. The “sausage” mode satisfies the
conditions &; = ¢ f(0), & = 0, whereas the constant c is arbitrary
in both cases.

To obtain a solution of Eq. (12) we used a fixed value of &,
and integrating between y = 0 and y = ymax the two first order
Eqgs. (15) and (16) by means of the Runge-Kutta fourth order
method. The exact value of the frequency w was obtained with
the bisection iteration method when the velocity v, satisfied the
boundary condition at the second point v,(y = ymax) = 0 for both
wave modes (kink and sausage mode).

3. Initial conditions and perturbations

The sketch of the studied two-dimensional (2-D) solar coronal
structure is shown in Fig. 1. The arrows show the positions of
the initial perturbation at Lp, the point where the data were de-
tected at Lp, and the orientation of the magnetic field in both of
the studied cases, the first the density slab with the parallel mag-
netic field (solid arrow) and the second the Harris current sheet
(dashed arrows).

The length and width of the simulation region, for both stud-
ied cases, were L = 100 Mm and H = 24 Mm, respectively.

In the dense part of the density slab and the whole simulation
box of the Harris current sheet, the temperature was assumed to
be constant, at 7 = 107 K, and the corresponding sound speed
is ¢y 166 T'/> = 525 kms™! (see Priest 1982). In the state of
equilibrium, we assumed the initial plasma velocity v = 0 and
calculated the initial energy density Uy from Eq. (6).

In view of our interest in studying impulsively generated
wave trains in the solar coronal structures, we launched a pulse in
the velocity in the y-axis direction. The point where the velocity
is perturbed was located at (Lp, H/2), (see Fig. 1) and the initial
velocity pulse followed a (Gaussian) profile (see e.g. Nakariakov
et al. 2004, 2005)

2 2
= exp {—W_TH/Z)j , a7n
Yy

where Ag = 1.5 x 10* ms~! is the initial amplitude of the pulse,

and A, = 1.5Mm and 4, = 0.5 Mm are the widths of the velocity
pulse in the longitudinal and transverse directions, respectively.
This type of pulse generates preferentially the sausage waves.
The initial pulse in the velocity was generated at the start of the
numerical simulation at time 7 = 0 s.

3.1. Density slab

The flare loop in this case is represented by a slab with a half-
width w = 1 Mm. The slab is embedded in a magnetic environ-
ment with a magnetic field given by the plasma beta parameter

P _ 2uop
= L= 2, (18)
where the plasma beta S is assumed to be 0.1. The magnetic field
is parallel to the x-axis (see Fig. 1) and is assumed to be constant
in the whole simulation region.

The mass density profile in a flare loop along the x-axis is
also considered to be constant, and along the y-axis the mass
density profile is expressed by the formula (see Nakariakov &
Roberts 1995)

o(x,y) = 00 + (04 — o) sech’ {[Ljﬂ)l }

where the power index « determines the steepness of the profile.
The cases where the power index @ equals either unity or in-
finity correspond to the symmetric Epstein profile or to the step
function profile, respectively (see Nakariakov et al. 2005). In this
study, @ = 8 was used for the calculations. The exact values of
the mass density of the magnetic environment gy, as well as the
mass density in the center of the slab gy is given in Sect. 4.

Prmag

19

3.2. Harris current sheet

The magnetic field in this current sheet is given by the equation

- HJ2
B = By, tanh [u] e, (20)
wCS
where By is the magnetic field at y — co and wcs is the half-
width of the current sheet, w.s = 1 Mm.

Magnetic field B, is determined from the equation

2, i
By = /ﬂ
1+p

The kinetic pressure at the center of the current sheet p is
calculated from the plasma density at the center of the current
sheet o.s. We assumed that the plasma beta parameter outside of
the current sheet is the same as in the case of density slab, i.e.
B =0.1.

Because of the zero magnetic field at the center of the current
sheet B.s = 0, one can calculate, from the condition of equilib-
rium, of

2
p+ —— =const,
20
that the distribution of the mass density in the simulation box is
as follows

@n

22)

mB(y)
2/10](13 T’

where m is the proton mass, y is the magnetic permeability, and
kg is the Boltzmann constant.

o(X, y) = Ocs — (23)
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4. Results

‘We present our numerically obtained results, firstly for the sim-
ple density slab and the Harris current sheet and secondly by
comparing the numerical results for both magnetic structures.

4.1. Density slab

We show the results that we obtained for a simple flare loop —
density slab in the magnetic field oriented parallel to the slab.
‘We analyzed the incoming signal and compared the calculated
period of the wave signal by the wavelet method with the an-
alytical formula. The location of the perturbation point was
Lp = {L/6,H/2} and the position of the point where the data
were collected was Lp = {L/2, H/2}, respectively (see Fig. 1).

To estimate the period of the wave signal, we use the equa-
tion provided by Roberts (1984)

2w 00

Osl

P=

= — 1
JOUAIf

~ 2.6w/vA1f, (24)

where oy and vajr are the values of mass density outside and the
Alfvén speed inside the density slab, respectively. The square
root in the Eq. (24) can be neglected when o > 0o; we then ob-
tain the period in the form shown on the right side of the equa-
tion, because jo ~ 2.4 is the first zero of the Bessel function
Jo(x).

In the presented case, the mass density of the magnetic en-
vironment is g9 = 6.082 x 1072 kgm™ and the mass density
at the center of the slab is oq = 6.688 x 107! kgm™, i.e. the
mass density ratio d = go/oq = 0.091. Thus, from Eq. (24) we
obtained the period of the wave signal P ~ 6.8 s.

In Fig. 2, we also compare the results of different numerical
tests. In its upper part, the time evolution of the incoming sig-
nal and the times when the first signal is detected T, as well
as the time of the decay phase Ty, is shown. In the middle
panel, the global wavelet spectrum of the incoming signal (full
line) with the dominant wave period P, and the 99% significance
level (dash-dotted line) (see Torrence & Compo 1998) is shown.
The most dominant period in this wavelet spectrum is the period
P = 7.0 s. This “mean” period is in good agreement with that
given by the analytical Eq. (24), derived for the typical period of
oscillation in the density slab. Finally, in the bottom part of the
figure, we display the group speed of the wave vg;.

To asses the quality of our numerical model, we calculated
the wave periods for different half-widths of the density slab (see
Table 1 second column). The computed values show a linear de-
pendence on the density slab half-width w, which is in agreement
with the analytical Eq. (24).

To estimate the time of the decay (Airy) phase of the wave
signal, we found the minimum of the group velocity, (see Fig. 2
bottom), v = 0.2542va150 = 3.27 X 10° ms™!, where VAIF0
is the Alfvén speed outside the density slab. The time of decay
phase is then Typ, = |Lp — Lpl/urg‘;i" ~ 102.0 s (see Roberts et al.
1984). The time, when the first signal arrived is calculated as
Tt = |Lp — Lpl/vairo = 25.9 s, which should be compared with
these values in the upper panel of Fig. 2.

Our presented results served mainly to verify that our numer-
ical code works properly and the numerical results are compara-
ble to the results obtained by means of known analytical formu-
lae. After these successful tests, we applied our numerical codes
for the calculations to more complicated structures in the solar
corona, such as the Harris current sheet.
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Fig.2. Upper panel: time evolution of the mass density o(Lp =
{L/2,H/2},t). Middle panel: the global wavelet spectrum of the incom-
ing signal (full line) with dominant wave period P, and the 99% sig-
nificance level (dash-dotted line). Bottom panel: the group speed of the
wave vy, = dw/dk in units of the external Alfvén speed as a function of
wave number k,w (bottom panel). All for the density slab.

Table 1. Wave periods calculated by wavelet analysis for three selected
half-widths w.

w[Mm] Py [s]  Pes [s]
1.00 7.0 6.8
1.25 8.6 7.6
1.50 10.4 8.2

Notes. Periods for the density slab (second column) and for the Harris
current sheet (third column) are shown.

4.2. Harris current sheet

We present the numerical results obtained for the Harris cur-
rent sheet configuration. We compare our results for different
widths of the current sheet as well as for different plasma beta
parameters.

In this studied case, we used values of the mass density sim-
ilar to those of simple density slab, i.e. the mass density out-
side the Harris current sheet was gy = 6.082 x 10712 kgm™3
and the mass density at the center of the current sheet was
ocs = 6.688 x 107! kg m™3. The location of the point where the
velocity is perturbed was placed at Lp = {L/6, H/2} and the po-
sition of the detection point was assumed to be Lp = {L/2, H/2},
respectively.
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4.2.1. Current sheet width

In Fig. 3, we compare the of wave signals and the corresponding
wavelet tadpole shapes for two different widths of the Harris cur-
rent sheet. For the calculations, we used the widths of the Harris
current sheet wes = 0.50 Mm and wes = 1.50 Mm. The plasma
beta parameter was 8 = 0.1.

The figure shows that as the width of the Harris current sheet
increases, the wave period also increases. However, this increase
in the wave period is smaller than that for the density slab, as
can be seen comparing the second and third columns of Table 1.
Analyzing this difference, we conclude that it is caused by dif-
ferences in the density and magnetic field profiles of both struc-
tures. In the density slab, its boundaries are similar to those of a
step function for a broad range of half-widths (as in the analyti-
cal approach), while the current sheet profile becomes broader
and less steep as the half-width increases. We also analyzed
the average propagation speeds in the density slab and current
sheet and found that after increasing the widths of both struc-
tures their average propagation speeds insides them remain prac-
tically the same. The average propagation speeds in the density
slab and the current sheet for the same width are comparable.
Considering these results and the values of the periods shown
in Table 1, we can conclude for the current sheet that, if there
is a relation similar to that for the density slab (Eq. (24)), then
the constant of the proportionality in this relation for the current
sheet is a slowly decreasing function with the increasing width
of the current sheet, instead of the constant 2.6 for the density
slab (Eq. (24)).

The wavelet analysis of the wave signal also reveals that for
higher values of the Harris current sheet half-width, the wavelet
tadpoles become shorter and the heads of the wavelet tadpoles
are more distinct. These results agree with those presented in
Nakariakov et al. (2005), where the longitudinal driver width
was varied for a fixed width of the density slab. As shown by
Nakariakov et al. (2005), narrower longitudinal drivers produce
a broader k-spectrum above the cutoff for wave propagation and
thus a broader interval of periods is detected.

4.2.2. Plasma beta parameter

Figure 4 shows the comparison of wave signals and correspond-
ing wavelet tadpole shapes for two different plasma beta param-
eters. We present the results for plasma beta parameter § = 0.01
and 8 = 0.05, which are typical of values in the solar corona (see
Aschwanden 2004).

We found that the higher the plasma beta parameter is, the
shorter is the observed wave period. We compare these results
with the value of the wave period in Fig. 11 (right column) for a
plasma beta parameter 8 = 0.1.

We can also see that the changes in the plasma beta param-
eter have almost no effect at all on the shapes of the wavelet
tadpoles. However, the time of the “first” signal is later in the
case of a lower value of the plasma beta parameter. This is be-
cause when the plasma beta parameter decreases, the external
Alfvén speed vair increases, hence the arrival time of the first
signal decreases.

In Fig. 5, we depict the group speeds of the magnetoa-
coustic waves for two different plasma beta parameters. The
graphs show the positions and values of the minimum group
speeds Vgr min-

The minima of the group speed for the plasma beta param-
eter of = 0.05 were found to be vgrmin = 0.18va150 = 3.27 X
10° ms~!, and for a plasma beta 8 = 0.10 the minimal value of
the group speed was vgrmin = 0.2604110 = 3.34 X 10° ms™!, re-
spectively. In spite of the different ratio of minimal group speed
to external Alfvén speed vgrmin/vairo for both of the studied
cases, the time of the decay (Airy) phase is very similar (because
of the very similar minimal group speeds vy min) at Tgp = 110 s
(see Fig. 4 for comparison).

4.3. Comparison of the density slab and the Harris current
sheet

To compare the numerical results obtained for the density slab
and the Harris current sheet, we use the physical quantities 8 =
0.1, Wg] = Wcs = 1.0 Mm.

The perturbation point was located at Lp = {L/6, H/2} for
all cases that we studied and compared, whereas the detection
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B = 0.05 (upper panel) and = 0.10 (lower panel). The minimal values
of the group speed v, are shown by arrows, and calculated for the Harris
current sheet.

point L was placed at several points in the x-y plane to help im-
prove our understanding of the nature of incoming wave signals.

4.3.1. Wave propagation

The numerical results calculated for the density slab (Fig. 6) and
the Harris current sheet (Fig. 7) are compared. In both of these
figures, we present the pressure variance Ap = p(f) — p(0) at
various times ¢ during the wave evolution.

Comparing the contours of the pressure variance Ap, we can
see that from the global point of view the results are similar.
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et. The data were recorded in the position L, = {L/2; H/2}.

Nevertheless, when we study our resuts in detail (see e.g. Figs. 8
and 9), we can recognize differences, especially in the central
parts of both the structures, where, in the Harris current sheet,
the magnetic field, as well as the Alfvén speed is close to zero.

Since the wave evolution in the waveguide is determined by
the dispersive properties of the waveguide as a whole, the global
similarity of the evolution of both of these structures means that
these structures have similar dispersive properties. However, dif-
ferences found between the central parts of these structures are
caused by local differences between the magnetic field and den-
sity profiles.

4.3.2. Incoming signals at different detection points

We compare the various wave signals entering the Harris current
sheet in Fig. 10. To display the incoming wave signal, we used
the time evolution of the mass density variance Ao = o(t) — o(1)
at the detection point Lp. The point Lp where the data were
collected was placed at six different positions in the numerical
box. The three rows correspond to three points in the x-direction
(L/4,L/2,and 3L/4), whereas the two columns of the figure cor-
respond to two points in y-direction (H/2 and 3H/4).

When we compare the two columns of Fig. 10, it is evident
that the signal at the center of the Harris current sheet has the
shape, consisting of distinct phases, described in Roberts (1984).
Using the wavelet analysis method, the typical tadpole shape was
obtained (see Fig. 11). It is also clearly visible that the number
of wavelengths depends on the position of the detection point
Lp. This is again because the first waves to arrive are the fastest
ones. The farther away the detection point is, the more waves
(long and short period waves) are mixed.

On the other hand, from the second column of both figures
we can see that the changes in the density variance here are not
as high as at the center of the Harris current sheet. The shapes
of these signals also differ from those in the first column. These
signals are probably a mixture of several waves.
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50

Fig. 8. Detail of the pressure variance Ap at the time ¢ = 26.4 s for the
density slab. The black lines represent the borders of the density slab
(wg = 1.0 Mm).

4.3.3. Forms of wavelet tadpoles

Figure 11 shows the wavelet tadpoles calculated by means of
the wavelet analysis for three different positions of the detection
point, Lp = {L/4, H/2},{L/2, H/2}, and {3L/4, H/2}, in the den-
sity slab and in the Harris current sheet — as shown in the left and
right column, respectively.

The shapes of the wavelet tadpoles of both of these structures
were found to be very similar at all detection points. This is in
good agreement with our previous findings about the behavior of
the magnetoacoustic waves close to the center of the Harris cur-
rent sheet. The form of these wavelet tadpoles becomes longer
and the heads and tails of the wavelet tadpoles are detected later
in time as the distance |Lp — Lp| of the detection point increases
away from that of the initial wave perturbation. The evolution of
the detected signal with time is in good agreement with our ex-
pectations based on the analytical expressions for the estimation
of the “first signal” arrival as well as the time of the decay (Airy)
phase. The prolongations of the wavelet tadpoles, which depend
on the location of the detection point Lp, are due to the mixing
of different phases of incoming magnetoacoustic waves and are
in ratios of detection and perturbation point distances.

In the same figure, it can be seen that the periods of these
wavelet tadpoles partly change because of the way in which they
depend on the position of the detection point Lp. From the global
wavelet spectrum, we have found that the periods of the wave
signals for the density slab and the Harris current sheet are as
follows: Prjs = 6.8, Py = 7.0, P3yy4 = 7.3 s and, Prjy =
6.3s, Prjp =6.85s, P34 = 7.2 s, respectively.

5. Conclusions

Using the 2-D MHD model, we have studied numerically the
propagation of magnetoacoustic waves in two different struc-
tures: a) the density slab with the straight magnetic field oriented
along this slab; and b) the Harris current sheet. To obtain the
phase and group speeds of propagating magnetoacoustic waves,
we have numerically solved the wave equation of plasma mo-
tions. For the analysis of numerically calculated wave signals,
we used the wavelet method.

In the case of the density slab, we compared the results of our
numerical computations with analytical expressions. We found
that the numerically obtained periods of wave signals, as well as
their dependence on the slab half-width, are in good agreement
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Fig. 9. Detail of the pressure variance Ap for the Harris current sheet at
the time ¢ = 26.4 s. The black lines represent the borders of the current
sheet (wes = 1.0 Mm).

with those calculated using analytical formulae. We compared
how the times of the wave signal arrivals depend on the position
of the detection point Lp using the numerically calculated and
analytically derived group speeds of this wave. Since there was
good agreement between the numerical and analytical results,
we applied the numerical model for the Harris current sheet. The
mutual comparisons of the results were made for both of these
studied cases.

We found that from a global point of view magnetoacoustic
waves in both cases evolve in a similar way. Nevertheless, there
are differences in the central parts of these structures because of
their different magnetic field profiles. Owing to the same reason,
the dependences of the wave period on the half-width of these
structures partly differ.

Considering these similarities and differences, one can con-
clude that without any additional information (e.g. information
about the radio source location) it will not be easy to distinguish,
in terms of diagnostics, between both of these cases. There may
be an opportunity to resolve them in the form of the wavelet
spectra derived e.g., in the analysis of the flare radio emission
during solar flares (Mészdrosova et al. 2009¢c). In particular,
some unusual wavelet tadpoles have already been simulated, as
well as observed, that be able to resolve these cases. However,
this is beyond the scope of this paper and will be studied in more
detail in further studies.

From the point of view of the diagnostics of either flare
current sheets or flare loops, the most important measurements
and findings are: a) the periods that can be used to estimate
the half-width of these structures; and b) that the wavelet tad-
poles become longer and their heads are detected later in time
when increasing a distance between the detection and perturba-
tion points. Thus, it is possible to estimate a distance between
the radio source, for which modulated signal is analyzed, and
the region where the magnetoacoustic wave is initiated. In spe-
cial cases, we can even record the magnetoacoustic wave prop-
agating along the density slab or the current sheet. For exam-
ple, we can permit the magnetoacoustic wave to propagate along
these structures upwards in the solar atmosphere and ensure that
this wave modulates the radio emission (produced by the plasma
emission mechanism) at lower radio frequencies. The wavelet
spectra at these frequencies would then show us how the wavelet
tadpoles have shifted in time, corresponding to the propagating
magnetoacoustic wave train. Each tadpole corresponds to a spe-
cific plasma frequency, i.e. to specific plasma density and height
in the solar atmosphere, if some density model of the solar at-
mosphere is assumed.
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ABSTRACT

Aims. We numerically studied evolution of impulsively generated magnetoacoustic waves in the vertical flare current-sheet that is
embedded in the gravitationally stratified solar atmosphere and compared it with its gravity-free counterpart.

Methods. We adopted a two-dimensional (2D) magnetohydrodynamic (MHD) model, in which we solved a full set of ideal time-
dependent MHD equations by means of the FLASH code, using the adaptive mesh refinement (AMR) method. To initiate the fast
sausage magnetoacoustic waves, we used axisymmetric Gaussian velocity perturbation. As a diagnostic tool of these magnetoacoustic
waves, we used the wavelet analysis method.

Results. We present a model of magnetoacoustic wave propagation with a gravity that is more realistic than that presented in previous
studies. We compare our results with those of a gravity-free case. In equilibrium the current-sheet with gravity requires a non-zero
horizontal component of the magnetic field, contrary to the gravity-free case. This causes differences in the parameters of the wave
signal that propagates along the current sheet. In addition to these differences we find that wave signal variations and their wavelet
tadpoles are more complex in the case with gravity than in the gravity-free case. Furthermore, for a shorter scale-height we found
a prolongation of the wavelet tadpoles. These differences result from a variation of the dispersive properties and group velocities of
the propagating magnetoacoustic waves with height in the solar atmosphere in the gravitational case. We show that these results can

affect the diagnostics of physical processes in solar flares.

Key words. Sun: corona — Sun: flares — Sun: oscillations — methods: numerical — magnetohydrodynamics (MHD)

1. Introduction

Magnetohydrodynamic (MHD) waves are recognized as an ef-
ficient tool in diagnostics of the solar corona as well as of
solar flares, see e.g. Roberts (2000), Nakariakov (2003), and
Macnamara & Roberts (2010, 2011). Waves and oscillations are
observed by modern imaging and spectral instruments in the vis-
ible light, EUV, X-ray and radio bands, and some of them can be
interpreted in terms of MHD plasma theory. The magnetically
dominated solar plasma can support the propagation of various
types of waves. These MHD waves and oscillations have been
investigated and analyzed in many theoretical and numerical
studies. Among various studied cases we can distinguish propa-
gating (De Moortel et al. 2002), slow magnetoacoustic standing
(Ofman & Wang 2002; Nakariakov et al. 2004; Selwa et al. 2005;
Zaqarashvili et al. 2005; Jelinek & Karlicky 2009, 2010), fast
magnetoacoustic: kink (Nakariakov et al. 1999; Aschwanden
et al. 2002; Wang & Solanki 2004; Andries et al. 2005; Pascoe
et al. 2010) and sausage modes (Pascoe et al. 2007, 2009). These
modes have been observed with highly sensitive instruments
such as SUMER (SoHO) and TRACE, as well as by other re-
cent solar missions, e.g., EIS/Hinode or EUVI/STEREO. Also,
compressible MHD waves (Ofman et al. 1999); De Moortel et al.
(2000) and flare-generated global kink oscillations of solar coro-
nal loops (Schrijver et al. 2002) were discovered; for a compre-
hensive review, see Nakariakov & Verwichte (2005).

Article published by EDP Sciences

The impulsively generated MHD waves and oscillations can
be excited by various processes in the solar corona. The im-
pulsive flare process, which provides either single or multiple
sources of disturbances, is the most probable one. The impul-
sively generated magnetoacoustic waves are trapped in regions
of higher density, i.e. in regions with a lower Alfvén speed,
which act as waveguides. The periodicity of propagating fast
sausage waves results from the time evolution of an impulsively
generated signal (see Roberts et al. 1983, 1984 and Murawski &
Roberts 1994). These waves in a coronal waveguide have three
distinct phases: (1) periodic phase (long-period spectral com-
ponents are fastest and they arrive first at the detection point);
(2) quasi-periodic phase (both long and short-period spectral
components arrive and interact); (3) decay (or Airy) phase,
where the signal passes the detection point (Roberts et al. 1984).

The wavelet analysis of impulsively generated (fast sausage)
magnetoacoustic wave trains shows the typical tadpole shape
with a narrow-spectrum tail preceding a broadband head. These
tadpole signatures (wavelet tadpole) were first observed by the
SECIS instrument in the 1999 solar-eclipse data (see Katsiyannis
et al. 2003). Similarly, Mészarosova et al. (2009a,b) detected for
the first time the tadpoles in the wavelet spectra in some radio
sources, which has also been confirmed numerically, see e.g.
Nakariakov et al. (2004, 2005).

Owing to their enhanced density, current-sheets are the struc-
tures that can guide the MHD waves. Karlicky et al. (2011)
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found the wavelet tadpoles in sources of the narrowband dm-
spikes. These authors concluded that these wavelet tadpoles in-
dicate that the magnetoacoustic waves propagate in the global
current-sheet (current layer) in the turbulent reconnection out-
flows. This paper served as a motivation of a more extended and
detailed study of the magnetoacoustic (fast sausage) waves in the
current-sheet, see Jelinek & Karlicky (2012).

The present paper extends our previous model (Jelinek &
Karlicky 2012). We study an evolution of the propagating fast
sausage magnetoacoustic waves in a vertical flare current-sheet
under the influence of gravity, which makes our model more re-
alistic. Then we compare it with the gravity-free case. Because
these processes are important for a diagnostics of solar flares, we
analyze the computed waves in the same way as those observed,
i.e., using the wavelet analysis method.

The structure of the present paper is as follows. Section 2
describes our numerical models, governing equations, initial
conditions, and perturbations. In Sect. 3, the numerical results,
obtained by means of our computer models, are shown and dis-
cussed. Finally, Sect. 4 presents our conclusions.

2. Physical model
2.1. Governing equations

In our numerical model of the vertical flare current-sheet in the
gravitationally stratified solar atmosphere, the plasma dynamics
is described by the two-dimensional (2D) time-dependent ideal
magnetohydrodynamic equations, see e.g. Priest (1982):

2= v, )
ng—Vpﬂ'Xng, (@)
2B, 3)
% =—yeV v, 4)
V-B=0. 5

Here D/Dt = §/0t+v-V is the total time derivative, o is the mass
density, v is the flow velocity, B is the magnetic field, and g =
[0, —go, 0] is the gravitational acceleration with g = 274 ms™2,
The current density j in Eq. (2) is expressed as

1
j=—VXB,
Ho

(6)

where o = 1.26 x 107 Hm™! is the magnetic permeability of
free space. The specific internal energy, e, in Eq. (4) is given by

e= _r
(y-1o’

with the adiabatic coefficient, which we set and hold fixed as
y=15/3.

(N

2.2. Equilibrium

For a still (v = 0) equilibrium, the Lorentz and gravity forces
have to be balanced by the pressure gradient in the entire physi-
cal domain

-Vp+jxXB+pog=0. (8)
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Fig.1. Vertical magnetic field component, B,, (color map) for the
gravity-free medium (left) and gravitationally stratified solar atmo-
sphere (right). The magnetic field lines are displayed by solid lines. The
full circles denote the location of the initial perturbation and crosses
correspond to locations of detection points.

The solenoidal condition, V - B = 0, is identically satisfied by
the magnetic flux function, A,
B=VxA. )
For calculating the magnetic field in the vertical flare current-
sheet we use the magnetic flux function A = [0, 0, A.] in general

form
xo(-2)
A

Here the coefficient A denotes the magnetic scale-height. For the
limit case of 1 — oo the exponent becomes unity for a gravity-
free medium. The symbol B, is used for the magnetic field at
x — oo, and we is the half-width of the current-sheet. Here we
set and hold fixed wes = 1.0 Mm.

Figure 1 displays the vertical component of the magnetic
field, By, for the gravity-free case (left panel) and for the gravita-
tionally stratified solar corona (right panel). The magnetic field
lines are expressed by full lines. Note that at x = 0 the vertical
magnetic field component, B,, experiences a sudden jump from
negative (for x < 0) to positive values (for x > 0).

X

)

cs

A; = —BoWwes log{ (10)

cosh (
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2.2.1. Gravity-free medium

In the gravity-free case, g = [0, 0, 0], we find that the magnetic
field is

B= [0, Botanh(i),o].

cs

(1)

This magnetic field corresponds to the Harris current-sheet. It
changes from By for high positive values of x to —By for high
negative values of x, passing through zero at x = 0 (Fig. 1).

From the equation of static equilibrium, Eq. (8), we obtain
the formula for the gas pressure distribution in the following
form, see e.g. (Smith et al. 1997)

p(x,y) = pes - sech? (i) (12)

wcs

where pcs is the gas pressure at the center of the Harris current-
sheet, expressed as

(13)

We assumed that in the equilibrium the plasma is isothermal with
atemperature 7 = 10.0x 10° K (for the first studied case) or T =
5.0 x 10° K (for the second studied case). The particle density in
the center of the Harris current-sheet is ncs = 4.0 X 10! kgm~>
and kg = 1.38 x 1072 JK~! is the Boltzmann constant. After
specifying gas pressure and temperature, we find the mass den-
sity distribution from the ideal gas law,

pcs = nesksT.

=
0= 0T (14)

2.2.2. Gravitationally stratified medium

To satisfy the solenoidal condition given by Eq. (5), combining
it with Eq. (9) and using the gravitational acceleration that is
oriented in the negative y-direction, g = [0, —go, 0], we obtain
the equations for the magnetic field in the x-y plane as

W X
B.(x,y) = BOTS In [cosh (w—)} exp (_%) ,

cs

(15)

By(x,y) = Botanh(wi)exp(_%). 16)

cs
For details see Galsgaard & Roussev (2002).
In our 2D model without and with the gravity, Eq. (8) attains
the following form:

&Y | By =0, an
ox ’

op(x, .

% — j.Bi(x,y) + 0g(x,y) = 0. (18)

Here j. is the only non-zero component of the electric current
density j (see Eq. (6)), given by j, = HLO(V x B)..
The condition of integrability of the above equations leads to

Jo(x, y)

Hog—5 = = V- (uoj.B), (19)
X

from which we can derive the formulae for the distribution of the

mass density
cosh (i)]} sech? (i)
wCS wCS

BZ
olx,y) = { ° {1+ln
1
+Q(]} exp (—2%), 20)

094
cosh (L)]
wCS

and gas pressure
2

B x\ Bw?
(x,y) = { ° sech? (—) + =22
Py 2p0 Wes) 202>

Qg4 ( y)
+— 2= |+ po.
2 }eXp FUARS

@n

Here oy and po are arbitrary integration constants. The corre-
sponding plasma temperature is determined by Eq. (14).

2.3. Perturbations

At the start of the numerical simulation (¢t = O s), the equilib-
rium is perturbed by the Gaussian pulse in the x-component of
velocity and has the following form (e.g. Nakariakov et al. 2004,
2005):

2 2
x (x—Lp)
v, = —Ag /l_y exp [——/L( P ] exp [—/%] s

where Ay is the initial amplitude of the pulse, and A, = 4, =
1.0 Mm are the widths of the velocity pulse in the longitudinal
and transverse directions, respectively. This pulse triggers pref-
erentially fast magnetoacoustic sausage waves.

The perturbation point, Lp, in both the cases, is located on
the axis of the current-sheet, at a distance of 30 Mm from the
bottom boundary of the simulation region. The detection points,
Lp, are also on the current-sheet axis and the distance between
the perturbation and detection points is A = |Lp — Lp| = 20, 30,
and 40 Mm, respectively. See full black circles and crosses in
Fig. 1.

(22)

3. Numerical model

The 2D time-dependent ideal MHD Eqgs. (1)—(4) were solved
numerically with the FLASH code. This code was initially de-
veloped to model nuclear flashes on the surfaces of neutron stars
and white dwarfs, and the interior of white dwarfs; but it has
since been applied to model a wide variety of astrophysical pro-
cesses, see e.g. Fryxell et al. (2000). Currently, it is a well tested,
fully modular, parallel, multiphysics, open science, simulation
code that implements second- and third-order unsplit Godunov
solvers and adaptive mesh refinement (AMR), see e.g. Chung
(2002) and Murawski (2002). The Godunov solver combines the
corner transport upwind method for multidimensional integra-
tion and the constrained transport algorithm for preserving the
divergence-free constraint on the magnetic field (Lee & Deane
2009). In our case, the AMR strategy is based on controlling the
numerical errors in a gradient of mass density that leads to reduc-
ing the numerical diffusion within the entire simulation region.
For our numerical simulations we used a 2D Eulerian box
with the height and width of the simulation region; for all the
studied cases, H = 100 Mm and W = 20 Mm, respectively
(see Fig. 1). The spatial resolution of the numerical grid was
determined with the AMR method and we used the AMR grid
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with the minimum (maximum) level of the refinement blocks
set to 3 (7). Note that a spatial grid size has to be less than
the typical width of the current-sheet along the x-direction and
the typical wavelength of the magnetoacoustic waves along the
y-direction, respectively. We found min(Ax) = 0.31 Mm and
min(Ay) = 0.26 Mm, which satisfies the above mentioned con-
dition (semi-width of the current-sheet is wcs = 1.0 Mm and the
estimated minimal wavelength is approximately 5.0 Mm). As a
consequence of the real plasma medium extension we applied
free-boundary conditions at the boundaries of the simulation re-
gion, so that the waves could freely leave the simulation box
without any significant reflection.

4. Numerical results

We present the numerical results of evolution of fast magnetoa-
coustic sausage waves in the vertical current-sheet embedded in
the gravitationally stratified solar atmosphere. Simultaneously,
we compare these results with those obtained for the gravity-free
case. Furthermore, we compare the numerical results in the grav-
itationally stratified solar atmosphere calculated for two different
scale-heights. From wave signals detected at the three detection
points we also compute the wavelet spectra and wave periods of
obtained wavelet tadpoles.

For the wavelet analysis we used the Morlet wavelet, which
consists of a plane wave modulated by a Gaussian,
W(r) = n '+ explio? exp'“z/ 2, (23)
where the parameter o~ allows trade between time and frequency
resolutions. Here we assumed the value of parameter o = 6, as
recommended by Farge (1992). The wave periods are estimated
from the global wavelet spectrum as the most dominant period
in this spectrum. More details about the wavelet method and its
implementation can be found e.g. in Farge (1992) and Torrence
& Compo (1998).

4.1. Gravity-free vs. gravitationally stratified solar
atmosphere

In the following, in addition to the gravity-free current-sheet
we consider the vertical current-sheet including gravity with
two different scale-heights: the longer and shorter ones corre-
sponding in the 1D gravity model to that with the temperature
T =10.0x 10° Kand T = 5.0 x 10° K, respectively. In the case
with the longer scale-height we also study two cases with two
different widths of the current-sheet.

First, we compare the profiles of the normalized mass den-
sities along the vertical axis of the current-sheet in the gravity-
free case and gravitationally stratified plasma for a longer scale-
height (Figs. 2 and 3). In Fig. 2 the normalized mass density in
a gravity-free medium for times 10 s, 50 s, and 100 s is shown,
while in Fig. 3 similar results are presented for the gravitation-
ally stratified case for two widths of the current-sheet (in the left
part for wecs = 1.0 Mm and wes = 1.5 Mm in the right-hand side
of the figure).

At the very early stage of the wave evolution, e.g. att = 10 s
(solid line), the wave has a very simple form in both cases. For
longer times, = 50 s and r = 100 s (dashed and dotted lines,
respectively), some differences appear. The wave in the case of
the gravitationally stratified solar atmosphere is slightly undu-
lated and more irregular than in the gravity-free case. This effect
seems to be caused by different wave dispersion in these two
cases. Furthermore, in Fig. 3 one would expect that the wave
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Fig. 2. Profiles of the normalized mass density along the vertical axis
(x = 0) of the current-sheet at times # = 10 s (solid line), 50 s (dashed

line) and 100 s (dotted line) for the gravity-free case. The semi-width
of the current-sheet is weg = 1.0 Mm.

amplitude will grow while the wave propagates toward lower
mass densities, which occur at higher altitudes of the solar at-
mosphere. However, as can be seen here, the maximum ampli-
tude decreases with height. This is caused by a relatively strong
spatial dispersion of the wave pulse energy into larger and larger
volume. Namely, different wave components of the initial wave
pulse propagate with different group velocities and the wave
pulse becomes longer in the vertical direction. Moreover, in this
direction also the width of the current-sheet and thus the wave
pulse becomes wider with an increase of y.

‘We compare here also the incoming wave signals (expressed
in relative plasma density variations) to the three selected de-
tection points (Fig. 4) as well as the corresponding wavelet tad-
poles (Fig. 5). In the left panels of both figures the results for the
gravity-free current-sheet are shown. These results (wave peri-
ods as well as the wavelet tadpole shapes) look similar to those
published by Jelinek & Karlicky (2012). For comparison pur-
poses, in the right columns we show the numerical results for
the current-sheet that is embedded in the gravitationally strati-
fied solar atmosphere.

If we compare the numerical results displayed in Fig. 4, we
can see that the wave signals propagating in the gravitationally
stratified solar corona (right) have more irregular shapes than
in the gravity-free case (left), which results from stronger wave
dispersion in the former case. The arrival time of the “leading
signal” is very similar in both cases because the mass density
and the magnetic field in the vertical y-direction decreases in the
same way, and thereforep the corresponding Alfvén speeds are
approximately of the same magnitude.

As a result of the above mentioned irregularities in the in-
coming wave signals, which propagate in the gravitationally
stratified solar atmosphere, we observe altered shapes of the
wavelet tadpoles compared to the gravity-free case (Fig. 5).

The slightly different wave periods can also be discernible
by comparing these two cases, as well as the different lengths
of wavelet tadpoles. Nakariakov et al. (2005) found that nar-
rower longitudinal drivers produce a broader k-spectrum above
the cutoff for wave propagation in the waveguide, and accord-
ingly, a broader interval of wave periods is detected. In our pre-
vious work (Jelinek & Karlicky 2012) we verified these results
for the Harris current-sheet by varying the current-sheet width.



P. Jelinek et al.: Waves at a current-sheet in a gravitationally stratified solar atmosphere

1.4

— 10s

1.2

1.1

p/pg

0.7

80 100

1.5 T

1.4

1.3r

1.21

%% 20 40 60 80 100
y [Mm]

Fig. 3. Profiles of the normalized mass density along the vertical axis of the current-sheet (x = 0) at times t = 10 s (solid line), 50 s (dashed
line) and 100 s (dotted line) for the case of the gravity, longer scale-height and two semi-widths of the current-sheet wes = 1.0 Mm (left) and

wes = 1.5 Mm (right).
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Fig. 4. Incoming wave signals (expressed in relative plasma density variations) at the detection points Lp = 50 Mm, 60 Mm, and 70 Mm (upper,
middle, and lower panel, respectively). In the left column, the signals for the gravity-free case are shown; the signals detected in the gravitationally
stratified solar atmosphere are presented in the right panel. The semi-width of the current-sheet is wes = 1.0 Mm.

Therefore we conclude that the prolongation of the wave periods
in the case of the gravitationally stratified solar corona results
from the width of the current-sheet, which grows with heights
(Fig. 1, right). This conclusion is also supported by the calcu-
lations performed for the two widths of the current-sheet, see
Fig. 3, left part (narrower width) and right part (wider width of
the current-sheet), where we verified that the wave period is di-
rectly proportional to the semi-width of the current-sheet in ac-
cordance with the relation provided by Roberts et al. (1984)

w
P~ —.
VAIf

(24)

4.2. Gravitationally stratified solar atmosphere

Figure 6 illustrates the same numerical results as Fig. 3, but for
the shorter scale-height, corresponding in the 1D gravity model
to the plasma temperature, T = 5.0 x 10° K. The slope of the
mass density in this case is steeper and the wave moves more
slowly than in the case with the longer scale-height (Fig. 3). This
corresponds to the fact that in this case the external Alfvén speed
is slower than for the longer scale-height. Again at the very early
stages ¢ = 10 s (solid line) the wave has a simple form and later
(50 and 100 s, dashed and dotted lines, respectively) it becomes
undulated and irregular due to the wave dispersion.
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Fig. 5. Temporal evolution of wavelet tadpoles for the three detection points: Lp = 50 Mm, 60 Mm, and 70 Mm (upper, middle, and lower panel,

respectively) for the gravity-free (left panels) and gravitationally stratified
wes = 1.0 Mm.
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Fig. 6. Profiles of the normalized mass density along the vertical axis
of the current-sheet for (x 0) at times ¢ 10 s (solid line), 50 s
(dashed line) and 100 s (dotted line) for the gravitationally stratified
plasma with the shorter scale-height. The semi-width of the current-
sheet is wes = 1.0 Mm.

Figure 7 displays incoming wave signals and corresponding
wavelet tadpoles for the shorter scale-height to the three detec-
tion points. Comparing these signals with those in Fig. 4, we ob-
serve delays in the arrival times of the “leading signals”, which
results from the lower value of the external Alfvén speed in
this case, as mentioned in the previous paragraph. The estimated
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(right panels) solar atmosphere. The semi-width of the current-sheet is

values of the arrival times of the “leading signals” to the detec-
tion points are presented in Table 1.

The forms of the wave signals are very similar and there-
fore there are no essential differences between the shapes of the
wavelet tadpoles. On the other hand, if we compare the wave
periods for both studied cases, we find that the wave period
becomes longer for the shorter scale-height. This effect results
from a lower value of the Alfvén speed and the ratios between

the wave periods are approximately V2.

Figures 4 and 7 show that the wave signal is more strongly
attenuated in the case of the shorter scale-height. This is because
the initial perturbation (which has the same initial amplitude in
velocity) propagates in a denser environment than in the case of
the longer scale-height. The denser environment here is due to
the same value of the magnetic field in both studied cases, and
consequently, according to Eq. (13), for the same pressure in-
side the current-sheet the shorter scale-height leads to the higher
mass density.

Comparing Figs. 5 and 7 (right panels), we infer that the
wavelet tadpoles become longer in the case of the shorter scale-
height. Because we already verified the calculations given by
Roberts et al. (1984) in our previous work for the Harris current-
sheet, the time duration of the wavelet tadpole can be calculated
as tap — s, where tap = |Lp — Lel/va and i, = |Lp — Lp|/v3®
is the time of the decay phase and the arrival time of the “lead-
ing signal”, respectively (Jelinek & Karlicky 2012). Hence, we
conclude that longer lasting wavelet tadpoles result from a de-
crease in the group velocity. The group velocity in the case of
the shorter scale-height is lower as a consequence of the higher
mass density in the Harris current-sheet. As a result, the decay
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Fig. 7. Comparison of the incoming signals (relative plasma density variations) and corresponding wavelet tadpoles at the three different detection
points Lp = 50 Mm, 60 Mm, and 70 Mm (upper, middle, and lower panel, respectively) in the case of the gravity and the shorter scale-height. The

semi-width of the current-sheet is wes = 1.0 Mm.

Table 1. Arrival times of “leading signals™ to the detection points Lp.

Lp[Mm] Case#l Case#2 Case #3
50 ~19s ~19s ~28's
60 ~28's ~28s ~39s
70 ~35s ~35s ~50 s

Notes. Cases #1 and #2 correspond to the arrival times presented in the
left and right part of Fig. 4, while case #3 corresponds to the arrival
times in the left part of Fig. 7.

phase of the wave signal comes later than in the case of longer
scale-height.

Figure 8 shows the contours of mass density for the longer
and shorter scale-heights close to the area of the detection points
(left parts of subfigures (a) and (b), respectively). In the right
parts of these subfigures the selected zoomed parts of the mass
densities are displayed. We also represent the vectors of the to-
tal velocity as black arrows. The results in Figs. 8a and b are
displayed at time ¢ = 100 s.

The initial Gaussian pulse in the horizontal component of
the velocity generates the magnetoacoustic waves that perturb
the equilibrium in the mass density. As a result, we observe the
characteristic “sausage” structures after a sufficiently long time.
In the case of the longer scale-height we see the structure with a
longer wavelength than in the case with the shorter scale-height.
These figures also show that the wave propagates faster in the
case of the longer scale-height, as shown in Figs. 3 and 6, which
display slices of these structures along the axes of the vertical
flare current-sheet.

In the zoomed-in views of the mass density contours (right
parts of Figs. 8a and b) the maxima and minima of wave ampli-
tudes are displayed. They also show the vectors of the plasma
flow velocities. We can see that there are inflows of the plasma
in front of the propagating wave amplitude maxima, whereas on
the rear side of these maxima the plasma is outflowing. As a
result, the current-sheet is periodically narrowed and broadened
according to the sausage wave structure.

5. Conclusions

By including gravity in our model, we made it more realistic
than the previous models. We solved 2D time-dependent ideal
MHD equations using the FLASH numerical code, implement-
ing AMR (Lee & Deane 2009). We studied the propagation of
magnetoacoustic waves in the vertical flare current-sheet in a
gravitationally stratified solar atmosphere and for a gravity-free
case. We compared the numerical results for two different scale-
heights in the gravitationally stratified solar atmosphere.

We found several important differences between the stud-
ied cases. First, for the gravitationally stratified current-sheet it
is necessary to implement additional horizontal component of
the magnetic field, contrary to the gravity-free case. As a conse-
quence of this modification, properties of the current-sheet such
as the waveguide are changed. At the bottom part of the numeri-
cal box the parameters of the current-sheets are the same in both
cases. However, in the gravity case the width of the current-
sheet grows with height. This explains the longer wave peri-
ods of propagating magnetoacoustic waves in the gravitationally
stratified solar atmosphere compared to the gravity-free case.
Namely, the wave period is directly proportional to the width
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local mass density to that in the perturbation point, Lp, in the initial time.

of the waveguide (current-sheet). The period is furthermore in-
versely proportional to the Alfvén speed, but this change is less
important in this case.

By comparing the numerical results in the gravitationally
stratified solar atmosphere we also found differences in the wave
periods for the two different scale-heights. For the shorter scale-
height case we found an even longer period, but here it is caused
mainly by higher mass densities, i.e. by a lower Alfvén speed
inside the waveguide. In this case also the minimal value of the
group velocity is lower than in the case with longer scale-height.
This explains the longer duration of the wavelet tadpoles.

However, these differences are mainly caused by the princi-
pal differences in the equilibrium current-sheet in the case with
and without gravity. In addition to these differences we found
that variations of the wave signal and their wavelet tadpoles are
more irregular in the case with gravity than in the gravity-free
case. We propose that these differences result from variations
with height of the dispersive properties and group velocities of
the propagating magnetoacoustic waves in the gravitational case.

The question arises how these results can be used for so-
lar flare diagnostics. Obviously, the model of propagating fast
magnetoacoustic sausage waves in the gravitationally stratified
atmosphere is more realistic than that for the gravity-free case.
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The gravitationally stratified case allows us to make a direct
comparison with observational data. The most frequently mea-
surable parameters of these waves in solar events are periods
and their temporal changes. For some events we can even com-
pute the corresponding wavelet spectra with characteristic tad-
poles. Combining these data with the possible determination of
the wave types and their wavelengths (from positional measure-
ments) together with independent estimates of the Alfvén speed
at these locations (e.g. by the magnetic field extrapolation and
UV and optical spectroscopy methods), we can directly compare
the results of the present numerical modeling with the observa-
tional findings.

Furthermore, an improved description of the propagation of
the fast sausage magnetoacoustic waves in waveguides (current-
sheets or density enhancement regions) in the gravitationally
stratified solar atmosphere can contribute to solving of the long-
standing discussion about the origin of the so-called fiber (inter-
mediate) bursts, (Young et al. 1961; Slottje 1981). Namely, there
are several models of these bursts based on the whistler, Alfvén,
and sausage magnetoacoustic waves (e.g. Bernold & Treumann
1983; Aurass et al. 1987; Mann et al. 1987; Kuznetsov 2006).
However, there is still no clear evidence which types of waves
are really present in radio sources of these bursts.
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ABSTRACT

Aims. We present a model for dm-fiber bursts that is based on assuming fast sausage magnetoacoustic wave trains that propagate
along a dense vertical filament or current sheet.

Methods. Eight groups of dm-fiber bursts that were observed during solar flares were selected and analyzed by the wavelet analysis
method. To model these fiber bursts we built a semi-empirical model. We also did magnetohydrodynamic simulations of a propagation
of the magnetoacoustic wave train in a vertical and gravitationally stratified current sheet.

Results. In the wavelet spectra of the fiber bursts computed at different radio frequencies we found the wavelet tadpoles, whose head
maxima have the same frequency drift as the drift of fiber bursts. It indicates that the drift of these fiber bursts can be explained by the
propagating fast sausage magnetoacoustic wave train. Using new semi-empirical and magnetohydrodynamic models with a simple

radio emission model we generated the artificial radio spectra of the fiber bursts, which are similar to the observed ones.

Key words. Sun: flares — Sun: corona — Sun: radio radiation — Sun: oscillations

1. Introduction

Fiber bursts are considered to be a fine structure of the broadband
type IV radio bursts. In the dynamic spectrum, they occur in
groups of many single fibers, which are narrowband and have
almost the same frequency drift. Because this frequency drift is
between those of types II and III bursts, the fiber bursts are also
called the intermediate-drift bursts (Bernold & Treumann 1983;
Aurass et al. 1987; Benz & Mann 1998; Jificka et al. 2001).

There are two types of models of these bursts: a) one based
on the whistler waves (Kuijpers 1975; Chernov 1976; Mann
et al. 1987) and b) one based on the Alfvén waves or solitons
(Treumann et al. 1990). Both these types of models can be used
for estimating the coronal magnetic fields (Benz & Mann 1998;
Rausche et al. 2007), which is otherwise very difficult to deter-
mine. For this reason the theory and interpretation of fiber bursts
are very important. However, these two types of models give
different values for the magnetic field strength, and there is still
a debate about which models are correct.

Besides these models, Kuznetsov (2006) proposes a model
in which the fiber bursts are generated by a modulation of the ra-
dio emission by magnetohydrodynamic waves. He also proposes
that these waves could be magnetoacoustic waves of a sausage
mode type that propagates along the dense coronal loop.

It is known that the structures with higher plasma density
(like dense loops or current sheets) act as waveguides, where the
fast magnetoacoustic waves are trapped (Roberts et al. 1984). If
these waves are impulsively triggered at some location in such
a dense structure, then at some distance from the initiation site
along this structure, these propagating waves form the wave
trains owing to their dispersion properties. The trains exhibit
three phases: (1) periodic phase (long-period spectral compo-
nents arrive as the first ones at the observation point); (2) quasi-
periodic phase (both long- and short-period spectral components
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arrive and interact); and finally (3) decay phase (Roberts et al.
1983, and 1984). As shown by Nakariakov et al. (2004), wavelet
spectra of these trains correspond to the wavelet tadpoles (tail
plus head). Detailed numerical simulations of these magnetoa-
coustic (fast sausage) wave trains and corresponding tadpoles in
the density slab, as well as in the current sheet, were performed
by Jelinek & Karlicky (2012).

Meészéarosova et al. (2009a,b) analyzed several radio events.
In the first paper we found the wavelet tadpoles in the gyro-
synchrotron radio burst, where all the tadpoles were detected
at the same time in the whole frequency range. In second pa-
per, analyzing the 2005 July 11 radio burst (generated by the
plasma emission processes), we found the wavelet tadpoles that
slowly drifted with the frequency drift corresponding to the drift
of the whole group of the fiber bursts. Furthermore, Mészarosova
etal. (2011) repeated the wavelet analysis of the 2005 July 11 ra-
dio event, considering a much broader range of time periods, as
well as longer time intervals than in the previous paper. Thus,
we found the tadpoles with the period of P ~ 1.9s and with
the fast frequency drift corresponding to the drift of individual
fiber bursts. Based on this, we proposed that the fiber bursts are
generated by a modulation of the type IV radio emission by the
magnetoacoustic wave trains. Karlicky et al. (2011) also found
the wavelet tadpoles in sources of the narrowband dm-spikes.

In the present paper, we firstly verify the above-mentioned
statement about the similarity of the frequency drifts of individ-
ual fiber bursts to head maxima of the corresponding tadpoles
by the wavelet analysis of more observed groups of fibers. Then
we simulate fibers in a newly developed semi-empirical model.
Due to limitations of this model we also made a first attempt to
simulate the fiber bursts in a full magnetohydrodynamic (MHD)
model with the fast sausage magnetoacoustic wave train prop-
agating in a vertical and gravitationally stratified current sheet.
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Using a simple radio emission model we produce artificial radio
spectra of the fiber bursts, which are similar to those observed.
The paper is organized as follows: Sect. 2 describes the set
of observed fiber bursts and their wavelet analysis. In Sect. 3, we
present our semi-empirical model of fiber bursts and their sim-
ulations. Section 4 shows a simulation of the fiber bursts using
the MHD model. Finally, in Sect. 5 the results are discussed.

2. Fiber bursts observation and its waletet analysis

We selected eight decimetric radio events with the fiber bursts
recorded during the years 1998-2005 by the Ondiejov ra-
diospectrograph (Jificka et al. 1993). The times of their obser-
vations, the GOES X-ray and He characteristics of associated
flares are presented in Table 1. Examples of the characteristic ra-
dio dynamic spectra that show two typical groups of fiber bursts
are presented in upper panels of Fig. 1 (1998 November 23,
12:01:05-12:01:16 UT - left panel, and 2003 November 18,
8:35:05-8:35:17UT - right panel). The parameters of all fiber
events are summarized in Table 2. The fiber bursts were ob-
served in the frequency range 1000-2000MHz, and their fre-
quency drift FDg ranges from —73 MHzs™! to —154 MHzs™'.
The selected groups of fibers (Table 1) were analyzed us-
ing the wavelet method as described by Mészédrosova et al.
(2009a,b). We searched for tadpoles in the wavelet power spectra
of radio flux time series and selected only dominant tadpoles cor-
responding to the 99% confidence level. The confidence level
implies a test against a certain background level. If a peak in
the wavelet power spectrum is significantly above background
spectrum, then it can be assumed to be a true feature with a cer-
tain percent of the confidence (Farge 1992). In the present pa-
per the background spectrum is modeled by the red noise, and
a computation of the confidence level is performed as described
by Torrence & Compo (1998). The detected wavelet tadpoles
and their parameters are summarized in Table 2. Their period
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Fig.1. Upper panels: examples of the
fiber  bursts at  12:01:05-12:01:16 UT
(November 23, 1998, left panel) and 8:35:05—
8:35:17 UT (November 18, 2003, right panel).
Bottom part: corresponding wavelet power
spectra showing the tadpoles with the period
P = 1.4 (Table 2). In both spectra, at selected
frequencies the times of the tadpoles’ head
maxima were determined (#1-76) and also
shown in the upper dynamic radio spectra
(upper panels). The tadpole head maxima drift

8:35:12 UT  as the fiber bursts.

P ranges from 1.1 to 2.3s, and the drift of their head max-
ima FDr is in the range from —61 MHzs™! to —152MHzs™'.
Comparing the frequency drifts of all fiber bursts in Table 2, we
can see that the drift of fiber bursts is very similar to that of
the head maxima of the corresponding tadpoles (compare values
in Cols. 3 and 5 in Table 2). This can be also seen in Fig. 1:
see the times 71 = 12:01:13.7, 12 = 12:01:13.1, 3 = 12:01:12.3,
t4 = 8:35:15.5,15 = 8:35:13.3, 16 = 8:35:10.8 UT at the selected
frequencies 1470, 1550, 1648, 1381, 1536, and 1733 MHz,
respectively.

Because the wavelet tadpoles are interpreted as signatures of
the fast sausage magnetoacoustic wave trains (e.g. Nakariakov
et al. 2004), the similarity of both the drifts indicates that
the fiber bursts are physically connected with these magnetoa-
coustic wave trains. Based on these results we propose that
the analyzed dm-fiber bursts are generated by the fast sausage
magnetoacoustic wave which modulates the radio emission of
superthermal electrons trapped in a flare loop or in current sheet.

3. Semi-empirical model

This model is similar to the one presented by Kuznetsov (2006).
However, it differs in one aspect: for the fast sausage magnetoa-
coustic waves considered here, the magnetic and density wave
perturbations (b. and p;) are in phase (Erdelyi, priv. comm.,
2012), contrary to Kuznetsov (2006), where these perturbations
are in anti-phase.

We assume that the magnetoacoustic wave is triggered by
a flare and propagates upwards along a dense vertical flare loop.
The plasma density and magnetic field in the loop are taken ac-
cording to the models by Aschwanden (2002, 2004), where the
magnetic field is expressed as B(h) = Boo (1 + h/hp)~ (h is
the height in the solar atmosphere, ip = 75Mm, and By is the
footpoint magnetic field taken in the following runs Nos. 1 and 2
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Table 1. Basic characteristics of the selected events with fiber bursts.

Radio GOES Ha
No. Flare Start End Start ~ Max End  X-ray | Optic Position =~ NOAA
[UT] [UT] | [UT] [UT] [UT] Imp. | Imp. AR #
1 Nov. 23,1998a | 11:51 11:52 | 10:59 11:21  13:25 M3.1 IN S23 E58 8392
2 Nov.23,1998b | 11:58 11:59 | 10:59 11:21 13:25 M3.1 IN S23 E58 8392
3 Nov. 23, 1998¢ | 12:00 12:02 | 10:59 11:21 13:25 M3.1 IN S23 E58 8392
4 Mar. 05,2000 | 10:03  10:04 C6.8 SF S13 E43 8898
5 Apr.26,2001a | 11:30  11:31 | 11:26  13:12  13:19 M7.8 2B N17 W3l 9433
6 Apr. 26,2001b | 11:41 11:44 | 11:26  13:12  13:19 M7.8 2B N17 W31 9433
7 Nov. 18,2003 | 08:34 08:36 | 08:12 08:31 08:59 M3.9 1IF NOO E19 10501
8 Jul. 11, 2005 16:31  16:43 | 16:30 16:38  16:50 Cl1.1 SF NO9 W52 10786
. ) 10" E \ i
Table 2. Parameters of the fiber bursts and associated wavelet tadpoles. F | |
[ | |
Fiber bursts Wavelet tadpoles r : :
No. | Frequency range FDg Period FDr — | |
[MHz] [MHz s7'] [s] [MHz s7'] e | |
I 14562000 ~154 5 -152 51010k \ ! E
2 1370-1800 —-130 1.5 -122 ® [ ‘ ‘
3 1370-1800 —128 14 =127 - [ ; ;
4 1000-1330 -144 1.1 -136 s | |
5 1050-1600 -92 2.0 -87 8 I I
6 1000-1600 -76 23 —61 9 I I
7 1100-2000 -73 1.4 -75 10 e e R
8 1100-1800 -78 1.9 —-86 1.4x107 1.6x107 1.8x10" 2.0x10"7 2.2x10
h (km)
as By = 65G). The plasma density and magnetic field profiles
used in the model are shown in Fig. 2. 50F
Although a real wave evolution is complex (see Roberts r
et al. 1984; Nakariakov et al. 2004, and also the following MHD 451
model), for a simplification we take the velocity of this wave ok
perturbation as the Alfvén speed vy computed along the loop. r
The ratios of wave perturbations is taken as b./By = p1/po < 1, 5 35 E
where By and pp mean the local magnetic field and density in the m [ |
Aschwanden’s models. 30F \
We took a wave in the form of the wave packet as F ! !
A - h 5 251 | | ]
=0 - L | |
F(h,1) = FoCoexp [— (%) ] 20f C L
s 1.4x10% 1.6x10% 1.8x107 2.0x10% 2.2x10%
h (km)

X cos

(€]

2nt(h — va(h)t — ho)
dp, ’

2
exp [_ (t - ;Amax) ]’ 2)

where F(h, t) means the density p; or magnetic field b, wave per-
turbation, F is the wave amplitude, / the height in the loop, 7 the
time, va the local Alfvén speed, g the wave initiation height, d
the spatial width of the wave packet, and dy, the wavelength. By
changing d; for a fixed di, we can generate the wave for a single
fiber or group of fibers. We also added a factor Cy that limits ra-
dio emission to our chosen frequency interval 1300-1700 MHz
(see the following): famax is thus the time of the maximum wave
amplitude, and d, the corresponding characteristic time. In our
computations the time ¢ changes from 0 to 55, famax = 2.5,
d; = 1.5s,and hp = 16.9 Mm. The other parameters are presented
in Table 3. This propagating wave packet is then superimposed
on the density and magnetic field profiles presented in Fig. 2.

In agreement with Kuznetsov (2006), we assume that the ra-
dio emission is produced at the double (harmonic) upper hybrid
frequency as a result of a coalescence of two upper hybrid waves,
generated by the loss-cone instability of superthermal electrons.

Co

90

Fig. 2. Plasma density and magnetic field profiles in dependence on the
height in the modeled loop. The horizontal full lines in the density plot
mean the plasma densities corresponding to the maximum and mini-
mum of frequencies considered in the radio spectra. The vertical dashed
lines limit this density interval.

Table 3. Computation parameters.

RunNo. pi/pop b./By ds(km) d; (km)
1 0.01 0.01 200 300
2 0.01 0.01 300 300

Furthermore, we assume that the radio emission is generated
with a constant intensity in the whole interval of considered
heights. It means that every unit of the volume along the flar-
ing loop (or current sheet) generates the same radio emission.
Thus, the intensity of the radio emission at some specific fre-
quency depends only on the gradients of n. and B in the radio
source; i.e., the wave perturbation modulates the radio emission
as proposed by Treumann et al. (1990). Then, the resulting radio

Al, page 3 of 7
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Fig. 3. Computed radio spectrum with the fiber modeled in the semi-
empirical model for run No. 1.
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Fig.4. Example of the time and frequency profiles of the fiber burst
modeled in the semi-empirical model for run No. 1. The time profile is
plotted at the 1500 MHz frequency and the frequency profile at the time
12.5's; compare with the spectrum in Fig. 3.

1300
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1400

20 25
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Fig. 5. Computed radio spectrum with the fibers modeled in the semi-
empirical model for run No. 2.

flux at the specific frequency f can be expressed as a sum of
emissions from plasma volumes having the upper hybrid fre-
quency fyp close to f/2.

First, we made two runs with the parameters shown in
Table 3. The first run was performed for a single perturbation
pulse and the second one for the wave train. The computed ra-
dio spectrum is in Fig. 3. (Remark: for better presentation of all
computed spectra at their beginning we added the 10-second ra-
dio spectrum of the unperturbed state.) An example of the time
and frequency profiles of the resulting fiber for run No. 1 (cuts
in the spectrum shown in Fig. 3) is presented in Fig. 4. Besides
the emission peak the emission depression on the low-frequency
side of the fiber, as observed, is also clearly visible. The radio
spectrum and time and frequency profiles for run No. 2, i.e. for
the magnetoacoustic wave train, are shown in Figs. 5 and 6. As
can be seen here, the wave train generates a series of fiber bursts.
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Fig. 6. Example of the time and frequency profiles of the fiber bursts
modeled in the semi-empirical model for the run No. 2. The time pro-
file is plotted at 1500 MHz frequency and the frequency profile at time
12.5's; compare with the spectrum in Fig. 5.
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Fig.7. Computed radio spectrum with the 10 fiber bursts modeled by
the semi-empirical model.

Furthermore, as an example, we simulated a group of ten
fiber bursts. We consider the wave which is spatially limited to
ten wavelengths (wavelength d. = 800km). It propagates up-
wards in the solar atmosphere as in runs 1 and 2. However,
the magnetic field By in the used magnetic-field model is
By = 48 G. The constant Cy (see Eq. (2)) is taken as Cp = 1,
which means no global frequency modulation of the radio flux.
The computed spectrum with ten fiber bursts is shown in Fig. 7.

Comparing this figure with the radio spectrum in the right-
hand panel of Fig. 1, we can see some similarities as well as
some deviations. Generally, using this semi-empirical model,
we can simulate the frequency drift and repetition period of the
fiber bursts by varying the Alfvén speed (through the magnetic
field Bgp) and wavelength of the magnetoacoustic wave (dy).
On the other hand, deviations are caused by limited information
about conditions in the real radio source and also by limitations
in the semi-empirical model used. One of the main problem of
this semi-empirical model is that dispersive properties of the
magnetoacoustic waves are neglected. Therefore, in the follow-
ing we describe a first attempt to simulate the fiber bursts in a full
MHD model, where these properties are implicitly included.

4. MHD model

The main problem of any such model is an initiation of the suf-
ficiently good waveguide for the fast sausage magnetoacoustic
waves, which is in equilibrium in the gravitationally stratified
solar atmosphere. For a waveguide we can use the dense loop
or current sheet, see Jelinek & Karlicky (2012). In an analytical
form, the model of the vertical current sheet in the gravitationally
stratified atmosphere proposed by Galsgaard & Roussev (2002)
is an appropriate one for initiating the equilibrium waveguide.
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In our case the vertical current sheet (it would be better to
call it the current layer) is only a prototype of the waveguide
guiding the magnetoacoustic waves. We did not consider any re-
connection and fragmentation processes in this current sheet as
discussed in Barta et al. (2011a,b), Karlicky et al. (2012), and
Cargill et al. (2012), among others. Although the fragmentation
is real in these current sheets, we think that such vertical cur-
rent sheets can exist; see, e.g., the observed current sheet and its
width on the order of 1000 km in Fig. 3 in the paper by Lin et al.
(2005).

In our model we use the ideal 2D magnetohydrodynamic
(MHD) equations:

2= v, 3
Q% = -Vp+jxB+oyg, ()
DFI: = (B- V), 5)
];—j = —yeV -, 6)
V-B =0, @)

where D/Dt = d/dt +v-V is the total time derivative, o is a mass
density, v flow velocity, B the magnetic field, and g = [0, —go, 0]
is the gravitational acceleration with go = 274 ms~>. The cur-
rent density j in Eq. (4) is expressed as

1
j=—VXB,
Ho

®)
where 1o = 1.26 x 107 Hm™' is the magnetic permeability of
free space. The specific internal energy e in Eq. (6) is given by

e= p
(y-1o’

(C)]

with the adiabatic coefficienty = 5/3.

Equations (3)—(6) are solved numerically by the FLASH
code (Fryxell et al. 2000; Lee & Deane 2009). This code
implements second- and third-order unsplit Godunov solvers
and adaptive mesh refinement (AMR) (see e.g. Chung 2002;
Murawski 2002). Spatial resolution of the numerical grid is
determined by the AMR method, and we use the AMR grid
with a minimum (maximum) level of refinement blocks set
to 3 (6). The total number of computational cells covering
a whole simulation plane is 267456. A spatial cell size has
to be much smaller than the width of the current sheet in the
x-direction and the minimal wavelength of the magnetoacous-
tic waves in the h-direction. In our model the minimal cell sizes
are Ax = 0.0175Mm and Ak = 0.005Mm (compared with the
half width of the current sheet wcs = 0.35 Mm and the minimal
wavelength of about 1.0 Mm).

At the start of our numerical calculations we set a refinement
procedure in the region covering the current sheet. During the
calculations, the FLASH code automatically controlled in each
time step the gradient of mass density, which value is then used
for refining the grids. For our numerical simulations we used
the two-dimensional (2-D) Eulerian box (-2.25,2.25) Mm X
(13.0,23.0) Mm in the x- and A- (height) directions, respectively.
As a consequence of an extension of the real plasma medium we
apply free-boundary conditions at the boundaries of the simula-
tion region, so that the waves can freely leave the simulation box
without any significant reflection.
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For the description of magnetic field in the vertical current
sheet in gravitationally stratified solar atmosphere in the x — &
plane we use following expressions:

cs h
B.(x,h) = Bo%ln[cosh(wics)}exp(—z), (10)
By(x,h) = Botanh(i)exp(—ﬁ), (1)
Wes A

where B, is a magnetic field at x — oo, wcg is the half width of
the current sheet, and A denotes the magnetic scale-height. For
an equilibrium (v = 0), the Lorentz and gravity forces have to be
balanced by the pressure gradient in the entire physical domain

~-Vp+jxXB+og=0. (12)

From this condition we can derive the formulae for distribu-
tion of the mass density and gas pressure. For the details see
Galsgaard & Roussev (2002) and Jelinek et al. (2012).

In the initial state, we generate the vertical current sheet with
the density profile along its axis according to the Aschwanden
model (2002). The half width of the current sheet at the height
h=16.9Mmis taken as wcs = 0.35 Mm. In the paper by Jelinek
& Karlicky (2012), we found that the neutral current sheet serves
as the same waveguide as the dense slab if the Alfvén speed at
the half width of the current sheet is the same as in the slab.
Therefore, in the present current sheet we took this Alfvén speed
as 690 kms~!. The change of this speed in the studied interval of
heights in the current sheet is small.

At the start of the numerical simulation, the initial equilib-
rium state is perturbed by the Gaussian pulse in the x-component
of velocity and has the following form (e.g. Nakariakov et al.

2004, 2005):
4]

where A is the initial amplitude of the pulse, and A, = A, =
0.35 Mm are the widths of the velocity pulse in the longitudinal
and transverse directions. This pulse tends to trigger fast sausage
magnetoacoustic waves. The initial perturbation is located at the
height 7p = 15 Mm.

Using this MHD model, we computed an evolution of the
density profiles along the axis of the vertical current sheet (see
examples in Fig. 8). These density profiles were then used in
computations of the artificial radio spectrum, as well as the time
and frequency profiles shown in Figs. 9 and 10. We used the
same simple radio emission model as in the case of the semi-
empirical model. As seen in Fig. 9 the frequency drift of these
fiber bursts partly changes. It is caused by the wave dispersive
effects (included in this MHD model), which change the density
wave profile during the wave propagation. Compare this with
the semi-empirical model, where the perturbation profile is rigid.
The maximum of fiber bursts are produced at the locations with
minimal density gradients and these gradients evolve in time.
Similarly, the emission depressions, corresponding to the maxi-
mal density gradients, evolve in time.

The detailed analysis of these results shows that the model
used for the vertical current-sheet is not the best waveguide for
the studied magnetoacoustic waves. The change in the magnetic
field gradient across the current sheet is not sharp enough.
Therefore, some wave energy escapes from this waveguide. This
wave energy leakage limits the wave train length and thus also
the number and duration of computed fibers. We hope that in
a future model we will generate a better waveguide, in which

h2

2N R S D
A P /l%

Uy = —AO 2
x

13)
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Fig. 8. The density profiles in the MHD model at 11s (full line) and
14 s (dash-dotted line). The times correspond to times in the spectrum
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Fig.9. The computed radio spectrum with the fibers modeled in the
MHD model.
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Fig.10. An example of the time and frequency profiles of the fiber
bursts modeled in the MHD model. The time profile is plotted at the
1500 MHz frequency and the frequency profile at the time 14.5 s; com-
pare with the spectrum in Fig. 9.

a longer wave train and thus more fiber bursts will be generated
by a single perturbation. On the other hand, more fiber bursts can
be generated by a time repetition of the initial perturbation be-
cause this is also possible in real conditions. Furthermore, some
real radio spectra might show a superposition of the fiber bursts
generated in several nearby waveguides.

5. Discussion and conclusions

After analyzing eight groups of observed fiber bursts by the
wavelet technique, we found a connection between the dm-
fiber bursts and fast sausage magnetoacoustic waves. Based on
this connection, we developed the model of the dm-fiber bursts
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with the fast sausage magnetoacoustic wave propagating in the
waveguide of the enhanced plasma density: (a) in the dense loop
according to the Aschwanden’s density and magnetic field mod-
els (semi-empirical model) and (b) in the vertical and gravita-
tionally stratified current-sheet (MHD) model. In both of these
models, using the simple emission model according to Treumann
et al. (1990), we computed the artificial radio spectra with the
fiber bursts that resembles to the observed ones.

We assumed that every unit of the volume along the flar-
ing loop (or current sheet) generates the same radio emission.
The intensity of the radio emission at some specific frequency
depends only on the density gradient in the radio source.
However, the wave perturbation (with weak local magnetic mir-
rors) can also modulate the growth rate of the upper hybrid
waves through change in the loss-cone angle of superthermal
electrons (Winglee & Dulk 1986; Yasnov & Karlicky 2004) and
thus change local emissions. For this purpose, the weighting
function w.(h(r)) that expresses these variations can be included
in future models.

In all studied decimetric fiber bursts, the frequency drift of
the wavelet tadpoles corresponds to the drift of individual fiber
bursts. It speaks in favor of the present model with the magnetoa-
coustic waves in comparison to the model with whistler waves,
which is usually considered in the metric frequency range. We
propose to do similar wavelet analysis of the metric fiber bursts
and to check the validity of their models.

While in the semi-empirical model the form of the wave per-
turbation is rigid, the MHD model describes perturbations in-
cluding dispersive properties of the magnetoacoustic waves. It
leads to a wavy character of the fiber bursts, which can even
be seen in some observed fiber bursts (see e.g. the fibers in the
upper-left part of Fig. 1).

The semi-empirical model is very similar to that of
Kuznetsov (2006), except that the density and magnetic field
perturbations are in phase. The phase relation presented in
Kuznetsov (2006) is not correct for the fast sausage magne-
toacoustic waves. However, this difference in both the mod-
els leads to only small differences in the radio spectrum, be-
cause the electron-cyclotron frequency wc. is much lower than
the plasma frequency wyp., and thus the upper-hybrid frequency
roughly equals the plasma frequency and the magnetic field can
be neglected in this case. However, the variation of the magnetic
field in the magnetoacoustic wave train can influence the growth
rate of the upper hybrid waves owing to the loss-cone instabil-
ity of superthermal electrons. It can modify the radio emission
at some locations along the wave train and thus change the fiber
burst profiles. This effect is not considered in the present paper.

Comparing both these models, the semi-empirical is easy to
use, however, with a limited description of physical processes
under study. The MHD model is much more complicated. One
of the main problems is to generate the appropriate initial equi-
librium state. The MHD model includes the dispersive effects of
the propagating magnetoacoustic waves, so it describes the fiber
burst generation in a more realistic way. However, the present
MHD vertical and gravitationally stratified waveguide (the cur-
rent sheet according to the Galsgaard & Roussev model 2002) is
not ideal. Owing to its relatively smooth boundaries, the energy
of the magnetoacoustic waves escape from this wave guide. The
energy of wave decreases, and it is therefore difficult to make
long-lasting wave train. This means that we can only simulate
a few fiber bursts per one perturbation instead of the long se-
ries as in the semi-empirical model. This problem is connected
to a solution of the initial equilibrium waveguide. Therefore, to
make this MHD model of the fiber bursts more realistic, a better
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initial waveguide needs to be found. On the other hand, the series
of fiber bursts can be generated in the present MHD model us-
ing time series of perturbations. Furthermore, some of real radio
spectra might show a superposition of the fiber bursts generated
in several nearby waveguides.

Considering our simple emission model, we plan to solve
the inverse problem to the presented solution: i.e., we plan to
determine the density profiles of the propagating magnetoacous-
tic wave from the fiber burst profiles measured along the radio
frequency at some specific times.
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ABSTRACT

We present a two-dimensional (2D) magnetohydrodynamic (MHD) model of magneto-
acoustic—gravity waves in the gravitationally stratified solar corona that is shaped by a realistic
(VAL-C, Vernazza Avrett Loeser model C) temperature profile and curved magnetic field lines.
These waves are triggered by an initial Gaussian pulse in the horizontal component of velocity,
that is, launched either just below or above the transition region. The time-dependent ideal
MHD equations are solved numerically with the use of the FLAsH code. The numerical results
reveal conversion of a horizontal flow into its vertical counterpart, oscillations of the transition
region and vertical jets of cold plasma penetrating the solar corona. The wavelet analysis of
the mass-density variations at a fixed detection point leads to the oscillation period of about

180 's, which corresponds to 3-min oscillations observed in solar active regions.

Key words: MHD —methods: numerical — Sun: atmosphere — Sun: oscillations.

1 INTRODUCTION

Waves and oscillations are observed in the solar corona by modern
imaging and spectral instruments in the visible light, EUV, X-ray
and radio bands. Some of these waves and oscillations can be in-
terpreted in terms of the magnetohydrodynamic (MHD) plasma
theory. MHD waves are recognized as an efficient tool in diagnos-
tics of the solar corona and solar flares, see e.g. Roberts (2000),
Nakariakov (2003) and Macnamara & Roberts (2010, 2011). The
magnetically dominated solar plasma can support the propagation
of various types of MHD waves. These waves were investigated and
analysed in many theoretical and numerical studies. Among consid-
ered cases, we can distinguish propagating slow magnetoacoustic
(e.g. De Moortel, Ireland & Walsh 2000), standing slow magnetoa-
coustic (e.g. Ofman & Wang 2002; Nakariakov et al. 2004; Selwa,
Murawski & Solanki 2005; Zagarashvili, Oliver & Ballester 2005;
Jelinek & Karlicky 2009, 2010), and standing and propagating fast
magnetoacoustic waves of the kink symmetry (e.g. Aschwanden
et al. 1999; Nakariakov et al. 1999; Wang & Solanki 2004; Andries
et al. 2005; Pascoe, Wright & De Moortel 2010) and of the sausage
symmetry (e.g. Pascoe, Nakariakov & Arber 2007; Pascoe et al.
2009; Karlicky, Jelinek & Mészarosova 2011; Jelinek & Karlicky
2012; Jelinek, Karlicky & Murawski 2012; Karlicky, Mészarosova
& Jelinek 2013). These modes were detected by highly sensitive
instruments such as SUMER/SOHO, TRACE or EIS/Hinode and
EUVI/STEREO (where SUMER is Solar Ultraviolet Measurement
of Emitted Radiation, EIS is EUV Imaging Spectrometer, EUVI

* E-mail: pjelinek @prf.jcu.cz

© 2013 The Authors

is Extreme UltraViolet Imager). For a comprehensive review of
MHD waves see Nakariakov & Verwichte (2005) and De Moortel
& Nakariakov (2012).

Magnetoacoustic—gravity waves were already discussed in the lit-
erature. Among others, the impulsive excitation of chromospheric
and coronal periodic waves was studied. Some authors demon-
strated the formation of a quasi-periodic wave train of a 3-min pe-
riod in response to an impulsive excitation. For example, Suematsu
et al. (1982) devised the 1D hydrodynamic spicule model in which
the shock wave was generated. Later on, Shibata (1983), Sterling &
Hollweg (1988) and Botha et al. (2011) adopted 2D MHD with a
uniform vertical magnetic field to explore the waves generated by a
pulse in vertical velocity. We generalize the models described in the
above mentioned papers by studying the magnetoacoustic waves
generated by a localized symmetric Gaussian pulse in the horizon-
tal component of velocity in the simple magnetic curved structure.
Danitko, Murawski & Erdélyi (2012) and Murawski et al. (2013)
studied impulsively generated magnetoacoustic waves in the solar
atmosphere permeated by three different configurations of straight
magnetic field lines. Depending on the background magnetic field
orientation they found the wave periods within the range 150-300 s.
Konkol, Murawski & Zaqarashvili (2012) extended this model to
the case of curved magnetic field lines, but they considered the slow
magnetoacoustic—gravity waves excited by vertical velocity pulse
launched from various altitudes of the solar atmosphere. As a re-
sult there is a need to generalize these studies for the case of fast
magnetoacoustic—gravity waves.

The main aim of this paper is to extend the above mentioned
models on a more realistic 2D model of a magnetic cavity for fast
magnetoacoustic waves and to compare obtained numerical results

Published by Oxford University Press on behalf of the Royal Astronomical Society
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with former findings. In spite of simplicity of the studied structure,
it has real application in the solar atmosphere. We can find such or
similar structures above active regions and supergranule cells in a
quiet region of the solar chromosphere and corona (Priest 1982).
These structures, similarly to the structures with straight magnetic
field lines, are believed to be ideal waveguides of various types of
MHD waves. Moreover, the MHD waves observed in active regions
or sunspots are believed to play a significant role in the energy
balance of the solar atmosphere and are supposed to contribute to
heating of the chromosphere and corona (Khomenko, Collados &
Bellot Rubio 2003; Felipe, Khomenko & Collados 2010).

The structure of this paper is as follows. In Section 2, we describe
the physical model with governing equations, equilibrium and initial
perturbation. In Sections 3 and 4, we develop the numerical model
and present the numerical results, respectively. We complete this
paper by discussion and conclusions.

2 PHYSICAL MODEL

2.1 Governing equations

In our numerical model, we consider the gravitationally stratified
solar atmosphere in which the plasma dynamics is described by
the two-dimensional (2D), time-dependent, ideal MHD equations
(Priest 1982; Chung 2002):

Do _ v M
De _ _ v
Dt @
Dy v,iixB+ o))
Dv _ , ,
QD[ pTJ 08
DB (B-V) 3)
= -V,
D1
DU
= Uy —1)V-u, 4
Dr (y—DHV-v “)
V.B=0. )

Here, D/Dt = 0/0t + v - V is the material (or convective) time
derivative, o is mass density, v is flow velocity, B is the magnetic
field, g = [0, —g@, 0] is the gravitational acceleration with g =
274 m s~2 and the adiabatic coefficient y = 5/3. The current density,
J,in equation (2) is expressed as
1

j=—VxB (6)

Ho
with 119 = 1.26 x 10" Hm™' being the magnetic permeability of
free space. The specific internal energy, U, in equation (4) is given
by

P

U=——. 7
(y —De @

2.2 Initial equilibrium

Forastill (v = 0) equilibrium, the Lorentz and gravity forces have to
be balanced by the pressure gradient in the entire physical domain,

—Vp+jxB+og=0. ®)
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Figure 1. The temperature profile, 7(y), in logarithmic scale as a function
of height in the solar atmosphere.

Assuming a force-free (Beltrami) magnetic field, j x B = 0, the
solution of the remaining hydrostatic equation yields

y

1
p(y) = poexp —/A(y)di , )
p(y)
= ) 10
o= oA o
Here,
A(y)=M (11)
mg@

is the pressure scaleheight which in the case of isothermal atmo-
sphere represents the vertical distance over which the gas pressure
falls off by the factor of e, kg = 1.38 x 10723 J K~ is the Boltzmann
constant and m = 0.5m;,, is the mean particle mass (m, = 1.672 x
10~?7 kg is the proton mass), py in equation (9) denotes the gas
pressure at the reference level y,. In our calculations, we set and
hold fixed yp = 10 Mm.

For the solar atmosphere, the temperature profile 7(y) (see Fig. 1),
was derived by Vernazza, Avrett & Loeser (1981). At the top of
the photosphere, which corresponds to height y = 0.5Mm, the
temperature is 7(y) = 5700 K. At higher altitudes, the temperature
falls down to its minimal value 7(y) = 4350K at y ~ 0.95Mm.
Higher up the temperature rises quite slowly to the height about
y = 2.7 Mm, where the transition region (TR) is located. Here, the
temperature grows up abruptly to the value 7(y) = 1.5 MK, at the
altitude y = 10 Mm, which is typical for the solar corona.

The solenoidal condition, V - B = 0, is identically satisfied with
the implementation of the magnetic flux function, A, such as

B =V xA. (12)

For the calculation of a 2D magnetic field, we use A = [0, 0, A]
with (Konkol et al. 2012)

sx
(—a + (= b2

Here, s is a strength of the magnetic moment and coefficients a =
0.0Mm and b = —2.5Mm denote its spatial position. We choose

Alx, y) = 13)
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Figure 2. Equilibrium mass density in logarithmic scale, magnetic field lines (solid black lines) and initial Gaussian pulse in the horizontal component of
velocity, launched below the TR (thick green line) — left-hand panel. Initial blocks and equilibrium gas pressure in logarithmic scale with the initial pulse

launched above the TR — right-hand panel.

s by requiring that at the reference level, yo = 10 Mm, the ratio
between Alfvén, ca, and sound, c,, speeds is

calx, yo) _ B(x, yo) — 10
¢s(yo) ¥ iop(Yo)

The initial magnetic field lines are displayed in Fig. 2, left-hand
panel, which clearly exhibits their curved nature. The plasma S is

defined as
( . )
Pmag Y CA ’

Atx =0Mm, y = 10 Mm, the plasma g = 0.012, which is a typical
value for the solar corona, e.g. Aschwanden (2004).

(14)

Blx,y) =

15)

2.3 Perturbation

At the start of the numerical simulation (1 = 0's), the static plasma
equilibrium, described in Section 2.2, is perturbed by the Gaussian
pulse in the x-component of velocity, i.e.

_ - yP)2:|
22 ’

2

v(x, y,1 = 0) = A, exp [—;—2] exp (16)

where A, is the amplitude of the initial pulse, yp is the position of
the perturbation and A, = A, = 0.25 Mm are the widths of the pulse
in the horizontal and vertical directions, respectively.

3 NUMERICAL RESULTS

The 2D time-dependent ideal MHD equations (1)—(4) are solved nu-
merically with the adaptation of the FLAsH code (Fryxell et al. 2000;
Lee & Deane 2009; Lee 2013). This code was originally developed
to model nuclear flashes on the surfaces of neutron stars and white
dwarfs, and the interior of white dwarfs; but it has since then been
applied to model a wide variety of astrophysical processes. Cur-
rently, it is a well-tested, fully modular, parallel, multiphysics, open
science simulation code that implements second- and third-order
unsplit Godunov solvers and adaptive mesh refinement (AMR),
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see e.g. Chung (2002) and Murawski (2002). The Godunov solver
combines the corner transport upwind method for multidimensional
integration and the constrained transport algorithm for preserving
the divergence-free constraint on the magnetic field (Lee & Deane
2009). In our case, the AMR strategy is based on controlling the
numerical errors in a gradient of mass density that leads to reduction
of the numerical diffusion within the entire simulation region.

For the wavelet analysis of wave signal, we used the Morlet

wavelet, which consists of a plane wave modulated by a Gaussian,
ie.
W(r) = /4 explio) exp~/2), a7
where the parameter o allows trade between time and frequency
resolutions. Here, we assumed the value of parameter o = 6, as rec-
ommended by Farge (1992). The waveperiods are estimated from
the global wavelet spectrum as the most dominant period in this
spectrum. More details about the wavelet method and its imple-
mentation can be found in Farge (1992) and Torrence & Compo
(1998).

We consider two cases of initial pulse launched: (i) below the TR,
aty = y,; = 1.5Mm and (ii) above the TR, at y = ypi) = 2.9 Mm.

For our numerical simulations, we use a 2D Eulerian computation
box of (=5, 5)Mm x (0, 10) Mm and (-5, 5)Mm x (2, 12) Mm
for the cases (i) and (ii), respectively. The spatial resolution of the
numerical grid is determined with the AMR method and we used the
AMR grid with the minimum (maximum) level of the refinement
blocks set to 2 (6). At the start of the numerical simulation (t = 0 s)
the whole simulation region is covered by: (i) 9117 and (ii) 6885
blocks. As each block consists of 8 x 8 cells, the total number of
583 488 and 440 640 cells is used for the case (i) and (ii), respec-
tively. This results in the maximum (minimum) spatial resolution
of AxXmax = AYmax = 0.21 Mm (AXpin = Aymin = 0.01 Mm) above
(below) the altitude of y = 7Mm and in all dynamically refined
regions, respectively. The initial block system for the case (ii) is
illustrated in Fig. 2 (right). As a consequence of the real plasma
medium extension at all numerical boundaries, we fix all plasma
quantities to their equilibrium values.
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Figure 3. The mass-density profiles, showing the plasma flow conversion, shock wave and velocity vectors (displayed as black arrows) at times: (a) = 5.0,
(b) =15.0s, (c) t =30.0s and (d) # = 50.0 5. The initial velocity pulse was launched below the TR, at yp, = 1.5 Mm. The corresponding movie is available

in the online version as fig3.avi.

We present the numerical results, obtained for the model de-
scribed above. Although the numerical simulations were performed
for the size of the numerical box mentioned above, we show only
the regions where the numerical results are in the range of our
interest.
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3.1 The pulse below the TR

Here, we present the numerical results for the case of the initial pulse
launched below the TR. We choose initial velocity pulse amplitude
Ay =0.1calx =0,y = ypp) = 0.1 x 10°kms~".
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Figure 4. Detailed view to time evolution of vertical slices (for x = 0 Mm)
of the mass density, resulting from the initial velocity pulse, shown in the
logarithmic scale for three simulation times for case (i): t = 5, 30 and 50
(blue, green and red line, respectively).

In Figs 3(a)-(d), we display the mass-density profiles for the
selected simulation times (5, 15, 30 and 50s, respectively) and
velocity vectors, respectively.

At t = 5 (top left) the initial velocity pulse resulted in plasma
compression (rarefaction) at around x ~ 0.5Mm, y = yp (x <
0.1Mm, y = yy). Later on, at ¢ = 155, as a result of flow con-
version this plasma starts to propagate upwards, generating a shock
(top right). This upwardly propagating shock strengthens in time
while reaching less-dense plasma altitudes (bottom left). Behind
this shock, cold plasma is sucked up into the coronal regions, lead-
ing to a system of jets, well seen at r = 50 s (bottom right).

In Fig. 4, we present the vertical slices (along the y-axis for x =
0Mm) of the mass density in logarithmic scale for three selected
simulation times: r = 5, 30 and 50 s. These slices correspond to the
results presented in Fig. 3. Shortly after the start of the numerical
simulation (blue line), we see that the profile of mass density is not
far from the equilibrium state. After the flow conversion, the plasma
propagates upwards and perturbs the initial equilibrium (green line).
At later time the plasma shock wave is observed at the altitude about
5Mm in the solar atmosphere (red line).

3.2 The pulse above the TR

In this part of the paper, we show the numerical results for the case
(ii) and initial velocity pulse amplitude A, = 0.5cA(x =0,y =
Yotiy) = 0.5 x 10°kms~".

In Figs 5(a)—(d), we illustrate the mass-density profiles and ve-
locity vectors for selected simulation times (0.5, 2.5, 5.0 and 25.0's).
Shortly after the start of our simulation the initial horizontal velocity
pulse triggers the oscillations, transverse to the magnetic field back-
ground, in the low-mass-density regions of the solar atmosphere (1 =
0.5, top left). At time r = 2.5, the plasma above the TR moves
upwards to the higher altitudes of the solar atmosphere (positive
part of the x-axis), whereas the hotter plasma moves downwards to
the TR (negative part of the x-axis), where it experiences reflection
back towards higher layers of the solar atmosphere (top right). As
a result of that the TR starts to oscillate. At a later time, after the
reflection from the TR (r = 5.0's; bottom left) the reflected mate-
rial moves upwards and pushes up the material located at higher
altitudes of the solar atmosphere. At t = 25s (bottom right), we
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observe practically only the reflected plasma from the TR and as a
consequence the bump of plasma sucked up from the TR.

In Fig. 6, we show the vertical slices of mass density (along the
y-axis for x = 0 Mm) in logarithmic scale for three selected sim-
ulation times: ¢t = 0.5, 5.0 and 25.0s. Note that the mass-density
profiles do not change so dramatically as in the (i) case. This is be-
cause of the fact that above the TR, where the initial velocity pulse
is generated, there is not so huge slope in the mass density as it takes
place below the TR. By this reason, this pulse is not able to gen-
erate any shock wave which would perturb the initial mass-density
equilibrium so markedly as in case (i). The blue line corresponds
almost to the initial equilibrium (compare with the upper-left panel
of Fig. 3). The green and red lines vary slowly with x, representing
the plasma being sucked up from the TR to the higher altitudes of
the solar atmosphere.

3.3 Oscillation period of the TR

The important phenomenon observed in both above studied cases
is the oscillating TR whose waveperiods we are going to estimate.
For easier comparison of the excited waveperiods, we placed the
detection point, Lp, in both cases at the same position in the solar
atmosphere, i.e. at Lp(xp = 0.5 Mm, yp = 2.7 Mm). Such location
of the detection point ensures that we measure pure oscillations
of the TR, which does not directly affect magnetoacoustic—gravity
waves, triggered by the initial velocity pulse. At the detection point,
the incoming signal in the form of variations of the mass density
was recorded and subsequently analysed using the wavelet method.

In Figs 7 and 8, we present, for both studied cases (i) and (ii),
the time signatures of mass density collected at the detection point,
Lp (left), and the corresponding global wavelet spectra (right, full
blue line), revealing the dominant waveperiod P (right-hand panel).
The green dashed line in both figures represents the 99 per cent
significance level (Torrence & Compo 1998). By comparing these
time signatures, we infer that in case (i) the signal is not attenuated
as much as it is in case (ii). From this reason, we tried to estimate
the attenuation coefficient. This coefficient can be calculated from
the equation of amplitude attenuation:

At 1

A= 4, e’

(18)

where A; and A, ;| are two arbitrary successive amplitudes, Ty is
the attenuated period and b is the attenuation coefficient. To obtain
b, we can rewrite equation (18) as follows:

b= lln <&>
Ty A,

We found that this coefficient has almost the same value for both
studied cases, i.e. b ~ —0.003, which means that the oscillations of
the TR are similarly attenuated.

For a more accurate estimation of the TR oscillation waveperiod,
we run the simulations in case (i) for a longer time, up to = 1000 s,
than in case (ii), for which we execute the code up to t = 500s. By
using the wavelet method, we find the most dominant periods of
the TR oscillation for case (i) as P = 199.9s and Pgj) = 163.1s
for the second studied case (ii). The average value of both periods
gives us the period of about 180.5 s & 3 min, which is very similar to
the waveperiods observed above the active regions in sunspots, e.g.
by the Solar Dynamics Observatory (SDO)/Atmospheric Imaging
Assembly (AIA) and by the Nobeyama Radioheliograph (NoRH;
Reznikova et al. 2012).

(19)
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Figure 5. The mass-density profiles showing wave reflection and plasma flow, complemented by velocity vectors (displayed as black arrows) at times: (a) t =
0.5s,(b)t=2.5s,(c) t=5.0s and (d) # = 25.0 5. The initial pulse was launched above the TR at ypi) = 2.9 Mm. The corresponding movie is available in the
online version as fig5.avi.

Comparing Figs 7 and 8, we infer that while in case (i) the mass initial pulse. Once the initial velocity pulse is generated, the plasma
density converges essentially back to its initial value, it is not so in around is underpressed and as a consequence, from the reason of
case (ii), for which some offset is seen. This effect is caused by the the huge mass-density difference, the denser plasma from the TR
fact that the detection point, Lp, is placed at the position below the is sucked up to the region of the detection point. Then, we observe
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(ii)
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Figure 6. Detailed view to time evolution of vertical slices (for x = 0 Mm)
of the mass density, resulting from the initial velocity pulse, shown in the
logarithmic scale for three simulation times for case (ii): = 0.5, 5.0, and
25.0s (blue, green and red line, respectively).

p(kg-m™3)
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just the oscillations of the dense plasma. This effect can be also
discernible in case (i), for which slight increase of the mass density
up to the time about 100 s from the start of the simulations is seen.
Nevertheless, this increase is not so striking as in case (ii) because
of relatively small difference in mass densities between the place
where the detection, Lp, and perturbation, yp, points are located.

4 SUMMARY AND CONCLUSIONS

In this paper, we numerically studied propagation of
magnetoacoustic—gravity waves in the solar coronal curved mag-
netic field lines structure. These waves are triggered by the initial
Gaussian pulse launched in the horizontal component of velocity
either below or above the TR. We also consider a realistic initial
(VAL-C) temperature profile in gravitationally stratified solar atmo-
sphere. From our numerical simulations, we reveal the oscillations
of the TR for both studied cases — the velocity pulse generated
either above or below the TR. We also estimated the oscillation
periods which are both very similar to each other and correspond

Variance (02)

0 100 200 300 400 500 600 700 800 900
Period (s)

Figure 7. The time signature of mass density collected at the detection point, Lp(xp = 0.5, yp = 2.7) Mm, during the simulation (left) and its global wavelet
spectrum with calculated period P (right) in the case of the initial pulse generated below the TR. The green dashed line represents 99 per cent significance level.

pkg-m™)

0 100 200 300 400 500
time (s)

Variance (02)

—4 4

0 100 200 300 400 500 600 700 800 900
Period (s)

Figure 8. The time signature of mass density collected at the detection point, Lp(xp = 0.5, yp = 2.7 Mm), during the simulation (left) and its global wavelet
spectrum with calculated period P (right) in the case of the initial pulse generated above the TR. The green dashed line represents 99 per cent significance level.

101

£T0Z ‘92 1snBny U0 SO 8aN1iisu| [e0IWIoUOISY e /BI0'S leuinolpiojxo'selutu//:dny wouy pepeojumoq



PRILOHA B. KOPIE ZAHRNUTYCH PRACI

2354  P. Jelinek and K. Murawski

roughly to the 3-min oscillations, observed above the sunspots, e.g.
in UV/EUV emission by the SDO/AIA and in the radio emission
by the NoRH. We found that the TR oscillations exhibit shorter
waveperiod and they are attenuated more strongly in the case of the
initial pulse generated above the TR.

The results of our numerical simulations can be summarized as
follows. Initial horizontal velocity perturbations launched either
below or above the TR are able to trigger vertical flow penetrating
higher altitudes of the solar corona. As a consequence of this phe-
nomena, we observe in both cases the oscillations of the TR with the
waveperiod close to the 3-min oscillations. The oscillations of TR
are attenuated in essentially the same way regardless on the place
where the initial velocity pulse was generated.

We should note that our 2D MHD model exhibits shortcomings
in the sense that it does not include thermal conduction and radiative
transfer along the magnetic field lines. The magnetic field configu-
ration presented in this study is simple, but despite its simplicity, it
has real application to active regions of the real solar atmosphere.
These shortcomings and simplicity of the presented model require
additional studies which we are going to perform in close future.
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SUPPORTING INFORMATION

Additional Supporting Information may be found in the
online version of this article:

Figure 3. The mass-density profiles, showing the plasma flow con-
version, shock wave and velocity vectors (displayed as black arrows)
attimes: (a) t =5.0s, (b) t=15.0s, (¢) t=30.0s and (d) t = 50.0s.
Figure 5. The mass-density profiles showing wave reflection and
plasma flow, complemented by velocity vectors (displayed as
black arrows) at times: (a) t = 0.5s, (b) t = 2.5s, (¢) t = 5.0s
and (d) r = 25.0s (http://mnras.oxfordjournals.org/lookup/suppl/
doi:10.1093/mnras/stt1178/-/DC1).
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content or functionality of any supporting materials supplied by
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ABSTRACT

Currently, there is a common endeavor to detect magnetoacoustic waves in solar flares. This paper contributes to
this topic using an approach of numerical simulations. We studied a spatial and temporal evolution of impulsively
generated fast and slow magnetoacoustic waves propagating along the dense slab and Harris current sheet using
two-dimensional magnetohydrodynamic numerical models. Wave signals computed in numerical models were used
for computations of the temporal and spatial wavelet spectra for their possible comparison with those obtained
from observations. It is shown that these wavelet spectra allow us to estimate basic parameters of waveguides and
perturbations. It was found that the wavelet spectra of waves in the dense slab and current sheet differ in additional
wavelet components that appear in association with the main tadpole structure. These additional components are
new details in the wavelet spectrum of the signal. While in the dense slab this additional component is always
delayed after the tadpole head, in the current sheet this component always precedes the tadpole head. It could help
distinguish a type of the waveguide in observed data. We present a technique based on wavelets that separates wave
structures according to their spatial scales. This technique shows not only how to separate the magnetoacoustic
waves and waveguide structure in observed data, where the waveguide structure is not known, but also how
propagating magnetoacoustic waves would appear in observations with limited spatial resolutions. The possibilities

doi:10.1088/0004-637X/788/1/44

detecting these waves in observed data are mentioned.

Key words: magnetohydrodynamics (MHD) — methods: numerical — Sun: corona — Sun: flares

Online-only material: color figures

1. INTRODUCTION

Oscillations and magnetohydrodynamic (MHD) plasma
waves play a very important role in many phenomena ob-
served in the solar and stellar atmosphere (e.g., Aschwanden
2004, Stepanov et al. 2012). These waves and oscillations have
been analyzed theoretically as well as numerically. The impul-
sively generated MHD waves and oscillations can be excited by
various processes in the solar corona (e.g., by impulsive flare
processes). These flare processes can provide either single or
multiple sources of perturbations. It has been theoretically pre-
dicted (Roberts et al. 1983, 1984) that impulsively generated
propagating fast magnetoacoustic waves can be guided by solar
coronal structures with enhanced plasma density (e.g., coronal
loops) that is acting as the waveguides. These waves form wave
trains propagating along their waveguide. The wave train trig-
gered at the initiation site (perturbation point) can be detected at
some distance from this site along the waveguide. Time series
measured at the detecting point exhibit periodic, quasiperiodic,
and decay phases (Roberts et al. 1984). The quasiperiodic phase
is generally much stronger in amplitude and shorter in “peri-
odicity” than the earlier periodic phase. This is caused by a
dispersion of these waves.

Nakariakov et al. (2004) studied numerically the evolution
of the fast magnetoacoustic waves in the dense slab and their
wavelet spectra. They found that the wavelet spectra of these
waves have the form of “tadpoles” with a narrow tail that
precedes a broadband head. The periodic and quasiperiodic
phases, pointed out by Roberts et al. (1984), correspond to the
tadpole tail and head, respectively, and the start of decay phase
corresponds to the tadpole head maximum.

In observations, the wavelet tadpoles were recognized for
the first time in the 1999 solar eclipse data (Katsiyannis et al.
2003). Mészarosova et al. (2009a) found the wavelet tadpoles
in the gyrosynchrotron radio burst, where all the tadpoles
were detected at the same time over the whole frequency
range. In subsequent papers Mészarosova et al. (2009b, 2011b)
analyzed dm-radio fiber bursts generated by the plasma emission
processes. In this case, the wavelet tadpoles slowly drifted with
the frequency drift corresponding to the drift of the whole group
of fiber bursts. They also found tadpoles with shorter periods
and with faster frequency drift that correspond to the drift of
individual fiber bursts. More such cases were shown in the paper
by Karlicky et al. (2013), where a model of the fiber bursts, based
on a modulation of the type IV radio burst emission by the fast
magnetoacoustic wave trains, was also presented. The wavelet
tadpoles were also found in the 15 sources of narrowband dm-
radio spikes (Karlicky et al. 2011). Using a two-dimensional
(2D) MHD model with the Harris current sheet, they concluded
that these wavelet tadpoles indicate the fast magnetoacoustic
waves propagating in the reconnection plasma outflows. These
studies were supported by numerical simulations made by
Jelinek & Karlicky (2010, 2012), where they compared the
evolution of the fast magnetoacoustic waves in a dense slab and
Harris current sheet depending on the plasma beta parameter
and width of the waveguide. They found that an increase in the
distance between the initial perturbation and the detection point
increases the length of the tadpole tail. Besides individual solar
coronal loops and the current sheet, there are other possible
structures that may act as a waveguide. Mészarosova et al.
(2013) found wavelet tadpoles indicating the presence of fast
magnetoacoustic waves which propagate in the fan structure of
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the coronal magnetic null point. Yuan et al. (2013) studied large-
scale fast waves in the EUV emission intensity Solar Dynamics
Observatory (SDO)/Atmospheric Imaging Assembly (AIA),
where they recognized distinct wave trains with varying periods
and wavelengths. Pascoe et al. (2013) used a 2D numerical
simulation model of the magnetoacoustic waveguide to consider
the effects of an expanding magnetic field. They found that
funnel geometry leads to the generation of additional wave
trains (formed by the leakage of transverse perturbations) that
propagate outside the density structure.

Propagating slow magnetoacoustic waves were observed in
coronal loops, e.g., by Hinode/Extreme-ultraviolet Imaging
Spectrometer (EIS; Wang et al. 2009a, 2009b) and Solar and
Heliospheric Observatory (SOHO)/EIT and Transition Region
and Coronal Explorer (TRACE; Robbrecht et al. 2001), and in
two-ribbon flares (Nakariakov & Zimovets 2011) and were also
modeled (e.g., Nakariakov et al. 2000).

In our previous studies, researching the wavelet spectra of
the solar radio emission, we recognized, besides “normal”
tadpoles corresponding to the fast magnetoacoustic waves,
some strange tadpoles with additional features, which occurred
several times. These additional features are superimposed on
the wavelet spectrum of the normal tadpoles. Although some
of these features could be formed by chance or by some kind
of signal superpositions or, in some cases, by a high level of
artificial noise, their relatively frequent occurrence (observed
by independent instruments) leads to a question about their
real meaning. Therefore, in the present study we carried out
an extended parametric investigation of wave processes in
waveguides in order to understand better the link between
impulsively generated fast and slow magnetoacoustic waves
and the parameters and properties of waveguides and forms
of their wavelet spectra. We believe that this study will help
in the recognition of magnetoacoustic waves in the solar flare
atmosphere and in the determination of waveguide (loop or
current sheet) parameters.

This paper is organized as follows. In Section 2, the 2DMHD
models and wavelet methods that we used are described.
Section 3 presents typical examples of the magnetoacoustic
waves in the dense slab and Harris current sheet. Then, in
Section 4 we show examples of computed time-varying signals,
selected from the parametric investigation of these processes,
and their wavelet spectra. Section 5 presents a technique that
separates wave structures according to their spatial scales and
its application. Finally, the results are summarized in Section 6.

2. TWO-DIMENSIONAL MHD NUMERICAL MODEL
AND WAVELET METHODS

2.1. Governing Equations and Numerical Solutions

We used the 2D MHD numerical model presented in Jelinek &
Karlicky (2010, 2012) and Jelinek et al. (2012) where the plasma
dynamics is described by a full set of ideal time-dependent MHD
equations (see, e.g., Priest 1982, Chung 2002):

Do
=€ _ v, 1
Dr oVv (H
Dv
— = -Vp+jxB, 2
oD, p+JX 2)
DB (B x V) 3)
— = x V)v,
Dt
PU_ vy -1y @
—_— = — X v,
Dr 4
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Figure 1. Scheme of a 2D numerical box with a waveguide (in dark) in its center.
The lengthX of the numerical box and waveguide is 200 Mm. The width Y of the
numerical box is 24 Mm, and w indicates the half-width of the waveguide. The
initial perturbation P is located in the center of the waveguide (X = 100 Mm).
Arrows show the magnetic field orientation in the dense slab By, and in the
Harris current sheet Bs.

(A color version of this figure is available in the online journal.)

VxB=0, (&)

where D/Dt = 9/9¢ + v x V is the convective time derivative,
o is a mass density, v is flow velocity, B is the magnetic field,
and the adiabatic coefficient y = 5/3. The current density, j,
in Equation (2) is expressed as

1
J=—\xB), (6)
o

where j1( is the magnetic permeability of free space. The specific
internal energy, U, in Equation (4) is given by

)4
U= —"—, 7
& - e @

where p is the pressure.

The magnetohydrodynamic equations (1)-(4) were trans-
formed into a flux-conserving form (Chung 2002) and solved
numerically. We used two types of numerical codes. The first
one is based on a modified two-step Lax—Wendroff algorithm
(Kliem et al. 2000). In this code the simulation box (see Fig-
ure 1) was covered by a uniform grid with 2500x 300 cells. The
cell size in both the X and Y directions was equal to 0.08 Mm,
and the numerical time step was At = 0.044 s. This code was
used for all computations in this parametric study. To verify
these computations in selected cases, we used the FLASH code
(Fryxell et al. 2000; Lee & Deane 2009; Lee 2013), which im-
plements second- and third-order unsplit Godunov solvers and
adaptive mesh refinement (AMR; see, e.g., Chung 2002; Mu-
rawski 2002). As we used AMR, the minimal grid sizes are
found to be min(Ax) = min(Ay) = 0.03 Mm. In both codes the
open boundary conditions were applied. The waveguide half-
widths in both waveguides (dense slab and current sheet) were
chosen as w = 0.5, 1.0, and 2.0 Mm.

2.1.1. Initial Conditions and Equilibrium

Initial conditions were selected according to solar flare condi-
tions and perturbations that generate sausage magnetoacoustic
waves. Moreover, to see the differences between magnetoacous-
tic waves in the dense slab and Harris current sheet, we tried to
make both waveguides as similar as possible.
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2.1.2. Dense Slab

The dense slab is embedded in a magnetic environment with
a magnetic field given by the plasma beta parameter

)4 2uop
= = , 8
B Poe B )]

where g is assumed to be 0.1. The magnetic field Bgj,p, is parallel
to the X axis (arrow in Figure 1) and is assumed to be constant
in the entire simulation region (By, = 3.5 x 1073 T). The
dense slab is considered in equilibrium; therefore, for constant
magnetic field the kinetic pressure is also constant everywhere.
This also means that the temperature profile across the slab is
inverse to the profile of the density.

The mass density profile is considered to be constant along
the X axis and is expressed along the Y axis by the formula
(Nakariakov & Roberts 1995)

Y -Y, «
0(X. ¥) = 00 + (0uab — 00) X sech? {[%} } ©

where the power index o = 8 determines the steepness of the
profile, Y» = 12 Mm is the dense slab center in the Y direction,
and w is the half-width of the dense slab.

We selected the parameters in and out of the dense slab as
follows: the mass density oj, = 6.69 x 10~'! kg m~3 (electron
density n, = 10'® m™) and oy = 6.08 x 107'? kg m~3,
temperature 7, = 0.45 MK and T, = 5 MK, the Alfvén
velocity va_in = 0.39 Mm s~! and va_oy = 1.28 Mm s~!,
and the sound velocity ¢;_jy = 0.11 Mm s~ and ¢,y =
0.37 Mm s~ .

2.1.3. Harris Current Sheet

The magnetic field in the Harris current sheet is given by
Y-Y
B = By tanh [M] ex. (10)
w

where By, is the magnetic field at ¥ — oo and w is the half-
width of the current sheet (see also Figure 1). Magnetic field
Boy is determined from (Jelinek & Karlicky 2012)

2o p
Bow = .| 13,3“' 1n

The kinetic pressure at the center of the current sheet p is
calculated from the plasma density at the center of the current
sheet ocs. The plasma beta parameter B outside of the current
sheet is assumed to be 0.1.

Because of the zero magnetic field at the center of the
current sheet B,s = 0, one can calculate, from the condition
of equilibrium

B2
p+ ﬂ = const, (12)
0

that the distribution of the mass density in the simulation box is

mBZ(y)
2uoksT’

o(x,y) = 0Ocs (13)

where m is the proton mass and kg is the Boltzmann constant.
In our computations the magnetic field B,y is chosen as
By = 3.5 x 1073 T. The parameters in the center, at the
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Y = w, and out of the current sheet are as follows: mass
density o. = 6.69x10""'kgm=3, o, = 3.32x10" " kgm3,
and oy = 6.08x107"2kgm™3; the temperature and sound
speed are constant in the whole numerical box 7 = 5 MK
and ¢, = 0.37Mms~'; the Alfvén velocity va_. = O,
vaA_w=0.40Mms~!, and va_oy = 1.28 Mm s~!; and the plasma
beta parameter S, = oo and By, = 0.96.

2.1.4. Perturbation

We perturbed the initial equilibrium (with v = 0) by the Gaus-
sian pulse in the ¥ component of the velocity. The perturbation
point P (Figure 1), where the velocity is perturbed, was located
at the center (Xp = 100 Mm, Yp» = 12 Mm) of the numerical box.
This initial velocity pulse vy followed a profile (e.g., Nakariakov
et al. 2004, 2005)

Y (X — XP)2i| [ Y — YP)2i|
vy = Ag—exp|———|exp| ——+— |, 14
Y . p [ 2 p 2 (14)
where Ag = 1.5 x 10* ms™! is the initial amplitude of the

pulse and Ax and Ay are the half-widths of the velocity pulse
in the X and Y directions, respectively. We used the size of the
perturbation half-widths Ax = 1.5Mm and Ay = 0.5 Mm in our
whole study (except Section 4.1).

2.2. Wavelet Methods

We used wavelet power spectra for an analysis of time series
collected in selected points along the waveguide at different
distances from the initial perturbation point P. These power
spectra in our entire study are based on the wavelet analysis
technique (Torrence & Compo, 1998) with the Morlet mother
function with the parameter v = 6.

In this study we used wavelet power spectra where both
the cone of influence (COI; edge effects become important
due to finite-length time series) and the confidence level (CL)
relative to red noise were taken into account. In each time
series, only the regions outside the COI with CL above 99% are
considered significant. Thus, we studied only the most dominant
characteristic wavelet signatures.

3. TYPICAL EXAMPLES OF PROPAGATING
MAGNETOACOUSTIC WAVES IN THE DENSE
SLAB AND HARRIS CURRENT SHEET

Figure 2 shows a time evolution of the density perturbations
propagating along the dense slab (left part) and Harris current
sheet (right part) at four times: 0.5, 50, 100, and 150 s after they
were triggered by the initial perturbation in the center of the
waveguide (marked by P). The half-width of both waveguides
is w = 1 Mm. (Note that there are also negative perturbation
peaks similar to the positive ones, but they are only partly visi-
ble in the figure.) Analyzing the properties of these perturbations
(propagation velocities, dispersions, and the phases between the
density and magnetic field perturbations) for all computed vari-
ables and comparing them to theoretical studies (e.g., Roberts
et al. 1984), we recognized here three types of waves: the fast
magnetoacoustic waves (marked by F), the slow magnetoacous-
tic waves (marked by S), and the nonpropagating wave at the
location of the initial perturbation (marked by /). Both the fast
and slow magnetoacoustic waves propagate from the center of
the waveguide (location of the initial perturbation) in oppo-
site directions toward the ends of the waveguide (X = 0 and
200 Mm). While the fast magnetoacoustic waves F consist of
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Figure 2. Spatial evolution of the fast F and slow S magnetoacoustic waves propagating in the dense slab (panels (a)—(d)) and the Harris current sheet (panels (e)—(h))
expressed as ¥ = 1073(0 — 00)/00, Where @ is the density and gy is the initial density. In both cases, the waveguide half-width w is 1 Mm. The initial perturbation P
is generated in the center of waveguide (X = 100 Mm, Y = 12 Mm). Panels in both columns show propagating waves at times 0.5 s (panels (a) and (e)), 50 s (panels (b)
and (f)), 100 s (panels (c) and (g)), and 150 s (panels (d) and (h)) after their generation by the initial perturbation. The peak / remains at the site of the initial perturbation.

(A color version of this figure is available in the online journal.)

many peaks (wave train), where the smallest peaks propagate
as the first ones along the waveguide with the highest speed,
the slow magnetoacoustic waves S occur only as single peaks
during the entire evolution process. Such behavior is a natural
effect of the dispersive and nearly nondispersive properties of
the fast and slow magnetoacoustic waves, respectively.

The nonpropagating peak I differs for the slab and current
sheet. In the dense slab this peak 7 (e.g., Figure 2(d)) is a single
peak with small amplitude (comparable to the amplitudes of
slow waves) and is seen only in density perturbation records. On
the other hand, in the current sheet the peak / is relatively strong
and has a double-peak structure (e.g., Figure 2(h)). It appears in
all physical variables, but with different structural complexities.
Both these peaks / remain at the site of the initial perturbation P
during the entire simulation, and one initial perturbation causes
one nonpropagating peak /.

4. TEMPORAL EVOLUTION OF THE FAST
MAGNETOACOUSTIC WAVES AND THEIR
WAVELET SPECTRA

Time series of all physical variables were collected at detec-
tion points with a distance of 5 Mm from each other along the
whole waveguide, where a wave train of the fast magnetoacous-
tic wave propagates. For the purpose of this paper, we selected
time series of a ratio of the density perturbation (o0 — 0o) and the
initial density o, i.e., ¥ = 1073(0 — 0¢)/00. From these series
we computed the wavelet power spectra at all detection points.
Typical examples are summarized in Figure 3, where the time se-
ries and their wavelet spectra with tadpole patterns for the dense
slab (panels (a)—(c)) and Harris current sheet (panels (d)—(f)) are
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shown. The transverse half-width of the initial perturbation is in
all cases Ay = 0.5 Mm. The wavelet spectra were computed for
three values of the half-width of the waveguide, w = 0.5 Mm
(panels (a) and (d)), w = 1.0Mm (panels (b) and (e)), and
w = 2.0Mm (panels (c) and (f)), and at three detection points
located 10 Mm (panels (al)—(f1)), 30 Mm (panels (a2)—(f2)),
and 50 Mm (panels (a3)—(f3)) from the initial perturbation site.
Here, we can see that characteristic time periods of guided waves
t, increase with an increase of the width of the dense slab, in
agreement with the relation t, = 2.6w/va_j, (Roberts et al.
1984, Jelinek & Karlicky 2012). However, here, we found that
for the Harris current sheet this period is 7, ~ 2.6w/va_w,
where va_y, is the Alfvén velocity at the half-width w of the
current sheet. The wavelet spectra also confirm that tadpole
tails become longer, increasing the distance between the initial
perturbation and detection points.

In addition to these known facts, there are new details
concerning a form of the main tadpole and also additional
structures. For example, in the wavelet spectra corresponding
to the narrow waveguide (w = 0.5Mm) the tadpole heads are
suppressed for both the dense slab and current sheet. This is
consistent with the results of modeling presented in Nakariakov
et al. (2005). The situation differs for the wavelet spectra with a
broader waveguide (w = 1.0 Mm), where the tadpole heads are
more distinctly expressed for both the slab and current sheet.
The additional structures are small (arrow 1 in Figure 3) for the
slab and more significant for the current sheet (arrows 6 and 8).
Furthermore, for the broad waveguide (w = 2.0 Mm) all tadpole
heads are accompanied by additional structures (arrows 2-5,
7, and 9). There is a significant difference between additional
structures for the dense slab and current sheet. While in the slab
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Figure 3. Time series of ¥ = 10‘3(9 — 00)/00 and their wavelet spectra in the dense slab (panels (a)—(c)) and Harris current sheet (panels (d)—(f)) depending on
the half-width of the waveguide w = 0.5Mm (panels (a) and (d)), w = 1.0 Mm (panels (b) and (e)), and w = 2.0 Mm (panels (c) and (f)) and for detection points
located 10 Mm (panels (al)-(c1) and (d1)—(f1)), 30 Mm (panels (a2)—(c2) and (d2)—(f2)), and 50 Mm (panels (a3)—(c3) and (d3)—(f3)) from the initial perturbation.
Some wavelet tadpole patterns show various types of additional structures (arrows 1-9).

(A color version of this figure is available in the online journal.)
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Figure 4. Spatial distribution of ¥ 1073(0 — 00)/00 along the dense
slab at a time of 100s after the initial perturbation, where F means the
fast magnetoacoustic wave train. Top and bottom panels are for half-widths
w = 1.0Mm and w = 2.0 Mm, respectively.

(A color version of this figure is available in the online journal.)

case the additional structures (arrows 2—4) are always delayed
after the tadpole head maximum, in the current sheet case the
additional structures (arrows 6-9) always precede the tadpole
head maximum. Sometimes, we can see the preceding additional
structures also in the slab case (arrow 5), but they are always
accompanied by the delayed ones. The additional structures
(arrows 1-9) have shorter periods than the period of the main
tadpole. They are connected to an appearance of additional wave
trains in the waveguide, as shown in Figure 4. While the case
with the waveguide half-width w = 1 Mm (top panel) shows a
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rather simple wave train, the case with the waveguide half-width
w = 2Mm (bottom panel) displays several mixed wave trains.
In such a case, the main wave train at the waveguide center
(Y =~ 12Mm) causes the main tadpole, and the additional wave
trains cause the additional structures in the wavelet spectrum.
Note that the same results as presented in Figures 2 and 3 were
also obtained using the FLASH code (see Section 2).

The slow magnetoacoustic waves are expressed as a simple
“blob” on the wavelet spectrum. Because their amplitude is
much smaller than that of the fast magnetoacoustic waves, they
appear on the wavelet spectrum only at low confidence levels.

4.1. Effects of Different Half-widths of Perturbations

There is a question of whether a form of the wavelet tadpoles
can be affected by different types of initial perturbation, e.g.,
by a change in the ratio between the transverse half-width of
perturbation Ay and the half-width of waveguide w. Therefore,
we computed time series of ¥ = 1073(0 — 00)/0o and their
wavelet spectra (see Figure 5) for the dense slab (panels (a)
and (b)) and Harris current sheet (panels (c) and (d)), where
the perturbation half-width Ay was selected as Ay = 0.5w
(panels (al)-(d1)), Ay = w (panels (a2)—(d2)), and Ay = 2w
(panels (a3)—(d3)). The wavelet tadpoles were computed for
the waveguide half-widths w = 1.0 Mm (panels (al)—(a3) and
(c1)—(c3)) and w = 2.0 Mm (panels (b1)-(b3) and (d1)-(d3)).
All time series are collected at the detection point located 30 Mm
from the initial perturbation point.

As seen in Figure 5, when the waveguide half-width is
w = 1.0 Mm, there are no significant additional structures for
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Figure 5. Time series of ¥ = 1073(0 — 00)/00 and their wavelet spectra depending on the ratio between the transverse half-width of the perturbation Ay and the
half-width of the waveguide w: Ay = 0.5w (panels (al)~(d1)), Ay = w (panels (a2)—(d2)), and Ay = 2w (panels (a3)—(d3)). Wavelet spectra for the dense slab (panels

(a) and (b)) and the Harris current sheet (panels (c) and (d)) are computed for w
are collected in the detection point located 30 Mm from the initial perturbation.

(A color version of this figure is available in the online journal.)

1.0 Mm (panels (a) and (c)) and w = 2.0 Mm (panels (b) and (d)). All time series
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Figure 6. Dynamic spectrum of time series of ¥ = 1073(0 — 00)/ 00 collected
at all points along the density slab, i.e., for X = 0-200 Mm with a grid distance
of 5Mm. The first and second perturbations are generated 5 and 10 after the
start of computation, and they are located at the points with X = 70 and 130 Mm
(Y = 12 Mm), respectively. Both perturbations generate four fast (F 1-F4) and
four slow magnetoacoustic waves. Waves F2 and F3 propagate toward the
waveguide center (X = 100 Mm), and they interact at a time of 93 s (arrow 5).
The fastest and slowest spectral components of wave F4 are shown by arrows
1 and 2, respectively. Arrow3 shows one of the slow magnetoacoustic waves.

Arrow4 displays the nonpropagating peak I seen, e.g., in Figure 2.

(A color version of this figure is available in the online journal.)

the dense slab (panels (al)—(a3)). In case of the current sheet,
there are additional structures only if the perturbation half-
width is smaller than that of the waveguide (panel (c1)). When
the waveguide half-width is w = 2.0 Mm (panels (b1)-(b3)
and (d1)—(d3)), then the additional structures appear in all
cases, except the case where the perturbation and waveguide
half-widths are the same. In such a case, the tadpole head is
extended toward shorter periods (see panels (b2) and (d2)).

We also made computations for the dense slab and Harris
current sheet with the waveguide half-widths w = 0.5 Mm for
all values of Ay as in Figure 5. In these cases none of the
tadpoles have any additional structures, and all have suppressed
heads regardless of the half-width of the perturbation.

4.2. Mutual Interactions of Propagating
Magnetoacoustic Waves

We also studied wavelet spectra for the case with two per-
turbations in one waveguide, which generate several interacting
waves. We considered the same numerical box as in Figure 1,
with the dense slab having a half-width of 1.0 Mm.

An example of such wave interactions is shown in Figure 6,
where the density perturbation ‘¥ 1073(0 — 00)/00 is
excited. This dynamic spectrum is computed from time series
collected at detection points along the waveguide at locations
X = 0-200Mm and Y = 12Mm. The spatial step between
detection points along the X coordinate is 5Mm. The first
and second perturbations were initiated at locations X = 70
and 130Mm, 5 and 10s after the simulation starting time,
respectively. The initial amplitude of both perturbations is the
same, i.e., Ag = 1.5 x 10* ms~'. Both perturbations generate
two pairs of fast (F'1-F4) wave trains and two pairs of slow
waves. As presented in Figure 6, fast waves F'1 and F4
propagate toward the waveguide ends X = 0 and 200 Mm,
respectively. On the other hand, fast waves 2 and F'3 propagate
to the waveguide center (X = 100 Mm), where they interact.
First, we can see an interaction of the fastest components of
these waves, corresponding to the periodic parts of the wave
trains and also to tadpole tails in the wavelet spectra. In the
following times, slower and slower wave components start to
interact. The velocities of the fastest and slowest components
of wave F4, which are marked by arrows 1 and 2, are 1.0
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Figure 7. Wavelet spectra corresponding to a mutual interaction between two
fast magnetoacoustic waves in the dense slab. Panels (a), (b), (c), and (d) present
the wavelet spectra of time series of ¥ = 1073(0 — 00)/00 collected at points
with X = 90, 95, 105, and 110 Mm, respectively.

(A color version of this figure is available in the online journal.)

and 0.35 Mm s, respectively. Note that the most distinct and
slowest components of waves F'2 and F3, which correspond to
the quasiperiodic parts of the wave trains and also to tadpole
heads in the wavelet spectrum, interact at a time of 93 s (arrow
5). Arrow3 shows one of the slow waves propagating at a speed
of 0.1 Mm s~!. This slow wave has only one component. Arrow4
displays one of the peaks I (see Figure 2), which remains at the
location of the initial perturbation (X = 130 Mm) during the
whole simulation.

Comparing the velocities found for these waves with the
assumed Alfvén velocities in and out of the dense slab (va_i,
and va_oy) and the sound velocity in the dense slab (cs_i,; see
Section 2), we can see that the computed velocities agree with
those theoretically predicted by Roberts et al. (1984). Namely,
the velocities of the fastest and slowest components of the fast
wave train should correspond to vaA_oy = 1.28 Mm s~! and
va_in = 0.39 Mm s~!, respectively, and the velocity of the slow
magnetoacoustic wave should correspond to the sound velocity
Cs—in = 0.11 Mms~!. Note that a determination of the fastest
component of the fast wave train is not very precise because of
its very low signal at the arrival time at the detection point.

For the Harris current sheet with the same half-width w, the
dynamical spectrum is very similar to that of the dense slab
(Figure 6).

The wavelet spectra of an interaction between fast magne-
toacoustic waves F2 and F3 in the dense slab are displayed
in Figure 7. Panels (a), (b), (c), and (d) present time series
of ¥ = (0 — 00)/0o collected near their interaction region,
i.e., at the detection points X = 90, 95, 105, and 110 Mm, and
their wavelet spectra. The wavelet patterns look like they are
composed of two tadpoles. The first tadpole corresponds to the
wave train before the interaction of waves, and the second one
corresponds to the wave train after the wave interaction. Be-
cause waves F2 and F3 were not initiated at the same time
(they are separated by a small delay of 5s), the interacting
wave trains at the interaction site are similar but not the same
(not in the same state of evolution). This difference is also
found between the wavelet patterns in Figures 7(a) and (d) (and
Figures 7(b) and (c)). The wavelet spectrum of this interaction
at X = 100Mm is similar to that in panel (b2) of Figure 3.
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Figure 8. Separation of density variations according to their characteristic spatial scales. Panel (a) shows variations of the averaged density o(X) depending on the
spatial coordinate X. Panel (b) shows the wavelet power spectrum of the variable o(X). Panel (c) presents the global wavelet spectrum with individual minima at 1.6,
18, 42, and 104 Mm. Panel (d) shows the filtered spatial structure for spatial scales <1.6 Mm corresponding to a numerical noise. Panel (e) presents the filtered spatial
structure for spatial scales in the range of 1.6-18 Mm, showing both fast and slow magnetoacoustic waves. Panels (f) and (g) present filtered spatial structures with
spatial scales in the ranges 18-42 and 42—-104 Mm, respectively, showing long spatial components of the waves. Panel (h) presents the filtered spatial structure with

spatial scales >104 Mm, showing the original density profile.
(A color version of this figure is available in the online journal.)

(Note that in the ideal case where both waves (with the same
Ay) are initiated at the same time, the interacting wave trains
at the interaction site will be the same.) Far away from the
interaction site (distances >10Mm) the time series and their
wavelet power spectra show two separate tadpoles. In sum-
mary, the wavelet spectra of mutual interactions of the fast
magnetoacoustic waves depend on the evolution states of the
wave trains of both waves at the time of their interaction.

5. MAGNETOACOUSTIC WAVES SEPARATED INTO
SEVERAL SPATIAL SPECTRAL COMPONENTS

Generally, perturbations of magnetoacoustic waves are su-
perimposed on an initial waveguide profile. Thus, to display
these waves (which have relatively small amplitudes) distinctly,
we subtract the initial profile, e.g., the initial density profile
00. However, we can only make this subtraction in the case of
numerical simulations, where the profile gy is known. Such a
subtraction is impossible to make in observed data, where these
initial profiles of the waveguides are not generally known. To
mimic a situation with observed data, we analyzed data ob-
tained from our numerical simulations directly, i.e., without any
subtractions.

Note that the effect of the line-of-sight (LOS) angle can
significantly affect an observed signal. The importance of this
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effect in the observational manifestation of MHD waves in
the optically thin regime was demonstrated in Gruszecki et al.
(2012) and Antolin & Van Doorsselaere (2013). The LOS effect
is not included in numerical simulations presented in this study.

We used the method based on wavelets as described by
Mészarosova et al. (2011a). Generally, this method enables us
to separate spatial or time structures according to their spatial or
time scales. In the present case, we use this method to separate
(filter) the magnetoacoustic waves from computed densities in
the dense slab at one selected instant according to characteristic
spatial scales.

An example of such a separation is presented in Figure 8,
where we analyzed the magnetoacoustic waves at 100 s after the
initial perturbation, the same case as shown in Figure 2(c). First,
we computed the averaged density o(X) (averaged in the dense
slab along the Y coordinate, i.e., between Yy, = 11 Mm and
Ymax = 13 Mm), which is dependent on the spatial coordinate X.
This averaged density, its spatial wavelet power spectrum, and
its global wavelet spectrum are shown in Figures 8(a), (b), and
(c), respectively. The wavelet power spectrum displays tadpoles
at spatial scales of 1.6-18 Mm. These tadpoles are spatial
equivalents of the tadpoles found in time series (Section 4).
The global wavelet spectrum shows individual minima at 1.6,
18, 42, and 104 Mm. They enable us to determine the most



THE ASTROPHYSICAL JOURNAL, 788:44 (10pp), 2014 June 10

characteristic spatial variations of the averaged density o(X)
(for more details, see Mészarosova et al. 201 1a).

We used the determined characteristic spatial scales to divide
the spatial variations ¢(X) into five spatial scale intervals:
<1.6Mm, 1.6-18 Mm, 18-42 Mm, 42—-104 Mm, and > 104 Mm.
After an inversion procedure for the wavelet spectra in the entire
numerical box in the selected spatial scale ranges, we obtained
spatial structures as shown in Figures 8(d)—(h). While the spatial
structure shown in the panel (e) (spatial scales 1.6-18 Mm)
corresponds to the main spatial components of both the fast and
slow magnetoacoustic waves, the structure in panel (h) (spatial
scales >104Mm) corresponds to the initial dense slab. The
structure in panel (d) (spatial scales <1.6Mm) is numerical
noise. Besides these structures, in panels (f) and (g) we can
see the structures expressing very long spatial components
of the magnetoacoustic waves at spatial scales of 18-42 and
42-104 Mm, respectively. These components are interesting
because they show how the propagating magnetoacoustic waves
would appear in observations with limited spatial resolutions.

6. CONCLUSIONS

Motivated by our previous studies, in which we tried to
interpret various forms of the wavelet spectra of observed
data, in the present paper we made an extended parametric
study of the properties of impulsively generated fast and slow
magnetoacoustic waves propagating in the dense slab and Harris
current sheet.

The following results were obtained.

1. Both the dense slab and Harris current sheet are good
waveguides of magnetoacoustic waves. The dense slab and
Harris current sheet with the presented parameters guide the
fast magnetoacoustic waves in a similar way. They differ
in guiding the slow magnetoacoustic waves. The difference
comes from the different magnetic fields and temperature
structures of these waveguides.

2. The characteristic period of the fast magnetoacoustic waves
is given by 7, 2.6w/va—in in the dense slab and by
t, & 2.6w/va_y in the Harris current sheet, where va_i,
is the Alfvén velocity inside the dense slab and va_y, is the
Alfvén velocity at the half-width w of the current sheet.
Because in our models va_j, and va_y are similar, for
the same w in both waveguides, we obtain similar periods
and also similar tadpoles in the wavelet spectra. Therefore,
from only tadpole forms in an analysis of the observed
data, the dense slab and Harris current sheet cases cannot
be distinguished.

3. Each fast magnetoacoustic wave forms a wave train where
the components with the smallest and largest amplitudes
propagate at the highest and lowest speeds, respectively.
The slow magnetoacoustic wave propagates as a single
peak. It is a natural effect of the dispersive and nearly
nondispersive properties of the fast and slow magnetoa-
coustic waves, respectively.

4. We found a nonpropagating wave at the site of the ini-
tial perturbation in both the dense slab and current sheet
cases. In the dense slab, this wave had a single structure,
with a small amplitude, and was detected only in density
perturbation records. In the current sheet this wave was rel-
atively strong and had a double structure. It appeared in all
physical variables, but with different structural complexi-
ties. This stationary structure is known as the entropy mode
(see, e.g., Murawski et al. 2011). We showed that this non-
propagating wave can be detected in spatially resolved data.
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5. Comparing the wavelet spectra for the dense slab and
current sheet cases, computed for their different half-
widths, we found significant differences. For cases with the
narrow waveguide (w = 0.5Mm) the tadpole heads were
suppressed. For the broader waveguide with w =~ 1.0 Mm,
the additional structures on wavelet tadpole heads were
significant only for the current sheet. For the waveguide
with w ~ 2.0 Mm, the wavelet tadpole heads were extended
by the additional structures. In the dense slab case these
additional structures were always delayed after the tadpole
head maximum. The current sheet case is the opposite.
The additional structures can be explained by additional
magnetoacoustic wave trains, which appeared in broader
waveguides. Comparing the periods of these features and
that of the main tadpole, it looks like these features
could be the third harmonics of the main wave train. The
tadpoles with additional structures had already been found
in observed data. For example, in the paper by Mészarosova
et al. (2013), the right panel of Figure 8 shows a wavelet
structure similar to the one presented here in panel (bl) of
Figure 3.

6. The different half-widths of perturbation can affect the oc-
currence of the additional structures in broader waveguides
21.0 Mm. When the perturbation half-width is smaller than
that of the waveguide, the additional structures are always
significant in the current sheet, while in the dense slab they
are only significant for the waveguide half-width ~2 Mm.
When the perturbation half-width is greater than that of
the waveguide, the additional structures only occur for the
waveguide half-width ~2 Mm in both waveguide types.
In this case, these structures are suppressed comparing
with the previous case. The additional structures vanish
if the perturbation half-width is equal or similar to that of
the waveguide. Then the tadpole head is extended toward
shorter periods, especially for the broad waveguide ~2 Mm.
In observed data such wavelet structures have already been
observed, e.g., in Figure 3 of Mészdrosova et al. (2009b).

7. We studied tadpole patterns corresponding to mutual in-
teractions of waves generated by two perturbations. The
dynamical spectrum of these processes revealed (1) two
pairs of fast and slow magnetoacoustic waves, (2) many
fast wave train components, and (3) the propagating speed
of the slow waves as well as the speeds of the compo-
nents of the fast wave train that belong to the periodic and
quasiperiodic wave phases, i.e., to the wavelet tadpole tail
and head, respectively. The velocities of the fastest and
slowest components of the fast wave train and the slow
magnetoacoustic waves agree with those theoretically pre-
dicted. The dynamic spectrum of the current sheet is similar
to the dynamical spectrum for the dense slab.

8. It was shown that the wavelet spectra of a mutual interaction
of the fast magnetoacoustic waves depends on the evolution
states of the wave trains of both waves at the time of their
interaction.

9. We presented a method based on a wavelet technique
that separates the spatial components at one instance
that correspond to the magnetoacoustic waves and spatial
structure of the waveguide. This method is proposed to
search for magnetoacoustic waves in observed spatial
imaging data where the waveguide structure is not generally
known, where the observing cadence is not sufficient for
time series gathering, and when the data space resolution is
rather poor.
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‘We hope that all these results help in the correct interpretation
of the wavelet spectra of processes connected to magnetoacous-
tic waves, especially the fast magnetoacoustic waves.
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ABSTRACT

Context. The magnetic reconnection in the solar corona results in impulsively generated Alfvén waves, which drive a polar jet.
Aims. Using the Hinode/EIS 2 spectroscopic observations, we study the intensity, velocity, and full width at half maximum (FWHM)
variations of the strongest Fe XII 195.12 A line along the jet to find the signature of Alfvén waves. We numerically simulate the impul-
sively generated Alfvén waves within the vertical Harris current sheet, forming the jet plasma flows, and mimicking their observational
signatures.

Methods. Using the FLASH code and an atmospheric model with an embedded, weakly expanding magnetic field configuration
within a vertical Harris current sheet, we solve the 2.5-dimensional (2.5D) ideal magnetohydrodynamic (MHD) equations to study
the evolution of Alfvén waves and vertical flows forming the plasma jet.

Results. At a height of ~5 Mm from the base of the jet, the red-shifted velocity component of Fe XII 195.12 A line attains its max-
imum (5 kms™"), which converts into a blue-shifted velocity component between the altitude of 5—10 Mm. The spectral intensity
continuously increases up to 10 Mm, while the FWHM still exhibits low values with an almost constant trend. This indicates that the
reconnection point within the jet’s magnetic field topology lies in the corona 5—10 Mm from its footpoint anchored in the Sun’s sur-
face. Beyond this height, the FWHM shows a growing trend. This may be the signature of Alfvén waves that impulsively evolve, due
to reconnection, and propagate along the jet. From our numerical data, we evaluate space- and time- averaged Alfvén waves velocity
amplitudes at different heights in the jet’s current sheet, which contribute to the non-thermal motions and spectral line broadening.
The synthetic width of Fe XII 195.12 A line exhibits a similar trend of increment as in the observational data, possibly proving the
existence of Alfvén waves, impulsively generated by reconnection, that propagate along the jet.

Conclusions. The numerical simulations show that the impulsive perturbations in the transversal component of velocity at the recon-
nection point can excite the Alfvén waves. These waves can power the plasma jet higher into the polar coronal hole, as vertical plasma
flows are also associated with these waves due to pondermotive force. The simulated Alfvén waves match well with the observed
non-thermal broadening along the jet, which may provide direct spectroscopic evidence of the impulsively excited Alfvén waves

within the polar jet.

Key words. magnetohydrodynamics (MHD) — Sun: atmosphere — Sun: corona — waves — methods: numerical

1. Introduction

Polar coronal jets are well-observed, large-scale, and confined
plasma transients in the solar atmosphere (see Nistico et al.
2009; Nistico & Zimbardo 2012). They can significantly con-
tribute to the energy transport and the formation of nascent su-
personic wind. The exact driving mechanisms of these kinds
of jets are still debated. Broadly speaking, the two candi-
dates, namely magnetic reconnection and magnetohydrody-
namic (MHD) waves, are known to trigger these jets (e.g.
Shibata 1982; Yokoyama & Shibata 1995; Cirtain et al. 2007;
Nishizuka et al. 2008; Filippov et al. 2009; Pariat et al. 2009,
2015; Srivastava & Murawski 2011; Kayshap et al. 2013a,b, and
references cited therein). The observations of Alfvén waves as-
sociated with the polar coronal jets are either related to the imag-
ing observations of photospherically driven waves propagating
along the jet (Cirtain et al. 2007) or some transversal pertur-
bations evolved during the reconnection at the base of the jet

Article published by EDP Sciences

(Nishizuka et al. 2008). These Alfvén waves are also ubiquitous
in the localized magnetic structures (e.g. spicules, prominences,
small-scale chromospheric flux tubes) as well as in the large-
scale corona (e.g. De Pontieu et al. 2007; Okamoto et al. 2007;
Tomczyk et al. 2007; Jess et al. 2009; Mathioudakis et al. 2013,
and references cited therein).

Detection of Alfvén wave in solar magnetic structures is not
yet well established, as these waves are incompressible. In the
polar coronal plasma, these waves are observed in the form of
spectral line profile variations (Banerjee et al. 1998; Harrison
et al. 2002). Narrowing of the spectral line-width is attributed to
the dissipation of small-amplitude Alfvén waves (Harrison et al.
2002; O’Shea et al. 2005; Bempord & Abbo 2012; Dwivedi et al.
2014, and references cited therein). The growth and dissipation
of Alfvén waves have been modelled in the corona, which also
explain the observed line-width variations (e.g. Pekenulu et al.
2002; Dwivedi & Srivastava 2006; Chmielewski et al. 2013,
2014). In particular, Chmielewski et al. (2013) reported that the
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observed line broadening, particularly in the polar corona, can be
explained in terms of impulsively generated non-linear Alfvén
waves. Non-linear Alfvén waves may be the likely candidates for
transporting energy in the solar corona (Murawski et al. 2015a).
These waves can also power the large-scale, as well as confined
plasma transients, e.g. solar jets, nascent wind, and plasma flows
(Murawski et al. 2015b).

It has been reported that the Alfvén waves power various
jets (e.g. X-ray jets, spicules) and exist in a variety of coronal
magnetic structures, however, they are identified as kink waves
(Van Doorsselaere et al. 2008a,b). The existence of mixed radial
and azimuthal waves are also reported in theory and observa-
tions (Goossens et al. 2009, 2012; Tian et al. 2012; Srivastava &
Goossens 2013, and references cited therein). Numerical simu-
lations support the general interpretation of the observed oscilla-
tions as a coupling of the kink and Alfvén waves (see e.g. Pascoe
etal. 2010, 2011). Kamio et al. (2010) reported the spectroscopic
observations of a rotating coronal jet and interpreted it as an evo-
lution of kink waves and instability. The solar jets are found to be
driven by various physical processes, e.g. the direct magnetic re-
connection generated Lorentz force (Nishizuka et al. 2008), the
reconnection generated pulse (Srivastava & Murawski 2011), the
emergence and internal reconnection in small-scale kinked flux-
tubes (Kayshap et al. 2013a,b), etc. However, the pure Alfvén
waves driven coronal jets are difficult to detect because of obser-
vational constraints and the dynamic nature of the jet’s typical
magnetic field and plasma configuration.

In the present paper, we study the Hinode/EIS spectroscopic
observations of a polar jet. We find the spectroscopic signatures
of impulsively generated Alfvén waves and associated plasma
flows within the jet. We model the observed physical processes
(waves and flows) in the jet as a natural consequence of recon-
nection generated velocity pulse in the vertical and gravitation-
ally stratified Harris current sheet lying in the appropriate model
atmosphere with VAL-III C temperature (Vernazza et al. 1981).
The structure of the present paper is as follows. In Sect. 2, we
present the observational results. Section 3 describes numeri-
cal model, governing equations, initial conditions, perturbations,
and numerical solutions. In Sect. 4, the numerical results are
shown. The discussion and conclusions are outlined in the last
section.

2. Hinode/EIS observations of a polar coronal jet
2.1. Spectroscopic data and observational analyses

A polar jet is observed using 2" slit scan by EUV Imaging
Spectrometer (Culhane et al. 2006) onboard Hinode on 22 April,
20009. It is an established fact that the 40" and 266" slots ob-
serve the temporal image data, while 1”” and 2" slits are appro-
priate for the spectroscopic observations of the solar corona and
transition region (TR). The EIS observes high-resolution spec-
tra in two wavelength intervals, i.e. 170-211 and 246-292 A,
using its short-wavelength (SW) and long-wavelength (LW)
CCDs, respectively. The observed data contain spectral line pro-
files of Fe XIII 202.04 A, Fe XI 188.23 A, Fe XV 284.16 A,
Fe XI1195.12 A, Fe X 184.54 A, Si VI 275.35 A, 0V 192.9 A
and He II 256.32 A. The scanning started at 05:31:43 UT and
ended at 06:33:29 UT. The exposure time on each scanning step
was 31 s. The polar jet and related plasma column, which were
moving off the limb, are scanned fully in a single spatio-temporal
step at 06:29 UT because they went straight into the corona. This
provides us with an opportunity to understand the wave activity
along the jet, which already reached up to a certain height in the
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polar corona. The 2" slit started scanning steps over the polar
coronal hole with (Xcen, Ycen) ~ (30”7, 939”). The observation
window on the CCDs is 400 pixels high along the slit with a
width of 40 pixels in the horizontal direction. The Y-direction
covers the solar atmosphere from 740" to 1139” (400 pixels with
1”/pxiel). The direction of dispersion has the spectral resolution
of 0.02.

We apply standard EIS data reduction procedures and cal-
ibration files to the data acquired at the EUV-telescope, which
is the raw (zeroth-level) data. The subroutines can be found
in the sswidl software tree'. These standard subroutines cor-
rect for dark-current subtraction, cosmic-ray removal, flat-field
correction, hot pixels, warm pixels, and bad or missing pix-
els. The data are saved in the level-1 data file, while associ-
ated errors are saved in the error file. We choose the strong line
Fe XII 195.12 A to examine the spatial variations of the inten-
sity, Doppler velocity, and full width at half maximum along the
jet from its base get the clues of transversal waves. We co-align
the Fe XII 195.12 A map w.r.t. the long-wavelength CCD ob-
servations of Hell 256.32 A by considering it as a reference
image and by estimating the offset. The orbital and slit-tilt are
also corrected for data using the standard method described in
the EIS software notes. We perform the double Gaussian fit-
ting for the removal of the weak blend of Fe XII 195.18 A
line that affects the line profile of Fe XII 195.12 A. The fit-
ting function is a Gaussian for the line profile (see gauss_.pro
in SolarSoft), and a straight line for background continuum
(see line_.pro in SolarSoft). The fitting of the observed spec-
tral line profile gives peak intensity, centroid (measure of flows),
and Gaussian width (measure of thermal and non-thermal mo-
tions). We apply the procedure described by Young et al. (2009)
in this context, which is also available in the EIS Software
Note 17. We constrain Fe XII 195.18 Aline to have the same
width as the Fe XII 195.12 A line. We search for the blend line
Fe XII 195.18 A within the range of +0.06 A w.r.t. the centroid
of the main line Fe XII 195.12 A. We assume and require that
the contribution of the blended line is searched within max-
imum 28% limit compared to the peak intensity of the main
Fe XII 195.12 A line. We perform the fitting over binned data of
2 pixel x 6 pixel to increase the signal-to-noise ratio and to ob-
tain the reasonable fitting and estimated parameters (cf. Figs. 1
and 2). The example of the Fe XII 195.12 A fitted spectra at 14
points along the chosen slit along jet are shown in Fig. 2. These
fitted profiles of Fe XII 195.12 A are free from any contribu-
tion of the weak blend of Fe XII 195.18 A. The 14 spatial points
along the jet correspond to various heights for which the spectral
parameters are derived (Fig. 3).

The wavelength calibration and estimation of the reference
wavelength of Fe XII 195.12 A line is performed using the limb
method (Peter & Judge 1999). The box is chosen at the north
pole limb from where the integrated spectra is derived (cf. Fig. 1,
intensity map). It is likely that in and outwards motions near the
limb almost cancel each other out. Therefore, the centroid of
the line profile represents the rest wavelength of particular emis-
sion line. The Gaussian fitting gives the estimate of the reference
wavelength as 195.128 A. This reference wavelength is used in
deriving the Doppler velocities in the region of our interest (cf.
Figs. 1 and 3).

! http://www.darts.isas.jaxa.jp/pub/solar/ssw/hinode/
eis/
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Fig. 1. Intensity, Doppler velocity, and FWHM maps of Fe XII 195.12 A line, showing the polar jet moving off the limb outwards. The white line is
the position of the slit along the jet upon which the spectral parameters are estimated. The footpoint of the jet where the slit’s lowest part lies, has
the coordinates of (—28", 964”). The white rectangular box is chosen at the limb of the north polar corona from where the integrated line profile

of Fe XII 195.12 A is derived and fitted to obtain its rest wavelength.

2.2. Observational results

Figure 1 displays the intensity (left), Doppler-velocity (middle),
FWHM (right) maps of the polar coronal hole where the straight
coronal jet has already moved off the limb. The maps are related
with spectral measurements over 2 pixel x 6 pixel binned data
with good signal-to-noise ratio. The jet is visible in the left-most
part of the intensity map, and it has a typical inverted Y-shape
structure (cf. within the box in the intensity map). At the same
place, in the Doppler velocity map we see the red-shifted base of
the jet while the plasma moves outwards (blue shift) in the higher
plasma column of the jet (cf. within the box in the Doppler ve-
locity map). The blue shift and red shift measured in the off-limb
jet correspond to the line-of-sight component of velocity varia-
tions. It seems that the jet is slightly tilted towards us. Therefore,
at a certain height, the jet plasma that is outflowing towards us
provides a blue shift signature, while the downflowing plasma
towards the Sun within the jet gives the red shift. In the FWHM
map, we find the increased contribution of the line width in the
jet plasma column (cf. within the box in the line-width map).
Also, the jet is not visible in Si VII 275.35 line (Log Ty ~ 5.0),
thereby confirming that it is not formed by cool transition region
plasma. The jet is also not evident at higher temperatures. It is
found that mostly its plasma is maintained at the inner coronal
temperature of 1.0 MK. Therefore, the jet is best observed in
Fe XII 195.12 A line. We do not conjecture that it is made up of
a single temperature plasma. In the given observational baseline,
its plasma temperature can on average be around the formation
temperature of Fe XII line, i.e. Log Ty ~ 6.1.

We choose a straight slit from the base of the jet in the out-
wards direction along the jet plasma column (cf. Fig. 1). We
measure the variation of intensity (left panel), Doppler veloc-
ity (middle panel), and FWHM (right panel) of Fe XII 195.12 A
line along this chosen path (cf. Fig. 3). The first position at the
bottom of the slit is the base of the jet, which is referenced as
“zero Mm”. The rest of the slit represents the progressive height

along the jet scaled in Mm. The total height of the slit along
the jet is 56 Mm (cf. Fig. 3). We consider the estimations of
these spectral parameters along the jet up to only those heights
(=55 Mm) where spectral fitting is reasonable with fewer fitting
errors (cf. Fig. 2). It is clear from these panels that intensity is
continuously enhanced up to 10 Mm, and decreases thereafter
Doppler velocit?/ changes from its maximum value of red shift
about +5 kms™" from the base of the jet to the blue shift (out-
flows) at a height between 5—10 Mm. We find the variation of
FWHM along the same path. It is almost constant without much
variation up to 10—15 Mm (cf. Fig. 3, right panel). Above this
height, the FWHM increases from 30 mA to 55 A with a sig-
nificant positive gradient (cf. red-fitted line in the right panel of
Fig. 3). The red line shows second order polynomial fit on the
FWHM data.

2.3. Physical interpretations of the observational results

The small-scale and low-lying bright-point loops form the wide
base of the jet. They reconnect with pre-existing open field lines
and propel the jets’ plasma. This scenario is in accordance with
the model given by Yokoyama & Shibata (1995) about the coro-
nal jet formation. The red shift is maximum (+5 km sTHat5Mm
height, which means the plasma is downflowing at this location.
Above this height between 5—-10 Mm, this red shift is trans-
formed into blue shift. This vertical region acts as a reconnec-
tion region where plasma flows in both directions: the down-
flows in small-scale loops forming the base of the jet and up-
flows along open field lines of the jet forming its plasma mo-
tion higher into the corona. The region where downflows (red
shift) convert into outflows (blue shift) and intensity (thus den-
sity) tends towards its maximization indicates that reconnection
already drove the energy release below this location near the
base of the jet. The reconnection propels the plasma outwards
along the open field lines of the jet. The maximum observed blue
shift is 7.5 kms™! along the jet, however, the jet is projected
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off the limb at the north pole. The plasma motions along the
jet may have minimum contribution to the line-of-sight (LOS)
Doppler shift. Therefore, the estimated Doppler velocity should
be considered an apparent lower-bound velocity, which is not
the actual speed of the jet. This simply provides the signature of
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the outflowing plasma along the jet. The FWHM also shows the
increasing trend beyond 10—15 Mm height. The FWHM value
exactly at the base of the jet at the north polar limb is somewhat
higher, i.e. 40 mA. We can discard it because of the limb effects.
The contribution of stray light from continuum near the limb
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Fig. 3. Variation of intensity, Doppler velocity, and FWHM of Fe XII 195.12 A line along the path chosen on the polar jet from its base outwards.

The red line shows second order polynomial fit to the FWHM data.

may affect the line profile and its width. The second point of es-
timated FWHM lies even higher around 36 mA at 5 Mm where
the highest red shift (downflow) is observed. At 5.0 Mm height,
the energy release is likely to be present as downflow is max-
imum at this location. The energy release may cause the line-
width broadening of the spectral line (Somov 1994). Therefore,
the spatial points that lie in the lower segment of the jet closer to
the energy release site in the spatial range 5—15 Mm from Jet’s
footpoint, possess comparatively higher values of FWHM. As
we move away from the energy release site at higher heights, the
jet’s temperature is uniform near the formation temperature of
optically thin Fe XII 195.12 A line. Therefore, the contribution
to the FWHM increment may be mainly due to the increment in
non-thermal motions.

The reconnection generates the outflowing plasma along
jet’s open magnetic field lines, as well as the downflowing
plasma along the small-scale loops forming its base. This region
(0—15 Mm), therefore, may be the most likely place in the lower
segment of the jet around which the reconnection and related
physical processes occurred. Beyond this region, the FWHM
of the observed spectral line increases significantly because of
non-thermal motions, as evident in the observational baseline.
This FWHM broadening may be associated with the evolution
and growth of the non-linear and impulsively generated Alfvén
waves propagating along the open field lines of the jet away from
the reconnection site higher into the corona. In theory as well as
observations, Alfvén waves are found to be excited in the large-
scale polar coronal holes (Banerjee et al. 1998; Chmielewski
etal. 2013).

The FWHM also shows varying trends in and around the
observed jet, however, these trends are not so systematic and
closely correlated with intensity and Doppler velocity variations
with height as we observed within the jet. We do not present
these plots. However, we have examined the region outside the
jet’s plasma column and its inverted Y-shape base in its west-
ern side. The intensity decreases rapidly as we move outside the
limb, which is an obvious trend. However, there is no trend in
the Doppler velocity. Doppler velocity only shows weak down-
flows. The FWHM also does not show any trend in its variation
with height. In conclusion, present observations demonstrate the
signature of impulsive Alfvén waves along the jet above the en-
ergy release site near its footpoint. In the next section, we de-
scribe our model of impulsive Alfvén waves in the 2D vertical
current sheet to match with some observed properties of these
wave modes.

3. Numerical model of impulsive Alfvén waves
in 2D vertical Harris current sheet

Keeping in mind the impulsive generation of Alfvén waves
due to energy release within the observed jet, we model the

propagation of a transverse pulse in a 2D vertical Harris current
sheet. Above the reconnection point, perturbations may evolve in
the form of Alfvén waves propagating at various higher heights
as well as the driven coupled plasma flows. We consider the
height of 5 Mm in our model to launch the reconnection gen-
erated velocity pulse in a 2D vertical current sheet.

3.1. Governing equations

In our numerical model of a Harris current sheet, embedded in
a gravitationally stratified solar atmosphere, the plasma dynam-
ics is described by the following 2.5-dimensional (2.5D) time-
dependent ideal MHD equations (cf. Priest 1982; Chung 2002):

% =-0oV-u, 1
@%=—Vp+j><3+9y, 2)
DD—B =(B-V), (3)
% = —yeV v, 4)
V-B=0. (5)

Here D/Dt = 9/0t + v - V is the total time derivative, o is the
mass density, v is the flow velocity, B is the magnetic field, and
g = [0, —go, 0] is the gravitational acceleration, which is oriented
in the negative y-direction, with go = 274 ms2. Our model
does not include the radiative and thermal conductive losses.
This model may not fully describe the reconnection generated
heating and related additional plasma evolution within the jet as
we do not invoke the non-classical thermodynamical terms (e.g.
radiative and thermal losses) in the governing energy equation.
We only aim to understand the non-linear wave dynamics and
associated vertical flows along the jet.
The current density j in Eq. (2) is expressed as

1
Jj= M—O(V X B), (6)

where 1o = 1.26 x 107 Hm™! is the magnetic permeability of
free space.
The internal energy density, e, in Eq. (4) is given by

=—, )

with the adiabatic coefficient, which we set and hold fixed as
y=15/3.
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3.2. Gravitationally stratified Harris current sheet

For a static (v = 0) equilibrium, the Lorentz and gravity forces
must be balanced by the pressure gradient in the entire physical
domain

-Vp+jxXB+pg=0. (8)

The solenoidal condition, V - B = 0, is identically satisfied by
the magnetic flux function, A,

B=VxA. )

For calculating the magnetic field in the vertically oriented
Harris current sheet, we use the magnetic flux function A =
[0,0,A;] as (Galsgaard & Roussev 2002; Jelinek et al. 2012)

ol ol

Here the coefficient A denotes the magnetic scale height. The
symbol By is used for the external magnetic field and wy; is the
half-width of the current sheet. We set and hold fixed we.s =
1.0 Mm. Substituting Eq. (10) into Eq. (9) we obtain the equa-
tions for the magnetic field in the x—y plane as (Galsgaard &
Roussev 2002; Jelinek et al. 2012)

ot ool

B,(x,y) = By tanh (i) exp (—g) .
w, A

cs

A; = —Bowes ln{ (10)

Bi(xy) = By="In (n

(12

Equation (8), while written in terms of its components, attains
the following form:

dp(x.y)

D) 4 By =0, (13)
ey
% ~ Bu(ey) + 0g(x.p) = 0. (14)

Here j, is the only non-zero component of the electric current
density j, see Eq. (6), given by j, = “ln(V X B),. The condition
of integrability of the above equations leads to

do(x, y)

Hog—— =V (uoj:B). (15)
X

from which we can derive the formulae for the distribution of
the mass density (cf. Galsgaard & Roussev 2002; Jelinek et al.

2012)
cosh (i)l} sech? (i)
Wes Wes

BZ
Q(x,y):{ 0 {1+ln
HogA

+Q0} : exp(—Z%), (16)
and the gas pressure,
B2 X Bzw% X
(x,y) = {—Osech2 (—) + 22 [cosh(—)]
Py 2110 Wes 2/40/12 Wes
%094 ( y)
+=—1" -2= )+ po. 17
2 } exp\ =27 )+ po 17)

Here oy and pg are integration constants. The corresponding
plasma temperature is assumed to be T = 1.25 x 10° K.
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Fig. 4. Mass density distribution in the Harris current sheet, where the
black contours represent the structure of magnetic field. On the right-
hand side of the figure both a) vertical (for x = 0 Mm) and b) horizon-
tal (for y = 37.65 Mm, which is magnetic scale height) slices in mass
density are shown, as well as the details of the part of the simulation re-
gion illustrating the computational grid, with adaptive mesh refinement
(AMR). At the altitude y = 5 Mm the perturbation point, Lp, is marked
by full black circle.

3.3. Initial perturbation

At the start of the numerical simulation (r = 0 s), the equilib-
rium is perturbed by the Gaussian pulse in the z-component of
velocity and has the following form (e.g. Nakariakov et al. 2004,
2005):

18

2 _ L)
Vi(x,y,t=0) = A - /fl -exp [_MJ,

2
where Ag is the amplitude of the initial pulse and 4 = 4 Mm
is its width. This pulse preferentially triggers Alfvén waves. The
perturbation point, Lp, is located on the axis of the Harris current
sheet, at a distance of 5 Mm from the bottom boundary of the
simulation region (see full black circle in Fig. 4). We set the
detection points, Lp, on the current-sheet axis, at the distance
between the perturbation and detection points A = |Lp — Lp| =
10, 15, 20,25, 30, 35, 40,45, 50, and 55 Mm.

In the 2.5D model, the Alfvén waves decouple from mag-
netoacoustic waves. They can be described solely by V.(x,y, 1).
As a result, the initial pulse of Eq. (18) triggers Alfvén waves,
which are approximately described in the linear case by the wave
equation

PVyt) _

PV.(x,y, 1)
a2 calxy)

as2

19
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Fig. 5. Time evolution of velocity component V_, corresponding to Alfvén waves, at ¢ = 0, 10, 30, and 70 s from left to right.

where s is the coordinate along the magnetic line and the Alfvén
speed, ca, is defined as

BX(x, y) + B2(x. y)
Al y) = \|[—————
Hoo(x, y)

Here o(x, y) is given by Eq. (16).

(20)

3.4. Numerical solutions

We solve the 2.5D time-dependent, ideal MHD Egs. (1)—(4) nu-
merically, making use of the FLASH code (Fryxell et al. 2000;
Lee & Deane 2009; Lee 2013). It is now well tested, fully modu-
lar, parallel, multiphysics, open science, simulation code that im-
plements second- and third-order unsplit Godunov solvers with
various slope limiters and Riemann solvers as well as adaptive
mesh refinement (AMR; see e.g. Chung 2002). The Godunov
solver combines the corner transport upwind method for multi-
dimensional integration and the constrained transport algorithm
for preserving the divergence-free constraint on the magnetic
field (Lee & Deane 2009). We have used the minmod slope lim-
iter and the Riemann solver (e.g. Murawski 2002; Toro 2006).
The main advantage of using AMR technique is to refine a nu-
merical grid at steep spatial profiles while keeping a grid coarse
at the places where fine spatial resolution is not essential. In our
case, the AMR strategy is based on controlling the numerical er-
rors in a gradient of mass density that leads to reduction of the
numerical diffusion within the entire simulation region.

For our numerical simulations, we use a 2D Eulerian box
of its height H = 80 Mm and width W = 20 Mm. The spatial
resolution of the numerical grid is determined with the AMR
method. We use the AMR grid with the minimum (maximum)

level of the refinement blocks set to 3 (7). The whole simula-
tion region is covered by 12 884 blocks. Since every block con-
sists 8 x 8 numerical cells, this number of blocks corresponds
to 824 576 numerical cells.

A spatial grid size has to be less than the typical width of
the current sheet along the x-direction and the typical wave-
length of the Alfvén waves along the y-direction, respectively.
We find min(Ax) = min(Ay) = 0.04 Mm, which satisfies the
above-mentioned condition (semi-width of the current sheet is
wcs = 1.0 Mm and the estimated minimal wavelength is approx-
imately 10.0 Mm). At all boundaries, we fix all plasma quantities
to their equilibrium values using fixed-in-time boundary condi-
tions, which lead only to negligibly small numerical reflections
of incident wave signals.

4. Results
4.1. Numerical results

In a current sheet, a velocity perturbation is generated most
likely due to reconnection at a height of 5 Mm (cf. Fig. 4),
which evolves with height in the stratified solar atmosphere.
The initial pulse excites the Alfvén waves. These waves, which
are associated with the perturbations in V,, propagate along the
open magnetic field lines to higher altitudes (y-direction): see
the time evolution of V; at r = 0, 10,30, and 70 s (Fig. 5). The
initial pulse (left) spreads into upward and downward propagat-
ing waves, which are very well seen at = 10 s (second left).
Since these waves follow magnetic field lines, which are diverg-
ing with height, the left and right profiles of the Alfvén waves
move apart with y (see the right most panel).
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Fig. 6. Top, middle, and bottom panels: spatio-temporal averaged mass density o, velocity components V, , and V. at three different heights 15, 35,

and 55 Mm above the solar surface, respectively.

The associated magnetoacoustic waves produce the mass
density perturbations at various heights and also create the verti-
cal plasma dynamics. Some instantaneous mass density, V,, and
V. velocity variations at 15, 35, and 55 Mm heights along the cur-
rent sheet above the solar surface are shown in Fig. 6. At each
height, we have the temporal signatures of the perturbations of
these parameters due to the evolution of waves.

4.2. Synthetic line-width increment due to Alfvén waves

In the numerical domain, we have the evolution of Alfvén waves
in the Harris current sheet, which propagate along open magnetic
field lines in its stratified atmosphere. These Alfvén waves are
described by the perturbations in the transverse velocity compo-
nent (V2). They result in the magneto-plasma as unresolved non-
thermal motions (Banerjee et al. 1998; Chmielewski et al. 2013).
The non-thermal motions due to Alfvén waves leave their signa-
ture in the line profiles at each height in terms of their broad-
ening. The increment in the line width, therefore, provide the
signature of Alfvén wave amplification (Banerjee et al. 1998;
O’Shea et al. 2005). As mentioned above, the broadening of line
profiles due to Alfvén waves basically lead to the unresolved mo-
tions. This contribution to the spectrum, at any particular height
in the solar atmosphere, can be due to various wave trains al-
ready passed through that detection point. However, these mo-
tions are not resolved by the spectrometer though inherent within
the spectrum in terms of line broadening. Therefore, we average
over the space (entire pulse width) and time (500 s) of various
V. signals to know the resultant contribution of the unresolved
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non-thermal motions. The detailed discussions can be found in
Chmielewski et al. (2013). In this subsection, we describe the
procedure that we adopt to convert the simulated velocity sig-
nals (Vz) into synthetic line width of Fe XII 195.12 A. At any
particular height in the model atmosphere, we average the wave
velocity amplitude (V.) over the entire pulse width between
t,—250 and 1,+250 s, where t, is the arrival time of a wave signal
to that particular height (Chmielewski et al. 2013). Therefore,
the averaged transverse motions contribute to the non-thermal
unresolved motions at a particular height in the model atmo-
sphere as observed in the form of spectral line profile varia-
tion due to Alfvén waves. The averaged wave velocity ampli-
tude is scaled in terms of non-thermal speed as &2 = 0.5 sz
taking the polarization and the direction of the propagation of
Alfvén waves with respect to the line-of-sight into considera-
tion(Banerjee et al. 1998). It should be noted that this scaling
can be applicable for longer exposures. Our spatio-temporal av-
eraging of velocity signal satisfies this requirement. Using the
following formula (Mariska 1992):

2
ot = [4ln2(£) (%—BT +g2) + a'lz], 2
c m;

we estimate the synthetic line width (FWHM) of Fe XII (1 =
195.12 A; T = 1.2x 10° K) as a function of height in the model
current sheet where Alfvén waves are present. Here, o7 is the in-
strumental width associated with the Hinode/EIS spectrometer
slit. The observed line width is converted into FWHM and sub-
tracted from the instrumental width. While we derive the syn-
thetic line width of Fe XII 195.12 A from the numerical data,
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Fig.7. Variation of synthetic line width with height (diamonds) of
Fe XII 195.12 A as derived by considering the contribution of propa-
gating Alfvén waves in the Harris current sheet, and the observed line-
width broadening along the polar jet (asterisks).

we ignore this factor as it only contains the physical information
of thermal and non-thermal motions. It is clear from Fig. 7 (di-
amonds) that the synthetic line width resulting from the contri-
bution of Alfvén waves grows with height, and its trend matches
the variation of the observed line width (cf. Fig. 2, bottom panel;
beyond 10 Mm).

We conclude that the Alfvén waves excited impulsively in
our model atmosphere play a similar role like the transverse
waves excited within the observed polar jet. Therefore, we pre-
cisely constrain the physical mechanisms, i.e. reconnection gen-
erated Alfvén waves, which also play a role in triggering the
observed jet. The detailed comparison is given in the next sub-
section. The width of the formed line profile depends both on the
thermal and non-thermal contributions in the emitted plasma. It
is shown that the heating plays a crucial role in the formation
of spectral lines and its equivalent width (e.g. Peter et al. 2006).
In the present observational baseline, we have found that our
less intense jet does not show much temperature variation along
its extended part in the corona as observed by Hinode/EIS. It is
only clearly visible in Fe XII 195.12 A line, while it is not ev-
ident in cooler (Si VII 275.35 A, logT; = 5.0 MK) as well as
hot (Fe XV 284.16 A, log T; = 6.4 MK) lines. This means that
the heating episode quickly subsides after the reconnection gen-
erated origin of the jet. When it is scanned through Hinode/EIS
2"-slit, it has already reached its maximum height in the polar
corona with the plasma maintained around inner coronal tem-
perature of 1.0 MK. Therefore, the thermal width in the formed
line profiles of Fe XII 195.12 A (both observed and spectral) can
be considered as a constant width equivalent to the formation
temperature of Fe XII line, ie. Ty = 1.2 X 10° K. The non-
thermal contribution and resultant line broadening, therefore, re-
sult from the Alfvén wave amplification along the jet in its strat-
ified atmosphere.

4.3. Comparison with the observational data

The observed jet is triggered by the reconnection between low-
lying bipolar loops at its base, and pre-existing open field lines
of the polar corona. This forms the typical inverted Y-shape con-
figuration of the jet, and a vertical Harris current sheet along the
jet body. The X-type reconnection point can be created some-
where at coronal heights above the inverted Y-shape base of the
jet. We model this vertical Harris current sheet as an upper part

of the jet where waves and plasma perturbations occur. We as-
sume that the magnetic reconnection generates a velocity pulse,
which results in Alfvén waves propagation along the coronal jet.

In the observations, we find the reconnection point at a height
5—-10 Mm from the base of the jet where maximum downflow
speed is converted into blue shift at higher heights along the
jet. Up to this height, the measured FWHM is almost constant.
It grows significantly beyond this height, and maximizes up to
50 Mm height along the jet. As noted in Sect. 2, this provides the
most likely signature of Alfvén wave growth along the jet body
beyond the reconnection point.

In our model, the transverse velocity perturbations are gen-
erated due to the reconnection in the lower part of the Harris
current sheet, which correspond to Alfvén waves. Although, we
only include the reconnection generated velocity pulse in the
vertical current sheet of the jet. We obtain the time signatures
of Alfvén waves at each height, and convert them into the unre-
solved non-thermal velocity. Since mass density decreases with
height along the open field lines, Alfvén waves are amplified,
contributing more to the non-thermal motions at higher altitudes.
This results in the line width growth with height of any ob-
served line profile in the stratified solar atmosphere. The syn-
thesized FWHM (line width) due to the contribution of Alfvén
waves propagating in the current sheet along the jet body. The
synthetic FWHM also shows a similar increasing trend up to
y = 55 Mm (cf. Fig. 7). It is constant up to y = 15 Mm above
the reconnection point. Beyond the reconnection point, the ob-
served FWHM profile along the polar jet (Fig. 3, right panel)
increases. This confirms that the Alfvén waves are impulsively
excited within the typical jet morphology due to magnetic recon-
nection. Alfvén waves propagate along the jet’s open magnetic
field lines, and further leave their signatures in the form of the
observed line width variation. Moreover, the excited slow mag-
netoaoustic waves perturb the plasma and result in the vertical
flows along the magnetic field lines, which cause the jet plasma
dynamics. In conclusion, our model supports the scenario of the
evolution of non-linear Alfvén waves in the polar coronal jet,
and the associated flows that may contribute to its plasma evo-
lution. However, it should be noted that we do not consider the
jet’s plasma evolution due to heating or direct j X B force, which
may also contribute initially in its formation.

5. Discussions and conclusion

Using the Hinode/EIS data, we observe that the magnetic re-
connection takes place at the coronal height within a polar jet.
Above and below the reconnection point, the plasma shows up-
flows (=7 kms™') and downflows (+5 kms™"), respectively. This
confirms the formation of a typical reconnection-generated coro-
nal jet. We also find the line-width increment (Fe XII 195.12 A)
along the jet body beyond the reconnection point as a likely sig-
nature of the impulsively generated Alfvén waves. The observed
line width increment with height matches with its theoretically
estimated values, obtained by considering the contribution of
Alfvén waves amplitude in the unresolved non-thermal motions
of the plasma jet. The inference of this matching provides the
physics of Alfvén waves, which are driven within the coronal
jets. The reconnection within the vertical Harris current sheet
along the jet’s body trigger the longitudinal and transverse per-
turbation, which are associated with fast magnetoacoustic and
Alfvén waves. The Alfvén waves leave their signatures collec-
tively in the form of spectral line broadening with height, while
the fast magnetoacoustic waves form the plasma flows in the jet.
Linear and non-linear Alfvén waves can also be generated at the
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photosphere by granular motions. The region between the pho-
tosphere and the transition region acts as an Alfvénic resonator
(e.g. Matsumoto & Shibata 2010). In the present case, we do not
find any observational signature of Alfvén waves below 10 Mm
within the jet. Therefore, we conjecture that the Alfvén waves
are impulsively triggered above the reconnection site lying be-
tween 5—10 Mm above the footpoint of the jet. The photospheric
Alfvén waves generated by granular motions have typical initial
amplitude of a few kms™'. When they propagate higher into the
stratified atmosphere, they do amplify. However, in the present
case, the Alfvén waves are triggered in situ at coronal height
and possess the larger instantaneous amplitudes (>10 kms™").
Therefore, we abbreviate them as impulsively generated non-
linear Alfvén waves propagating along the polar jet.

The underlying reconnection can drive Alfvén waves, which
excite the vertical plasma flow. We did not aim to understand the
temporal evolution of jet plasma and its heating as previously
explored by various models (e.g. Moreno-Insertis et al. 2013).
Instead, we aim to understand the signature of Alfvén wave dy-
namics and associated vertical flows along the jet. We find the
clues of both in the form of line-width increment and Doppler
velocity distribution (blue shift) along the jet at various heights.
For this purpose, we select the Hinode/EIS scanning spectral ob-
servations to understand the spatial variation of emission (flux)
and plasma properties (flows and width) along the jet. The jet
was initially launched due to the reconnection, which may also
liberate the heat. The heat flux may be subsided during the whole
half-life time of the jet when it has already reached a maxi-
mum altitude in the polar corona. The impulsive launch of the
jet might leave other physical processes for rest of the time in
space along with the jet, i.e. Alfvén waves and associated ver-
tical flows. We observed these two physical processes through
EIS spectroscopic scan data, which also confirm the model. Our
model is simple in the sense that it does not include the radia-
tive or thermal conductive losses. As a result, this model may
not fully describe the reconnection generated heating and related
additional plasma evolution within the jet as we do not include
the thermodynamical losses in the governing energy equation. In
general, the non-consideration of these terms may not affect the
properties of Alfvén waves that evolved along the jet. However,
they do affect the mass density and temperature evolution of the
jet plasma. In our case, the jet is visible in the inner coronal tem-
perature of 1.0 MK, and it is not a very hot evolution of the jet.
Moreover, weak EUV emissions also suggest that plasma is not
well evolved along the jet spine and it is not a bulky jet as is the
case for X-ray jets and surges. To understand and compare the
properties of the triggered Alfvén waves, we consider the sim-
plified ideal situation in our model by ignoring the losses. These
thermodynamical losses will be considered in our future works
in which we will examine their effects on the evolution of tem-
perature and density within the jet.

There is only one report in the imaging X-ray observations
from Hinode/XRT, which shows that the small amplitude Alfvén
waves propagating from photosphere into the corona can drive
the X-ray jets (Cirtain et al. 2007). These important detections
are debated by Van Doorsselaere et al. (2008a,b). There are sev-
eral attempts to model the polar jets in terms of the evolution
of Alfvén waves (Kaghashvili 2009; Pariat et al. 2009, 2015;
Hollweg & Kaghashvili 2012, and references cited therein).
These models are purely analytical/numerical without any obser-
vational support. Nevertheless, they typically reveal the physics
of the jet-forming regions as to how these waves can be ex-
cited within the typical magnetic field configurations of these
jets. Nishizuka et al. (2008) proposed a model of the coronal
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jets by extending the model of Yokoyama & Shibata (1995) and
found that direct reconnection generated forces can drive both
the plasma jet and Alfvén waves at its base. Recently, Kayshap
etal. (2013a,b) reported that the reconnection in the lower atmo-
sphere can generate the pulse train and associated slow shocks
to drive the surge plasma. Shibata et al. (2007) also suggested
three types of the processes for the jet formation caused by the
reconnection at different heights. Depending upon the height of
magnetic reconnection in the pre-existing magnetic field con-
figuration of the jet, the hot X-ray, EUV, and cool jets as well
as H, surges can be triggered in the coronal, transition region,
and chromospheric reconnection, respectively. Therefore, recon-
nection can be an efficient mechanism to drive the waves/pulses
within the confined magneto-plasma system (i.e. various jets),
which can also play a role to power them. Alfvén waves are
well studied both in theory and observations in driving the small-
scale chromospheric jets (e.g. spicules; Kudoh & Shibata 1999;
Mclntosh et al. 2011).

In the present work, we have specifically made an effort to
find the signatures of reconnction within a jet at a certain height
from where the impulsively excited Alfvén waves and plasma
motions are evident. We find a good match between the observed
scenario and the given physical model of impulsive excitation of
Alfvén waves within the vertical Harris current sheet. Our model
has the appropriate temperature conditions as well as stratified
atmosphere in 2.5D framework, along with a consideration of
the transition region, which plays an important role in reflecting
the Alfvén waves. The transition region has an important im-
plication for contribution in non-thermal motions of the corona
and in the formation of spectral lines provided they are excited
below the transition region. In the present case, the site for im-
pulsive energy release lies in the inner corona. Therefore, the
excited Alfvén waves propagating in the outwards direction do
not have any influence on the transition region. Moreover, the ap-
propriate temperature conditions also set the stratification within
the model atmosphere, which result in the appropriate growth of
the Alfvén waves. Therefore, its contribution to the non-thermal
motions and corresponding synthetic line broadening are ade-
quately examined and studied. They also match the observed line
width variation along the polar jet.

In conclusion, the numerical simulations show that the per-
turbations in the transversal component of velocity above the
reconnection point within the current sheet (the upper part of
the jet and its reconnection site) can impulsively excite Alfvén
waves. This can also trigger the plasma jet higher in the polar
coronal hole as vertical plasma flows associated with magne-
toacoustic waves. The inferred contribution of simulated Alfvén
waves and their synthetic line widths match the observed non-
thermal line broadening along the jet. This provides a direct
spectroscopic signature of the reconnection generated Alfvén
waves within the polar jet in its typical magnetic field config-
uration (i.e. the Harris current sheet and its X-type reconnec-
tion site).
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ABSTRACT

An increase of electric current densities due to filamentation is an important process in any flare. We show that the
pressure perturbation, followed by an entropy wave, triggers such a filamentation in the non-potential magnetic
null-point. In the two-dimensional (2D), non-potential magnetic null-point, we generate the entropy wave by a
negative or positive pressure pulse that is launched initially. Then, we study its evolution under the influence of the
gravity field. We solve the full set of 2D time dependent, ideal magnetohydrodynamic equations numerically,
making use of the FLASH code. The negative pulse leads to an entropy wave with a plasma density greater than in
the ambient atmosphere and thus this wave falls down in the solar atmosphere, attracted by the gravity force. In the
case of the positive pressure pulse, the plasma becomes evacuated and the entropy wave propagates upward.
However, in both cases, owing to the Rayleigh—Taylor instability, the electric current in a non-potential magnetic
null-point is rapidly filamented and at some locations the electric current density is strongly enhanced in
comparison to its initial value. Using numerical simulations, we find that entropy waves initiated either by positive
or negative pulses result in an increase of electric current densities close to the magnetic null-point and thus the

energy accumulated here can be released as nanoflares or even flares.

Key words: magnetohydrodynamics (MHD) — methods: numerical — Sun: corona — Sun: flares — waves

1. INTRODUCTION

Magnetohydrodynamic (MHD) waves are omnipresent in the
solar atmosphere. Their study is one of the most rapidly
developing branches of solar physics; see the recent review by
De Moortel & Nakariakov (2012). The diversity of MHD
waves is studied in various structures, e.g., in simple density
slabs and Harris current-sheets (Jelinek & Karlicky 2012;
Jelinek et al. 2012; Mészdrosova et al. 2014), and in magnetic
funnels and open magnetic structures (Jelinek & Mur-
awski 2013; Pascoe et al. 2013, 2014). Recent numerical
results are summarized by Pascoe (2014) and are also
confirmed by observations, e.g., by Nistico et al. (2013, 2014).

Among these MHD waves is the so-called entropy wave,
(Goedbloed & Poedts 2004). Similarly to slow and fast MHD
waves, the entropy wave is the solution for the dispersion
relation in MHD equations. In this wave, the plasma velocity,
magnetic field, and gas pressure remain undisturbed. The only
disturbed quantities are the plasma density, and, as a result of
that, the temperature and entropy. In a still and gravity-free
medium, this wave is non-propagating, i.e., the phase-velocity
(or frequency) of this wave is zero with respect to the medium.
In the case of non-ideal plasma, the entropy wave has an
equivalent, which is called the thermal mode (Field 1965; De
Moortel & Hood 2003; Macnamara & Roberts 2010). This
wave has been considered in the problem of reconnecting
current sheets; see Somov (2012) and references therein.
However, this wave is generally believed to be rapidly damped
(De Moortel & Hood 2003; Murawski et al. 2011) and usually
neglected (Somov 2012). However, in the paper by Murawski
et al. (2011) it was proposed that the entropy wave at magnetic
null-points can consist of indirect observational evidence of
nanoflares in the solar corona. In the present paper, we follow
this idea, and instead of the potential magnetic null-point
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studied by Murawski et al. (2011), we consider the more
general case of the non-potential magnetic null-point. In such a
null-point, there is a free energy that can be released in the form
of nanoflares or even flares. Similarly to the paper by Murawski
et al. (2011) we assume that the entropy wave is generated by a
sudden pressure pulse: (a) the negative pressure pulse that may
result from the thermal instability or (b) the positive pressure
pulse that mimics thermal energy release.

In this paper, we show that during an evolution of the
entropy wave in the non-potential null-point the electric current
is rapidly filamentated and at some locations the current
densities are strongly enhanced. The filamentation of the
electric current is an essential process in any flare as is shown
by, e.g., Barta et al. (2011) and Nickeler et al. (2013). At
locations with the enhanced electric current densities, when
their values become greater than the thresholds for some
plasma instabilities (e.g., the ion-sound or Buneman instabil-
ity), plasma waves can be generated and the anomalous
resistivity is produced (Foullon et al. 2005; Nakariakov
et al. 2006). These processes release the magnetic field energy
through Ohmic dissipation.

This paper is structured as follows. In Section 2, we describe
our numerical model with the initial equilibrium and perturba-
tions implemented. The results of numerical simulations and
their interpretation are summarized in Section 3. Finally, we
complete the paper by concluding in Section 4.

2. MODEL

In this section, we describe physical and numerical models
of the null-point and adopt them to study entropy waves that
are triggered by pressure pulses that are launched at the null-
point.
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2.1. Governing Equations

Our numerical model describes the gravitationally stratified
solar atmosphere, in which the plasma dynamics is described
by the two-dimensional (2D), time-dependent, ideal MHD
equations (see, e.g., Priest 1982; Chung 2002):

Do

D -0V, (1)
gﬂ:—Vp—l—ij-&-g, 2)
Dt
AERCE
Dt\ o %
D) = 1)V v, 4
Dt
V-B=0. )

Here D/Dt = /0t + v - V is the material (or convective)
time derivative, o is a mass density, v flow velocity, B the
magnetic field, g = [0, —g., 0] the gravitational acceleration
with g, = 274 ms~2, and the adiabatic coefficient v = 5/3.
Current density j in Equation (2) is expressed as

j=—~v B, ®)
o
where py = 1.26 x 107 Hm™! is the magnetic permeability
of free space. The specific internal energy, U, in Equation (4) is
given by
p
U= —+——. Q)
(y—De
Similarly to Murawski et al. (2011), we neglect the radiative
losses and thermal conduction.

2.2. Initial Equilibrium

For a still (v = 0) equilibrium, the Lorentz and gravity
forces have to be balanced by the pressure gradient in the entire
physical domain,

~Vp+jxB+ 0g=0. 8)

Assuming a force-free magnetic field, j x B = 0, in the
null-point, the solution of the remaining hydrostatic equation
yields

v

= — | ——ay|, 9
Py poexp[ fyo NG y} )

&)
o) =LY (10)
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Here

Ay = £T0) an

mg.

is the pressure scale-height, which, in the case of isothermal
atmosphere, represents the vertical distance over which the gas
pressure  decreases by a factor of e ~ 2.7,
kg =138 x 1008 JK' is the Boltzmann constant and
m = 0.6 m, is the mean particle mass
(mp=1.672 x 10 kg is the proton mass), and
Py ~ 1072 Pa in Equation (9) denotes the gas pressure at the
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Figure 1. Temperature profile, 7(y), in logarithmic scale as a function of height
y in the solar atmosphere.

reference level yy. In our calculations, we set and hold fixed at
Yo = 10 Mm.

For the solar atmosphere, the temperature profile 7(y) (see
Figure 1) was derived by Vernazza et al. (1981). At the top of
the photosphere, which corresponds to the height y = 0.5 Mm,
and the temperature is 7' (y) = 5700 K. At higher altitudes, the
temperature falls down to its minimal value 7 (y) = 4350 K at
y ~ 0.95 Mm. Higher up, the temperature rises slowly to the
height of about y = 2.7 Mm, where the transition region is
located. Here the temperature grows up abruptly to the value,
T (y) = 1.5 MK, at the altitude y = 10 Mm, which is typical
for the solar corona.

The solenoidal condition, V - B = 0, is identically satisfied
with the use of the magnetic flux function, A, such as

B=V xA. (12)
Specifically, to represent the non-potential null-point, we use
A=10,0,A;]
with (Parnell et al. 1997)

A= (3 -

c=7 TN = (F+ T, (13)

where J; is the threshold current, which only depends on the
parameters associated with the potential part of the field and it
is assumed to be a constant in our calculations. The parameter
J. is the magnitude of the current perpendicular to the plane of
the null-point. Both J; and J; are free parameters that govern
the magnetic field configuration. For J;, = 0, we get a potential
null-point, for| J;| < J; a non-potential null-point, anti-parallel
magnetic field lines |J;| = J;, and an elliptical null for
| Tzl > J;. See Parnell et al. (1997) for more details. The
magnetic field at the reference level is set and held fixed as
By =10G.

The equilibrium gas pressure and mass density are computed
according to the following equations; see, e.g., Solov’ev (2010)
and KuZma et al. (2015):

1 924 9A 1(0AY
LY =pp — — ZZax+ =] 4
P, y) = py O[ o 2(8x)] 14
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Figure 2. Simulation region for the negative pressure pulse (4, = —0.75)

launched in the center of the magnetic null-point. The white solid lines
represent magnetic field lines which the typical X-shape in the center. As a
complement, the computational blocks are also shown by thin, black, solid
boxes.

O r 0*A0A
o, y)=0n() + —[ ——dx
uog@{f’y —co Qy* Ox
2
l(a_A] ,a_AVZA. (15)
2\ Ox dy

With the use of Equation (13) in these general formulas, we
obtain the expressions for the equilibrium gas pressure

B2
P, y) =p0) — =T (T + T)x? (16)
4p
and mass density
B2
06, y) =000 + =TT — T.)y- (17)
24108

2.3. Perturbations

At the start of the numerical simulation (f = 0s), the
equilibrium with the magnetic null-point is perturbed, similarly
to Murawski et al. (2011), by a Gaussian pulse of the following

)

(18)

where pg is the initial gas pressure, A, denotes the initial
amplitude of the pulse, yp = 15Mm is the position of the
perturbation point, and w = 0.1 Mm is the width of the
pressure pulse; see Figure 2. The negative pressure pulse

X2+ (y — yp)?

2

P(X7Y,I:O)ZP(){1+A;)3XP|:* "
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corresponds to A, < 0 and it mimics plasma cooling, while the
pressure pulse is represented by A, > 0 and it indicates plasma
heating, which is implemented near the magnetic null-point.
Note that, despite the negative pressure pulse, the total pressure
p(x, y, t = 0) in Equation (18) remains positive.

2.4. Numerical Code

We solve the 2D time-dependent, ideal MHD Equations (1)—
(4) numerically, making use of the FLASH code (Fryxell
et al. 2000; Lee & Deane 2009). It is now a well tested, fully
modular, parallel, multi-physics, open science, simulation code
that implements second- and third-order unsplit Godunov
solvers with various slope limiters and Riemann solvers as well
as adaptive mesh refinement (AMR; e.g., Chung 2002). The
Godunov solver combines the corner transport upwind method
for multi-dimensional integration and the constrained transport
algorithm for preserving the divergence-free constraint on the
magnetic field (Lee & Deane 2009). We use the minmod slope
limiter and the Riemann solver (e.g., Toro 2006). The main
advantage of using the AMR technique is to refine a numerical
grid at steep spatial profiles while keeping the grid coarse at the
places where fine spatial resolution is not essential. In our case,
the AMR strategy is based on controlling the numerical errors
in a gradient of mass density that leads to the reduction of the
numerical diffusion within the entire simulation region.

For our numerical simulations, we use a 2D Eulerian box of
its height H = 2 Mm; see Figure 2. Note that in this figure the
simulation region is zoomed in to display the null-point
including the initial perturbation in more detail. The spatial
resolution of the numerical grid is determined by the AMR
method. We use the AMR grid with the minimum (maximum)
level of the refinement blocks set to 3 (6). The whole
simulation region is covered by 1434 blocks. Since every
block consists of 8 x 8 numerical cells, this number of blocks
corresponds to 91,776 numerical cells, and the smallest spatial
resolution is Ax = Ay = 3.9 km.

At all boundaries, we fix all plasma quantities to their
equilibrium values, which lead only to negligibly small
numerical reflections of incident wave signals.

3. NUMERICAL RESULTS

Prior to performing numerical simulations, by making the
simulation test, we verify that for the adopted grid resolution
the system remains in numerical equilibrium, while not being
perturbed by any gas pressure pulse. After this basic numerical
test, we start to simulate the system dynamics by launching
either negative and positive initial gas pressure pulses. Because
we study the non-potential magnetic neutral point, we assume
in all considered cases that (|J;| < J;); see Parnell et al.
(1997). We perform numerical simulations for the following
cases: (a) J,/J. = 1.25; (b) J/J.=25; (¢) J/T.=5.0.
However, we show here the preferential results for
Ji/ J, = 2.5, while the results for cases (a) and (c) are simply
compared with those obtained for case (b).

3.1. Null-point with the Negative Pressure Pulse

We assume here the negative amplitude of the initial
pressure pulse, A, = —0.75. In Figure 3, we present the
evolution of the mass density. Atz = 1 s, we see that the initial
pressure pulse triggered fast and slow magnetoacoustic waves
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Figure 3. Time evolution of mass density for A, = —0.75, with a clear development of Rayleigh-Taylor instability. The black solid lines show representative
magnetic field lines.
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Figure 4. Entropy mode at t = 10 s, represented by rarefied and hot plasma regions in the case of the negative initial pressure pulse (left panel) and the positive

pressure pulse (right panel).

that propagate quasi-isotropically out of the null-point (see the
expanding circular feature at t = 1s).

Later on, as a result of the initial negative pressure pulse, the
entropy wave with the enhanced mass density and decreased
temperature is formed; see their profiles in Figure 4, left panel.
Very shortly after the initial pressure pulse (15 s), the entropy
wave, represented by the dense blob, starts to move down,

along the direction of the gravity action force. Because this
blob falls down to an environment with higher density, after
some time (=~100-150 s) the Rayleigh-Taylor (RT) instability
develops. Att ~ 350 s, the blob starts to move up because it is
reflected from high density layers and also due to the action of
magnetic tension force, and then at # &~ 400 s it moves down
again.
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Figure 5. Time evolution of mass density in the case of A, = —0.75, collected at the detection points placed at x = 0 Mm along the y axis in positions y = 15.2 Mm

(left blue line) and y = 15.0 Mm (left green line) and y = 14.8, y = 14.6, and y = 14.2 Mm (right red, green, and blue line, respectively). Note that the time axis on
the left-hand side is in the logarithmic scale, showing the very beginning of the process.

In Figure 5, we present the time evolution of the mass
density computed at different detection points. In the left panel,
we show the mass density in two detection points
(0, 15.2) Mm (blue) and (0, 15.0) Mm (green)). The initial
pressure pulse triggers large amplitude magnetoacoustic waves.
After the initial phase which lasts until # ~ 10s, and during
which fast and slow magnetoacoustic waves pass the detection
point, the mass density starts to saturate slowly to its
equilibrium value (Figure S5, left panel, blue line). This fits
the theory of entropy waves perfectly, according to which the
entropy waves affect the mass density; for a negative pressure
pulse, the mass density o should increase as is indeed observed
in the numerical experiments.

In the right panel of Figure 5, we see the evolution of the
mass density in three detection points located below the
perturbation point (y = 14.8, y = 14.6, and y = 14.2 Mm,
red, green, and blue colored lines, respectively). At the very
beginning (within the order of seconds) we can again observe
the propagating fast magnetoacoustic waves. After the passage
of magnetoacoustic waves, the system slowly relaxes to its
equilibrium state followed, after some time, by a steep increase
in mass density, depending on the position of a detection point.
Because the blob descends to the denser layers of the solar
atmosphere, the amplitude of these waves decreases, which is
clearly seen by comparing all of the lines in this plot.
Furthermore, the blue line shows how the blob is reflected from
layers at lower altitudes with higher densities.

Figure 6 consists of four panels. The upper left panel shows
the current density distribution at time ™ = 242 s, i.e., at the
time when its maximum value has been reached. From this
figure, one can see that the maximum value of the current
density is located in the vicinity of the vertical axis of the null-
point. As the mass density at this time slowly relaxes to the
equilibrium value (see Figure5 right part), the electron
velocity, according to the relation for electric current density,
J = —nev, attains its maximum as well.

In the upper right panel of Figure 6, we present the time
evolution of the maximal current density detected along the
vertical axis of the null point. Note that the vertical axis is in
logarithmic scale to show the time evolution in more detail. In
this figure, there are two maxima. The first one appears very
shortly after the initial perturbation (units of seconds). This is
very likely related to the rapid increase of mass density in the
null-point. Then, the current density rapidly decreases
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simultaneously with the mass density decrease. After
~10-15 s, the current density starts to grow slowly again, but
now as the result of the electron velocity increase.

Finally, the two bottom panels of Figure 6 illustrate the
horizontal (left) and vertical slices (right) of the current density.
The horizontal slice is taken at the point of the maximal value
of the electric current density, i.e., at (x = (—0.5, 0.5) and
y = 14.65). The vertical slice is displayed along the axis of the
null-point, i.e., at (x = 0 and y = (13.5, 15.5)). From both of
these panels and also from the upper right panel, we can find
that the maximal value of the current density is 138 % higher
than its initial value; see Table 1.

3.2. Null-point with the Positive Pressure Pulse

In this section, we consider the positive amplitude of the
initial pressure pulse, A, = +1. In Figure 7, we present the
evolution of mass density and compare it to the already
discussed case of A, = —0.75. At the beginning phase of the
system evolution, we see that fast and slow magnetoacoustic
waves are triggered by the initial pressure pulse. After their
escape from the launching place, the entropy wave is formed
similarly as in the case of A, < 0. However, contrary to the
case of A, = —0.75, its mass density is decreased and
temperature enhanced; see Figure 4, right panel. Thus, the
positive pressure pulse results in the entropy wave (blob)
moving up from (20 s), owing to its mass density which is
lower than that in the ambient medium. Between (100-200 s)
we can observe again the growth of RT instability, similarly as
in the previous case. Note that at # =~ 370 s the central part of
the mass density blob starts to move down due to the gravity
and magnetic tension force. The latter plays a role as the
magnetic field lines are frozen in the plasma.

Figure 8 shows the time evolution of the mass density in
different detection points. In the left panel of this figure, the
results for two detection points (center of magnetic null-point,
y = 15.0 Mm, green line and (y = 14.8 Mm), blue line) are
presented. Here we can see that in the center of the magnetic
null-point the mass density abruptly falls off due to the initial
pressure pulse. After a few seconds (1-10 s) the mass density
starts to increase in agreement with the theory of the entropy
wave. In the meantime, the mass density represented by the
blue line starts to relax to its initial equilibrium value. In the
right panel of this figure, we show the mass density evolution
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Figure 6. Current density for the negative amplitude of the pressure pulse, A, = —0.75, at the time when the current density reached its maximum value, 1™ = 242 s

(upper left). The black solid lines show the representative magnetic field lines. The light-green and light-blue dashed lines represent the positions of horizontal and
vertical slices (shown in the bottom panels of the figure), respectively. The time evolution of maximum values of the current density (upper right); note that the vertical
axis is in the logarithmic scale. The horizontal (y = 14.65 Mm) and vertical (x = 0 Mm) slices for the maximal current density at #™** are shown in the lower left and

lower right panels, respectively.

Table 1
Relative Ratios of Initial Current Densities with Respect to Initial Current
Density in Case (b)—Third Column and Relative Ratios of Maximum Current
Density with Respect to Their Initial Values—Fourth Column

Studied Case A, P70 ®) FANYA
—0.75 106.39
(@): J/J. = 1.25 +1.00 1.98 213.76
—0.75 137.88
(b): Fi/J. = 2.50 +1.00 1.00 246.26
-0.75 163.13
(©): T/ T = 5.00 100 0.51 28682

in three detection points located above the perturbation point
(y =152, y =154 and y = 15.6 Mm; red, green, and blue
color, respectively). Similarly to the case of the negative
pressure pulse, the mass density oscillates as a result of the fast
magnetoacoustic waves propagating through the detection
points. Later on (depending on the position of the detection

point), the large amplitude waves pass and mass density starts
to increase to its equilibrium value. We see that after a certain
time (again depending on the detection point position) the mass
density tends to decrease—this is well represented by the green
line, which results from the gravitational force, as the blob
starts to move down at time ~370s, as described in the
previous paragraph.

Figure 9 consists of four panels, similar to Figure 6. The
upper-left panel shows the current density at the time when the
current density has reached its maximal value, at ™ = 273 s.
From this figure, we can again clearly see that the maximum
value of the current density takes place in the vicinity of the
vertical axis of the null-point. For the same reason as in the
case of A, = — 0.75, the plasma velocity also attains its
maximum at this time.

The upper right panel of Figure 9 presents the same quantity
using the same scale as in the previous case of the negative
pressure pulse. In this figure are two similarly discernible
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Figure 7. Time evolution of mass density for the positive pressure pulse, A, = 41, with a clear development of Rayleigh-Taylor instability. The black solid lines
show representative magnetic field lines.
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Figure 8. Time evolution of mass density, for the positive amplitude of the pressure pulse, A, = +1, in the detection points placed along the y axis, for x = 0 Mm, at
y = 14.8 (left blue line) and y = 15.0 Mm (left green line) and y = 15.2, y = 15.4 and y = 15.6 Mm (right red, green and blue line, respectively). Note that the time
axis in the left panel is in the logarithmic scale, showing the initial phase of the process.

maxima. However, comparing the results to the first studied
case, some differences can be spotted. The first maximum is not
related to the increased mass density in the center of the null-
point due to the initial pressure pulse. Because the pressure
pulse is positive, the mass density in the launching point (center
of the magnetic null-point) decreases very quickly. On the
other hand, in the vicinity of the perturbation point the mass
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density increases, as can be seen from Figure 8. After this first
maximum, the current density starts to decrease, to the time
(3040 s), when, by the same reason as in the previous case, its
growth in time is again evident.

Finally, the two bottom panels of Figure 9 (left and right)
show the horizontal and vertical slices, respectively. The
horizontal slice has been taken at the point of the maximal
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Figure 9. Current density for the positive amplitude of the pressure pulse, A, = +1, at the time when the current density reached its maximum ™ = 273 s (upper left). The
black solid lines show the representative magnetic field lines. The light-green and light-blue dashed lines represent the positions of horizontal and vertical slices (shown in the
lower panels of the figure), respectively. The time evolution of maximum values of the current density (upper right); note that the vertical axis is in the logarithmic scale. The
horizontal (y = 15.12 Mm) and vertical (x = 0 Mm) slices for the maximal current density at ™ are shown in the lower left and lower right panels, respectively.

value of the electric current density, i.e., (x = (—0.5, 0.5) and
y = 15.12). The vertical slice is shown along the axis of the
null-point, i.e., (x =0 and y = (14.5, 16.5)). From both panels,
and finally also from the upper right panel, we can see that the
maximal value of the current density is 246 x higher compared
with the initial value; see Table 1.

3.3. Comparison of Results for Different Ratios of J, and J,

As we mentioned above, we also numerically studied the
following two cases: (a) J;/J, = 1.25 and (¢) J;/J. = 5.0.
Here we compare these results with case (b): J,/J. = 2.5,
described above in more detail.

We found that the evolution of mass density for the cases (a)
and (c) exhibits essentially the same behavior as in the case of (b)
—corresponding Figures 3 and 7. For this reason, the mass
density evolution in the selected detection points (corresponding
to Figures5 and 8) also exhibits practically non-essential
changes.
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On the other hand, we find interesting changes in current
densities for all studied cases; see Table 1. Here we present the
relative ratios of initial current densities with respect to the
initial current density in case (b)—third column, and relative
ratios of maximum current density with respect to their initial
values—fourth column. This table reveals that by increasing
the parameter J;/J,, the initial current density in the non-
potential null point increases. It is expected that if we combine
Equations (6) and (12), we can find that the current density is
directly proportional to 7, as

. By
=5

= . 19
e 19)

On the other hand, if we compare the values of maximal current
densities, we observe that with increasing 7,/ J,, the maximal
current density also increases, for both amplitudes of initial
pressure pulses. It is also clearly visible that for the positive
pressure pulse (A, = + 1.0), the maximum current density is
higher than for the negative pressure pulse (A, = —0.75).
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Table 2
The Times When the Current Density Reached a Maximum Value
Studied Case A, £EM)(s)
@: J/J. =125 -0.75 242.0
+1.00 301.0
b): J/J. = 2.50 -0.75 242.0
+1.00 273.0
©): Ji/ T = 5.00 -0.75 244.0
+1.00 259.0

In Table 2, we present the times at which the current density
for all of the studied cases reaches its maximum. We can see
that, whereas for the negative initial pulse (4, = —0.75) the
time remains practically the same, in the case of the positive
pressure pulse (A, = +1), the maximum is reached earlier for a
higher value of 7,/ J,. It is also evident that the time is higher
for the positive pressure pulse in all of the studied cases.

4. SUMMARY

We performed numerical simulations of evolution of the
entropy wave generated by the pressure pulse in the non-
potential magnetic null-point. We solved 2D, time-dependent,
ideal MHD equations using the FLASH numerical code, which
implements AMR. To make the numerical model more
realistic, we considered the initial (VAL-C) temperature profile
in the gravitationally stratified solar atmosphere. Numerical
calculations are performed for three different initial cases. We
described here only one case in detail, whereas the remaining
two are only quantitatively compared with the first one.

Our results can be summarized as follows. The initial
negative or positive pressure pulse, which mimics a sudden
cooling, e.g., produced by the thermal instability or sudden
heating caused by some energy release, leads, respectively, to
the accumulation or evacuation of plasma at the null-point. In
our case, this accumulation or evacuation forms the entropy
wave, which evolves due to gravity. The entropy wave,
produced by the initial pressure pulse of its negative amplitude,
leads to a mass density that is greater than in the ambient
atmosphere and thus it falls down, being attracted by the
gravity. In the case of the positive pressure pulse, the entropy
wave propagates upward. These entropy wave motions in both
cases are limited by the magnetic tension force.

We found that during an evolution of the entropy wave the
electric current is strongly filamented owing to the Rayleigh—
Taylor instability. At some locations, the electric current
density increases up to 138 times (negative initial pressure
pulse) and 246 times (positive pressure pulse) its initial value.

When the current density exceeds the corresponding thresh-
olds for some plasma instabilities (e.g., the ion-acoustic or
Buneman instability), then plasma waves can be generated and
anomalous resistivity is produced. These processes can release
the magnetic field energy through the Ohmic dissipation.

Comparing the numerical results in all of the studied cases,
we found that the maximum of the current density (j™* / j;)),
reached in the filamentation process, grows with the parameter
Ji/ J.. We also found that for the positive pressure pulses, the
current density reached values higher than for the negative
pressure pulses.
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Based on these results, the following sequence of processes
can be proposed. The thermal instability in the non-potential
magnetic null-point produces the “catastrophic” cooling, i.e.,
the negative pressure pulse. This pulse generates the entropy
wave and then after its evolution and filamentation process, at
locations with highly enhanced electric current densities, the
magnetic-energy release (nanoflare) takes place. For example,
the bright points in coronal EUV lines (Madjarska et al. 2003;
Tian et al. 2008) could be explained by this.

The authors thank the anonymous referee for constructive
comments that improved the paper. The authors also acknowl-
edge the Marie Curie FP7-PIRSES-GA-2011-295272 Radio-
Sun project. P.J. and M.K. acknowledge support from grants
P209/12/0103 of the Grant Agency of the Czech Republic,
and the European grant FP7-SPACE-2013-1 F-CHROMA
(No. 606862). P.J. thanks Dr. Tom Van Doorsselacre for
support of his scientific stay at the Faculty of Science, Catholic
University in Leuven, Belgium, during March-May 2015,
where P.J. almost finished this work. This work has been
supported by a Marie Curie International Research Staff
Exchange Scheme Fellowship within the 7th European
Community Framework Program and by the Polish National
Foundation grant No. 2014/15/B/ST9/00106. The FLASH
code used in this work was developed by the DOE-supported
ASC/Alliances Center for Astrophysical Thermonuclear
Flashes at the University of Chicago.

REFERENCES

Barta, M., Biichner, J., Karlicky, M., & Skala, J. 2011, ApJ, 737, 24

Chung, T. J. 2002, Computational Fluid Dynamics (New York: Cambridge
Univ. Press)

De Moortel, I., & Hood, A. W. 2003, A&A, 408, 755

De Moortel, I., & Nakariakov, V. M. 2012, RSPTA, 370, 3193

Field, G. B. 1965, Apl, 142, 531

Foullon, C., Verwichte, E., Nakariakov, V. M., & Fletcher, L. 2005, A&A,
440, L59

Fryxell, B., Olson, K., Ricker, P., et al. 2000, ApJS, 131, 273

Goedbloed, J. P. H., & Poedsts, S. 2004, Principles of Magnetohydrodynamics
(New York: Cambridge Univ. Press)

Jelinek, P., & Karlicky, M. 2012, A&A, 537, A46

Jelinek, P., Karlicky, M., & Murawski, K. 2012, A&A, 546, A49

Jelinek, P., & Murawski, K. 2013, MNRAS, 434, 2347

Kuzma, B., Murawski, K., & Solov’ev, A. 2015, A&A, 577, A138

Lee, D., & Deane, A. E. 2009, JCoPh, 228, 952

Macnamara, C. K., & Roberts, B. 2010, A&A, 515, A4l

Madjarska, M. S., Doyle, J. G., Teriaca, L., & Banerjee, D. 2003, A&A,
398, 775

Mészarosovd, H., Karlicky, M., Jelinek, P., & Rybdk, J. 2014, ApJ, 788, 44

Murawski, K., Zaqarashvili, T. V., & Nakariakov, V. M. 2011, A&A, 533, A18

Nakariakov, V. M., Foullon, C., Verwichte, E., & Young, N. P. 2006, A&A,
452, 343

Nickeler, D. H., Karlicky, M., Wiegelmann, T., & Kraus, M. 2013, A&A,
556, A61

Nistico, G., Nakariakov, V. M., & Verwichte, E. 2013, A&A, 552, A57

Nistico, G., Pascoe, D. J., & Nakariakov, V. M. 2014, A&A, 569, A12

Parnell, C. E., Neukirch, T., Smith, J. M., & Priest, E. R. 1997, GApFD,
84, 245

Pascoe, D. J. 2014, RAA, 14, 805

Pascoe, D. J., Nakariakov, V. M., & Kupriyanova, E. G. 2013, A&A, 560, A97

Pascoe, D. J., Nakariakov, V. M., & Kupriyanova, E. G. 2014, A&A, 568, A20

Priest, E. R. 1982, Solar Magneto-hydrodynamics (Dordrecht: Reidel)

Solov’ev, A. A. 2010, ARep, 54, 86

Somov, B. V. 2012, in Plasma Astrophysics, Part I, Fundamentals and Practice,
Vol. 391 (New York: Springer)

Tian, H., Curdt, W., Marsch, E., & He, J. 2008, ApJL, 681, L121

Toro, E. F. 2006, IINMF, 52, 433

Vernazza, J. E., Avrett, E. H., & Loeser, R. 1981, AplJS, 45, 635



ISSN 1845-8319

STRUCTURED MASS DENSITY SLAB AS A
WAVEGUIDE OF FAST MAGNETOACOUSTIC WAVES
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Abstract. Coronal loops are waveguides for magnetohydrodynamic (MHD) waves. These
loops are expected to be structured. Therefore, in the present paper, we numerically stud-
ied the propagation of the fast MHD waves in the structured density slab (composed from
a broad density slab with one axisymmetric narrow sub-slab superposed), and analysed
the wave signals. Then, this structured slab was divided into its components, i.e., to sim-
ple broad and narrow slabs and the same analysis was made. We compared results of both
these cases. For the calculations we adopted a two-dimensional (2D) magnetohydrody-
namic (MHD) model, in which we solved a full set of ideal time-dependent MHD equations
using the FLASH code, applying the adaptive mesh refinement (AMR) method. To ini-
tiate the fast sausage magnetoacoustic waves, we used axisymmetric Gaussian velocity
perturbation. Wave signals were detected in different locations along the slab and as a
diagnostic tool of these waves, the wavelet analysis method has been used. We found that
for the structured density slab with sufficiently sharp boundaries, i.e., for good quality
waveguides (without an energy leakage), the guided waves in the structured slab behave
similarly as in its separated (simple slab) components.

Key words: magnetohydrodynamics - flares - waves - oscillations - numerical methods

1. Introduction

The magnetically dominated solar plasma supports the propagation of var-
ious types of MHD waves. These waves were already observed in the solar
corona by modern imaging and spectral instruments in the visible light,
EUV, X-ray, and radio bands and investigated and analyzed in many the-
oretical and numerical studies. Several types of waves were recognized: a)
propagating waves (De Moortel et al. 2000), b) slow magnetoacoustic stand-
ing waves (Nakariakov et al. 2004), c) fast kink magnetoacoustic waves (Pas-
coe et al. 2010) and fast sausage magnetoacoustic waves (Pascoe et al. 2009;
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Karlicky et al. 2011; Karlicky et al. 2013 and Jelinek & Murawski 2013). For
a comprehensive review of MHD waves, see e.g. De Moortel & Nakariakov
(2012).

These waves can be excited by various processes in the solar corona. The
impulsive flare process, which provides either single or multiple sources of
disturbances, is the most probable one. Then these waves are trapped in re-
gions of higher density, e.g., in coronal loops or current sheets, which serve as
waveguides. Due to dispersion properties, the fast sausage magnetoacoustic
waves belong to the most interesting ones. Their wavelet spectra show the
typical tadpole shape where a narrow-spectrum tail precedes a broadband
head. These tadpole signatures (wavelet tadpole) were firstly observed by
the SECIS instrument in the 1999 solar-eclipse data (see Katsiyannis et al.
2003), and later in radio observations (Meszarosova et al. 2009).

In numerical simulations, up to now, the waveguides (loops) for the
MHD waves were described only by simple density slabs (see, e.g., Jelinek
& Karlicky 2012, Meszarosova et al. 2014). However, coronal loops can be
structured. Therefore, in the present paper, for the first time, we study a
propagation of the fast magnetoacoustic waves in a structured density slab.

The paper is organized as follows. In Section 2 we describe the numerical
model and simulations, including the equilibrium and perturbations. The
numerical results with the description are presented in the Section 3. We
complete the paper by conclusions in Section 4.

2. Numerical Model and Simulations

In presented numerical model we describe the plasma dynamics by the
two-dimensional (2-D) time dependent ideal magnetohydrodynamic (MHD)
equations, in the form which we used in our previous studies, e.g. (Jelinek et
al. 2012, Jelinek & Murawski 2013). These 2-D MHD equations were solved
numerically with the FLASH (parallel, multiphysics code), using the adap-
tive mesh refinement (AMR) method, see (Lee & Deane 2009, Lee 2013).
For a still (v = 0) equilibrium, we assume that the magnetic field is
parallel to the y-axis, see Jelinek & Karlicky (2012) and we used the value
By = 40 G in the whole simulation region. The mass density profile in the
slab is considered to be constant along the x-axis and along the y-axis the
mass density profile is expressed by the formula given by Nakariakov &
Roberts (1995), its graphical form is presented in Fig.1. As we choose the

52 Cent. Eur. Astrophys. Bull. 39 (2015) 1, 51-58
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Figure 1: Mass density distribution in modelled structured slab with marked perturbation
points, P;, and detection point, D. On the top of the right side of figure, we present, the
horizontal slice with points 1,2 and 3 in mass density (see the text for exact values) and
also showing the semi-widths of slabs w; and ws2. In the bottom part of the figure, the
detail of the part of simulation region showing the computational grid in used Adaptive
Mesh Refinement (AMR), is presented.

periods of wave signals in the narrow density slab to be p; = 3.0 s and
p2 = 30.0 s in the broad slab, we can find, from the following formula, the
values of mass densities in these sub-slabs and automatically also in the

structured slab:
- 2.6w

i =% (i — 0i+1)- 1
P 5 VHo (0= eit1) (1)

The distribution of the gas pressure over the whole simulation region is
supposed to be a constant, pg = 0.01 Pa, and the plasma temperature in
the simulation region is then calculated from the ideal gas law.

At the start of the numerical simulation (¢t = 0 s), the equilibrium
is perturbed by the Gaussian pulse in the z-component of velocity (e.g.
Nakariakov et al. 2004). Such type of the pulse triggers preferentially fast
magnetoacoustic sausage waves.

The perturbation points, P;, and the detection point, D, are located
on the axis of the structured slab. In Table I the exact positions of these

Cent. Eur. Astrophys. Bull. 39 (2015) 1, 51-58 53
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Table I: Geometrical and physical parameters used in our calculations, indicated for all
studied cases.

Parameter Studied case
#1 #2 #3
wy [Mm] 1.0 - 1.0
way [Mm] - 10.0 10.0
P; [Mm] 10.0 - 25.0
Py [Mm] - 50.0 492.0
D [Mm] 127.0 430.0 375.0
01 [1072kg - m~3] 35.2 - 35.2
02 [1072kg - m~3] 18.1 18.1 8.1
03 [1072kg - m~3] -~ 1.0 1.0
M ) [Mm - s71 | 0.604; 0.028 — - 0.604; 0.028
ey ¢ [Mm - s71] | 0.842; 0.039 | 0.842; 0.039 | 0.842; 0.039
3l ¢ [Mm - s7!] — - 3.578; 0.234 | 3.578; 0.234

points for all studied cases are presented. For the wavelet analysis of wave
signal, collected at the detection point, we used the Morlet wavelet, which
consists of a plane wave modulated by a Gaussian, see (Farge 1992, Torrence
& Compo 1998). The wave periods are estimated from the global wavelet
spectrum as the most dominant period in this spectrum.

For our numerical simulations we used a 2-D Fulerian computation box
of (=7.5,7.5) Mm x (2.0, 102.0) Mm for the case #1 and (—50.0, 50.0) Mm x
(2.0,502.0) Mm for the cases #2 and #3, respectively. The spatial resolution
of the numerical grid was determined with the AMR method and we used
the AMR grid with the minimum (maximum) level of the refinement blocks
set to 3 (7) in all studied cases. For more details and better understanding
of the described situation, see Fig. 1. We used free-boundary conditions in
our numerical model, so that the waves could freely leave the simulation
box without any significant reflection.

3. Numerical Results
We numerically studied three cases: #1 fast magnetoacoustic waves in the

simple narrow and high density slab (sub-slab), initiated by the velocity
pulse with a semi-width of Ay = 0.5 Mm, #2 waves in the simple broad
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Figure 2: Studied cases #1 and #2 (left and right columns)- time evolution of mass
density 0(0; D) — 00(0; D) (upper panel); corresponding wavelet analysis with typical
tadpole shape (middle); bottom panel: the global wavelet spectrum of the incoming signal
(full blue line) with dominant wave period (red dot), and the 99% significance level (dash-
dotted green line).

and low density slab, initiated by the velocity pulse with a semi-width of
Ao = 5.0 Mm, and finally #3 waves in the structured density slab, initiated
by both of these pulses. As we found in our previous numerical studies
(e.g. Jelinek et al. 2012), the quality and the shape of the wavelet tadpole
strongly depends on the distance between the perturbation and detection
point. The time of the first arrival of wave signal to the detection point is
proportional to this distance and indirectly proportional to external Alfén
speed (Roberts et al. 1984). Because of the fact that in both sub-slabs we
have different Alfvén speeds (see Table I) we have to shift both perturbation
points to each other in the case of structured mass density slab to allow the
wave signal arrive to detection point at the time when both of wave signals
can interact.

In the first part of our paper, we studied the fast sausage waves in
isolated simple density slabs; in the narrow and high density slab (case
#1) and in the broad and low density one (case #2). Obtained results
are summarized in Fig. 2, where the time evolution of the wave signals and
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Figure 3: Studied case #3 — left column: the time evolution of mass density ¢(0;D) —
00(0; D) (upper panel); corresponding wavelet analysis with typical tadpole shape (mid-
dle); bottom panel: the global wavelet spectrum of the incoming signal (full blue line)
with dominant wave period (red dot), and the 99% significance level (dash-dotted green
line). Right column: detailed views to the parts displayed as black rectangles in the left
column.

corresponding wavelet spectra with estimated wave periods for both studied
cases are presented. As follows from the tadpole structures in the cases #1
and #2, we detected the fast sausage magnetoacoustic wave propagating
in both of these slabs (waveguides). The periods were estimated as 3.5 s
and 37.7 s (see Fig. 1, bottom parts), and their ratio is thus about 10.
The periods and its ratio are fully consistent with analytical formulae for
calculation of periods in such slabs and agree with the results obtained in
our previous studies, see e.g. (Jelinek & Karlicky 2012, Jelinek et al. 2012
or Meszarosova et al. 2014).

Then, in the second part of our study, we studied the propagation of the
fast magnetoacoustic waves in the structured density slab (composed from
the above mentioned simple slabs). The results are summarized in Fig.3.
The left part of this figure describes the global process, and the right part
the process in zoomed interval. Once again, the time evolution of the wave
signal and its wavelet spectra are shown; together with the estimated periods
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(3.5 and 32.9 s). As can be seen here, the structured density slab serves as
the waveguide of two fast sausage magnetoacoustic waves. Their periods are
close to those detected in the isolated simple slabs. The boundaries in all
studied cases were sharp, therefore the slabs are of good quality, i.e. without
an energy leakage out of slabs. For smoother boundaries of slabs there is
an exchange of the wave energy in the structured slab (between narrow and
broad slabs) and therefore there can be observed the mixing of the waves.

4. Conclusions

In this paper we numerically studied propagation of the fast sausage mag-
netoacoustic waves in the structured density slab with one axisymmetric
sub-slab. We also divided the structured density slab into its parts (broad
and low density slab and narrow and high density slab) and compared prop-
agating waves and their wavelet spectra in all these cases. We found that
for the structured density slab with sufficiently sharp boundaries, i.e., for
good quality waveguides (without an energy leakage), the guided waves in
the structured slab behave similarly as in its separated (simple slab) com-
ponents.
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Abstract Magnetohydrodynamic (MHD) oscillatory processes in different plasma systems,
such as the corona of the Sun and the Earth’s magnetosphere, show interesting similarities
and differences, which so far received little attention and remain under-exploited. The suc-
cessful commissioning within the past ten years of THEMIS, Hinode, STEREO and SDO
spacecraft, in combination with matured analysis of data from earlier spacecraft (Wind,
SOHO, ACE, Cluster, TRACE and RHESSI) makes it very timely to survey the breadth
of observations giving evidence for MHD oscillatory processes in solar and space plasmas,
and state-of-the-art theoretical modelling. The paper reviews several important topics, such
as Alfvénic resonances and mode conversion; MHD waveguides, such as the magnetotail,
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coronal loops, coronal streamers; mechanisms for periodicities produced in energy releases
during substorms and solar flares, possibility of Alfvénic resonators along open field lines;
possible drivers of MHD waves; diagnostics of plasmas with MHD waves; interaction of
MHD waves with partly-ionised boundaries (ionosphere and chromosphere). The review is
mainly oriented to specialists in magnetospheric physics and solar physics, but not familiar
with specifics of the adjacent research fields.

Keywords Magnetohydrodynamic waves (e.g., Alfvén waves) - MHD waves, plasma
waves, and instabilities - Magnetic pulsations - Corona - Solar activity - Flares

1 Introduction

The solar corona and the Earth’s magnetosphere are undoubtedly the most studied natural
plasma systems. Both consist of highly ionised plasmas penetrated by a magnetic field,
that plays the decisive role in the structure, short-term dynamics and long-term evolution
of these plasmas. The solar corona and the Earth’s magnetosphere are the key elements of
the solar-terrestrial connections and hence attract growing interest in the context of space
weather and climate. Moreover, both the corona and the magnetosphere are natural plasma
laboratories, where one can find the combinations of physical conditions of broad interest.
In particular, there are conditions directly relevant to the efforts in controlled fusion. Also,
the corona and magnetosphere are priceless for the investigation of fundamental physical
processes operating in natural and laboratory plasmas (e.g. magnetic reconnection, wave-
particle interaction, macroscopic and microscopic instabilities, charged particle acceleration,
turbulence). One of these basic physical processes is magnetohydrodynamic (MHD) waves.
In both the Earth’s magnetosphere and the solar corona MHD waves are well observed with
satisfactory time and spatial resolution, mainly because of the recently commissioned new
generation of space-borne and ground-based observational tools.

MHD waves are propagating or standing perturbations of macroscopic parameters of
the plasma (see Alfvén 1942, who was eventually awarded the Nobel prize in 1970). More
specifically, MHD waves can perturb the magnitude and direction of the magnetic field, the
plasma mass density and associated concentrations of individual species (e.g. electrons and
positive ions), plasma temperature and gas pressure. In addition, MHD waves include pertur-
bations of the electric field, electric current, and macroscopic (or bulk) flows of the plasma.
Essentially, the presence of MHD waves is connected with MHD restoring forces associ-
ated with the magnetic tension and total (gas plus magnetic) pressure, and with the plasma
inertia, caused by the frozen-in condition (perpendicular motions of the plasma lead to the
change of the magnetic field geometry, and the other way around). MHD waves have been
intensively studied in the Earth’s magnetosphere for several decades. In the solar corona, the
main interest in MHD waves appeared more recently, in the late 90s, with the first observa-
tions of these waves with high-resolution extreme-ultraviolet (EUV) imagers on the space
missions SOlar and Heliospheric Observatory (SOHO) and Transition Region and Coronal
Explorer (TRACE). Both coronal and magnetospheric observations provide us with abun-
dant information about MHD waves. In both the fields, there is a number of elaborated
theoretical models addressing specific observational properties of MHD waves. Responding
to the intensive research activity in the MHD wave studies, there are a number of com-
prehensive reviews of different aspects of the topic, see, e.g. Zaitsev and Stepanov (2008),
Petrosyan et al. (2010), Banerjee et al. (2011), Patsourakos and Vourlidas (2012), De Moor-
tel and Nakariakov (2012), Stepanov et al. (2012), Mathioudakis et al. (2013), Liu and Of-
man (2014) for most recent “solar” reviews, and Guglielmi and Pokhotelov (1996), Walker
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(2005), Alperovich and Fedorov (2007) for “magnetospheric” reviews. Regrettably, in the
majority of cases MHD wave phenomena in the solar corona and the Earth’s magnetosphere
are studied separately. Moreover, cross-talk between these two communities who are study-
ing rather similar plasma environments is complicated by the use of different terminology
and different observational techniques.

A comparative study of physical phenomena associated with MHD waves in the corona
and magnetosphere provides us with promising basis for deepening our understanding of
MHD waves in general. Moreover, the complementarity of the knowledge gained by both
these research communities, and exploitation of differences and similarities of MHD wave
dynamics in the corona and magnetosphere can bring breakthrough results to both research
branches, and is of unequivocal importance for MHD wave studies in other astrophysical,
geophysical, space and laboratory plasma systems. The aim of this review is to initiate the
mutually beneficial dialogue between the research communities specialising in MHD wave
studies in the solar corona and the Earth’s magnetosphere. To begin with we shall briefly in-
troduce the basic properties of coronal and magnetospheric plasmas, aiming to establish the
common terminology and create the ground for the further discussion. This will be followed
by the discussion of specific phenomenology and theoretical modelling. In the end, we de-
scribe the similarities and differences between the observed MHD waves. Most notably, in
the solar corona the waves are measured through remote-sensing and only the collective
oscillation parameters can be measured. On the other hand, in magnetospheric waves in-
situ parameters are measured, but often the global picture is lacking and no detailed spatial
information is available.

MHD wave processes in the terrestrial magnetosphere are observed as ultra-low fre-
quency (ULF) waves in the frequency band from fractions of mHz to a few Hz. Interestingly,
despite very different spatial scales, MHD wave processes observed in the solar corona have
frequencies in the same band. We describe both theoretical models and analysis of obser-
vational ground and satellite data. We have tried not just to review separately ULF waves
in the magnetosphere and solar coronal waves, but to provide, on one hand, observational
and theoretical ideas from magnetospheric physics which could be applied in solar physics
and the other way around. In addition, we outline unresolved problems, where the expe-
rience and expertise gained in the general MHD wave community is of great importance.
This review is mainly oriented to specialists in magnetospheric physics and solar physics,
but not familiar with specifics of the adjacent research fields. In other words, the solar part is
written for magnetospheric physicists, whereas the magnetospheric part—for solar special-
ists. The comprehensive reference list would be too lengthy and might exceed the review
length. Therefore, we have provided references to key papers and reviews only, whereas
many important observational studies or historic aspects of a problem have been omitted.

1.1 What Is the Solar Corona?

The corona of the Sun is the upper-most part of the solar atmosphere. It consists of almost
fully-ionised hydrogen plasma, with about 20 % (by mass) of alpha particles and much
lower fraction (less than 2 % by mass) of ions of heavier chemical elements. The corona
lies above the partly-ionised and relatively cool region of the solar atmosphere, the chro-
mosphere, where the temperature is a few tens of thousand K, and the mass density drops
down with height from about 1073 gcm™ to 10~'% gecm™ in about 3000 km. In the corona,
the mass density keeps decreasing with height, with the typical values of 1071 gcm™3. The
corresponding value of the electron concentration is of the order of 10% cm™3. Typically,
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1.2.4 Main Differences Between the Corona and Earth’s Magnetosphere

The solar corona and terrestrial magnetosphere are seemingly very different plasmas: plasma
of the low corona is collisional (see the estimations in Sect. 1.1, showing that typical col-
lision times much shorter than the observed wave periods), whereas the magnetospheric
plasma is collisionless. Nonetheless, MHD approach works well for both those two opposite
extreme situations. MHD theory was elaborated to describe motion and waves in a highly-
conductive fluid, such as highly-collisional plasma of the solar corona. However, even in a
collisionless plasma, such as the near-Earth plasma environment, the single-fluid MHD ap-
proach can be applied for large-scale wave processes owing to a nearly-infinite field-aligned
conductivity (e.g. Kadomtsev 1982). Only for small-scale processes in the magnetosphere
(a relevant scales are given in Sect. 12) the assumption of the infinite field-aligned conduc-
tivity, and hence the applicability of the MHD approach, may be violated. These small-scale
ULF waves, as well as processes where large-scale wave interaction with a small group of
resonant particles are involved, should be described by the kinetic approach, with the use of
the Vlasov equation.

Concerning the ion cyclotron frequency, frequencies of both MHD oscillations in the
corona and the long-period part of ULF waves in the magnetosphere (e.g., Pc3-5 and Pi2-3
pulsations) are much lower than it. Only high-frequency part of magnetospheric ULF waves
(e.g., Pcl and Pil pulsations) has the frequencies approaching the lowest values of the mag-
netospheric proton cyclotron frequency, near the tops of the magnetic field lines. These
pulsations are associated with electromagnetic ion-cyclotron waves.

Another important difference is connected with the minor species, which should be
taken into account in the consideration of low-frequency cyclotron resonances (e.g. Cranmer
2002). If in the corona the heavy elements are highly ionised (e.g. Fe 1X, He 11, O V1), in the
magnetosphere the lower ionisation states, e.g. O1 and HeI are abundant.

Observational approaches in these two plasma environments are very different too. The
main difference compared to coronal MHD wave observations is that in the magnetosphere
and on the ground, observations are in-situ point observations, while solar observations are
obtained from remotely sensed images of the phenomenon as a whole. Thus, coronal obser-
vations allow us to study simultaneously the time and spatial evolution of the waves, e.g.
resolving both the wavelength and the wave period. However, these observations may be af-
fected by insufficient time and spatial resolution, and are affected by optically-thin effects,
i.e. the integration along the line of sight. On the other hand, magnetospheric observations
are usually not restricted by the resolution, but may lack the spatial information.

Thus, the similarity between the solar coronal and Earth’s magnetospheric plasmas
should be exploited with serious caution. There is a number of fundamental physical dif-
ferences that need to be taken into account. Nevertheless, despite the important differences
of these two plasma environments, in the following discussion we attempt to establish the
ground for the consolidated understanding of MHD wave processes in the magnetosphere
and the corona.

2 Global Propagating Waves in Solar Corona
2.1 Observations of Global Coronal Waves

There is not any observational evidence of global oscillations of the solar corona, similar to
the low-degree acoustic oscillations of the solar surface. The largest example of the coronal
MHD wave activity is propagating global coronal waves. The first detection of global coro-
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Streamers CMEQBubble

STA

Fig. 3 First quadrature observations from STEREO of a CME-EUV wave event. Top panel: temporal se-
quence of CORI-EUVI 195 A images from STEREO-A, showing the evolution of the wave on the solar
disk and the CME in the coronagraph from a lateral perspective. Bottom panel: front view of the wave from
STEREO B, with a clear circular wave front. From Patsourakos and Vourlidas (2009)

nal waves was achieved by the Extreme ultraviolet Imaging Telescope (EIT) aboard SoHO,
which was launched in 1995. Large-scale coronal disturbances propagating in the form of
arc or circular bright fronts were captured in the images at 195 A (see Fig. 3). These dis-
turbances, also referred to as coronal bright fronts (CBF), are usually generated after strong
impulsive releases of energy and cover a significant portion of the solar disk, comparable
with the solar disk radius. The perception of a propagating wave is additionally enforced by
a trailing and expanding dimming region (signature of the evacuation of the plasma), high-
lighted using a running difference method. They were named as “EIT waves”, in virtue of the
instrument that has permitted their discovery (Thompson et al. 1999), and were immediately
interpreted as the manifestation of a fast-magnetoacoustic mode, i.e. a compressive wave
propagating quasi-perpendicularly to the direction of the local magnetic field (e.g. Wang
2000; Ofman and Thompson 2002). Almost twenty years from their discovery, a great de-
bate about their nature, formation and relationships to flares and CME:s is still ongoing. This
debate has been further stimulated by observations from the follow-up and currently oper-
ative space missions, e.g. STEREO and SDO. For this reason, EIT waves are now referred
with the generic name of “EUV waves” or global coronal waves (Fig. 3). For a detailed
perspective on the topic, the reader is invited to refer to the reviews of Gallagher and Long
(2011), Patsourakos and Vourlidas (2012) and references therein.

The first possible identification of large-extended disturbances propagating in the so-
lar atmosphere should actually be moved backward of thirty years. Indeed, observations
in the Ho channel of the chromosphere, which is the layer just below the corona, led
to detecting large-scale arc-shaped fronts propagating away from a flaring region at very
high speeds ranging between 5001500 kms~! (for comparison, chromospheric sound and
Alfvén speeds are about one or two orders of magnitude lower). These rapidly-propagating
chromospheric disturbances are known as Moreton waves, after the name of the discoverer
(Moreton 1960), and they were interpreted and modelled in terms of a fast MHD shock
that propagates in the corona and sweeps through the underneath chromosphere. The wave,
refracted towards a low Alfvén velocity region, sharpen into an enhanced fast-mode shock
wave that could emit type II radio bursts (Uchida 1968) (which are slowly-drifting spectral
features that are usually associated with electrons accelerated by the shock front). Thus,
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Fig.4 Example of a Moreton wave observed with the Solar Magnetic Activity Research Telescope (SMART)
(http://www.hida.kyoto-u.ac.jp/SMART/). The region “M” in the left panel outlines the region of interest
from where a sequence of Ho images are given in normal intensity (top-right panel) and running difference
intensity (top-bottom panel). The Moreton wave front is marked by white plus signs. From Asai et al. (2012)

the EIT waves detected in the corona have been regarded as the coronal counterpart of
chromospheric Moreton waves. However, several studies showed big discrepancies between
Moreton and EIT waves, especially in the estimate of the propagation speed. An example is
shown in Fig. 4.

The main features of global EUV waves as deduced from the analysis of numerous ob-
servations can be summarised as follows:

— Global coronal waves are mainly seen as a single wave front (a solitary wave).

— They appear to be triggered by impulsive energy releases, such as flares or CMEs. Precise
statistical studies show that EUV waves are more associated with CMEs rather than flares.
Without CMEs, even a powerful flare cannot produce global waves (Biesecker et al. 2002;
Chen 2006). Generally, the appearance of a global coronal wave implies an expanding
CME although occasionally the white-light coronagraph may not be able to detect it due
to sensitivity. Correspondingly some slow CMEs are not accompanied by clear global
coronal waves possibly because the intensity enhancement is too weak.

— EUV waves propagate in the form of a circular or large arc-shaped bright front of the EUV
emission, with a typical speed in the range of 200-500 kms ™', followed by an expanding
dimming region. The dimming is associated with the evacuation of the coronal plasma due
to the lift-off of the associated CME flux-rope. Few events reveal a dome-like structure,
resulting in a 3D expansion (radial and lateral directions) of the EUV wave (Veronig et al.
2010).

— Kinematic analysis of several events (Fig. 5) show that, after being excited, the wave
fronts are drastically decelerated (Veronig et al. 2008; Long et al. 2011) and the magnitude
of the deceleration is even higher for waves with higher initial speeds (Warmuth and Mann
2011).
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— understand better the relationship of EUV waves with powerful flares, type Il radio bursts;

— define the 3D evolution of EUV waves and their related CMEs, in particular the physical
mechanism for the decoupling of the EUV and CME fronts in the early stages of the
evolution;

— the processes occurring during the propagation of EUV in the corona, the response of the
coronal medium to the wave transit, quantification of the rate of transmission/reflection
through coronal holes, magnetic separatrices and other obstacles;

— deeper understanding of the relationship between global coronal and chromospheric
waves;

— determination of the thermal evolution of the EUV waves;

— revealing the effect of fine structuring (the effective dispersion and dissipation) on the
wave evolution, including wave scattering and coupling with other modes.

The phenomenon of global coronal waves seems to be similar to impulsive fast magne-
toacoustic disturbances propagating in the Earth’s magnetosphere, discussed in Sect. 5.4.2.
This similarity and its implications need to be studied.

3 Magnetospheric MHD Waveguides and Resonators

Natural MHD resonators and waveguides formed by various plasma non-uniformities play
an important role in both coronal and magnetospheric physics. Their occurrence causes the
effects of wave dispersion, refraction, mode coupling, and the possibility of significant ac-
cumulation of the wave energy in certain regions of outer space, where this wave power can
influence dynamics of charged particles. Also, an MHD resonator can form a fine multi-
peak structure of MHD wave spectra, which can be used as a tool for “hydromagnetic spec-
troscopy” of the space environment, known as MHD seismology. In this section we discuss
these phenomena in the Earth’s magnetosphere.

3.1 MHD Waves in a Cold Plasma

In a cold plasma (i.e. 8 =0, a very good approximation for the majority of the magne-
tosphere), MHD modes can be described by Maxwell’s equations with the dielectric per-
meability being derived via ideal MHD as &, = ¢?/ V2, where c is the speed of light. For
curved field lines it is convenient to use a field-aligned orthogonal curvilinear coordinate
system {x', x2, x3}, in which the field lines play the role of coordinate lines x3, the stream
lines are coordinate lines x2, and the surfaces of constant pressure P (magnetic shells) are
coordinate surfaces x! = const (Fig. 8). Coordinates x' and x? represent the radial and
azimuthal coordinates. The physical length along a field line is expressed in terms of an in-
crement of the corresponding coordinate as dl| = ./gzdx>, where g3 is the component of the
metric tensor, and ,/g3 is the Lamé coefficient denoted as k3. Similarly, for the transverse
direction we have dl; = \/grdx", and dl, = \/ﬁdxz. The corresponding Lamé coefficients
are hy = ,/gy and h, = ,/g>. The determinant of the metric tensor is g = g 8>83-

As any electromagnetic field can be decomposed into the potential and non-potential
parts, the MHD wave electric (e) and magnetic (b) fields are decomposed into two modes:
the Alfvén mode in which the disturbed magnetic field b, is perpendicular to the equilib-
rium field By and divergence-free, V -b; =0, and thus the longitudinal component vanishes,
by = 0; and the fast magnetoacoustic mode in which b, is curl-free, V x b, =0, and thus
the field-aligned component of the current vanishes, j; = 0. The electric field e has only
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Fig. 8 The field-aligned x1=b >a
orthogonal curvilinear coordinate

system {xl, xz, x3} for the
Earth’s magnetosphere, in which

the field lines play the role of

coordinate lines x3, the stream s

lines are azimuthal coordinate

lines x2, and the magnetic shells

are radial coordinate surfaces

x! = const. From Mager and

Klimushkin (2008) ‘ \
)

X3= const

components transverse to the magnetic field, as &y — o0o. A 2D electric field e; can be
decomposed into the potential (Alfvénic) and solenoidal (magnetoacoustic) parts, charac-
terised by the potentials @ and ¥, correspondingly, as

eJ_=—VJ_<D—|—VJ_><eHlI/. (2)

Thus, linearised MHD equations for waves with the frequencies w and wave vector k =
(k1, ky, k3) (where the indices correspond to the axes of the curvilinear coordinate system
shown in Fig. 8) in an inhomogeneous plasma immersed into a curvilinear magnetic field
can be reduced to the following set

La®+ LW =0,

R . (3
Ly¥ + LY@ =0,
where f,p(w) is the fast magnetoacoustic operator
A V24 V} A A
L]::—AliS +2 AAL—[alﬁLpﬁal_kgﬂLTi}s (4)
V2 NN/ J& V&

with A = 91(g2//8)91 — k3(g1//8), and V; is the sound speed and Vj is the Alfvén

speed; Ly is the Alfvénic operator that comprises the Alfvénic toroidal L+t and Alfvénic
poloidal Lp operators,

Lp=0,L10, —k3Lp,
with

. w? A )
Pr—a82a, 4 V8O Pp—a, g Y8, )

Vv a1 Vi

and coupling between the modes is determined by the operator L.,

# o’ &, & 81, &
L =lk2<31—> + [8133—33—”{2 — ik233—33—81];
: Vi NG NG
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contrast is for the lower harmonics (n = 1-2). Variations of Q-factor for higher harmonics
(n = 3—4) are less significant: from about 3—5 during daytime up to about 7 during nighttime.

4 Coronal Plasma Non-uniformities as Magnetoacoustic Waveguides and
Resonators

As the plasma of the solar corona is observed to be highly filamented along the magnetic
field, the main building block of the coronal wave modelling is the theory of MHD modes of
a plasma cylinder. This model is used for the description of dynamical processes in a number
of plasma structures of the corona, e.g. loops of active regions and post-flare arcades, various
filaments, plumes in coronal holes, etc.

Consider a straight cylindrical magnetic flux tube of radius a, filled in with a plasma with
the properties different from the surrounding plasma. The magnetic field is directed along
the axis of the cylinder, that coincides with the z-axis. In the simplest case, the equilibrium
physical parameters experience a jump at the boundary of the cylinder and are constant
elsewhere. Thus, inside the cylinder, the mass density, the plasma temperature and pressure,
and the parallel component of the magnetic field are pg, po, Tp and By, respectively, while
the values of these quantities outside the cylinder are pe, pe, T and B.. The equilibrium
condition is the continuity of the total pressure Py, which is the sum of the plasma and
magnetic pressures, across the boundary,

By _ | B
Pot - =pet . (23)
21 2u

The characteristic speeds of MHD waves inside and outside the cylinder are the sound
speeds Vi and Vi, and the Alfvén speeds, Vag and Vi, respectively. It is also convenient to

define the so-called tube (or cusp) speeds, Vg and Vr., namely Vg = VyoVao/,/ VS%) + Vjo.
The value of the effective adiabatic index y; that is used in the definition of the sound speed,
was recently seismologically estimated in the corona as about 1.1 (Van Doorsselaere et al.
2011).

Linear MHD perturbations of this stable equilibrium are described by the dispersion
relation

I (koa) K, (kea)
0 Im (K()[l) ¢ Km (Kea)
where w is the angular frequency, k. is the longitudinal wavenumber, m is the azimuthal

wave number, /,, (x) and K,, (x) are modified Bessel functions of order m, the prime denotes
the derivative with respect to the argument. The expressions

De (a)2 — kz2 Vﬁe)x

+ po (k2 VR — @)k, 0, 24)

o W VER@ - VRKD (@ = VIR - VEKD) )
O (V@ = VD) T (V2 V(@ — VRKD)

are the transverse wave numbers in the internal and external media, respectively. They are
equivalent to k, in Eq. (21). Waves that correspond to different solutions to Eq. (24) are
referred to as MHD modes of the plasma cylinder. For k2 > 0 the perturbations are evanes-
cent outside the cylinder, and are guided along the cylinder. These modes are called trapped
(Zaitsev and Stepanov 1982; Edwin and Roberts 1983). Modes with Kez < 0 are subject to
leakage to the external medium. In this leaky regime the wave energy is guided along the
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Fig. 15 Variation of the radial velocity in the standing sausage mode of a plasma cylinder, in the trapped
(left panel) and leaky (right panel) regimes. From Nakariakov et al. (2012)

Fig. 16 Phase speeds w/k; of AR A R R A
MHD modes of a field-aligned
plasma cylinder as a function of
the longitudinal wave number k;
for the parameters Vg =2V,
Vae =5Vs0, Vse = 0.5V,

Vso = 1. The horizontal
dash-dotted lines indicate the
characteristic speeds. The solid
horizontal line shows the
torsional Alfvén waves. The solid
curves are solutions for m =0, 2
the dotted lines for m = 1, the

dashed lines m =2 and the

dash-dotted for m = 3 modes. 1
Figure adapted from Nakariakov
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cylinder too, but the waves are continuously radiated to the external medium. Hence, the
amplitude inside the cylinder decreases (Cally 1986; Kopylova et al. 2007) that is accounted
for by a complex w. These two regimes are illustrated in Fig. 15 for a standing mode.

Properties of the modes are determined by the physical parameters of the equilibrium.
For example, in a typical coronal loop with Vag < Va. and V. < Vo, phase speeds of the
trapped modes lie in two bands, the fast band, [ Vg, Vacl, and the slow band [Vrg, Vil. The
general solutions to the dispersion relation (Eq. (24)) are displayed in Fig. 16.

The integer azimuthal wavenumber m determines the modal structure with respect to the
angle around the axis of the cylinder (see Fig. 17). In the low-8 plasma the parameter m is
important for the properties of fast modes, and practically does not affect the slow modes.
Thus, we consider fast modes of different m only.

Waves with m = 0 (perturbations are independent on the azimuthal angle with respect to
the cylinder axis) are called sausage modes, also known as radial, peristaltic or simply fast
magnetoacoustic. A sausage mode is a sequence of axisymmetric expansions and contrac-
tions of the cross-section of the cylinder, accompanied by a variation in the plasma density
and magnetic field magnitude. Perturbations of the plasma pressure and magnetic field are
in phase in this mode. This mode does not perturb the axis of the cylinder. For a fixed wave-
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Fig. 17 Diagrams showing the structure of m = 0 (sausage) modes (left panel), m = 1 (kink) modes (middle
panel), and m =2 (fluting) modes (right panel). The solid line is the equilibrium position of the flux tube,
and the dotted and dashed lines two extreme phases

length, a sausage mode has the shortest period of all possible modes in a plasma cylinder
(see Fig. 16). A sausage mode has a cut-off value of w dependent on the wavelength, that
determines the transition from the leaky regime to the trapped regime. In the low-g plasma
the velocity streamlines for a sausage mode are almost radial.

Waves with m = %1 are kink modes that are non-axisymmetric displacements of the
cylinder axis with little or no deformation of the loop cross-section. Kink modes with finite
wavelengths are compressive, and hence like sausage modes, they have fast magnetoacoustic
properties. In the long wavelength limit kink modes become weakly compressive and are
sometimes called Alfvénic (Goossens et al. 2012) and related to surface Alfvén waves. In
this limit the kink mode phase speed approaches the so-called kink speed

poV2, + pe V2, 1/2 N ) 1/2
Vk=|—""""* | ———] Vao (26)
Po + Pe 1+ pe/po

where the second expression corresponds to the low-8 plasma. In this regime a kink mode
is characterised by periodic radial and azimuthal velocity streamlines. Waves with higher m
are referred to as flute or ballooning modes. They have not been convincingly identified in
coronal observations, and hence they are not discussed in this review further.

Longitudinal (or slow) modes are constituted by mainly field-aligned compressive mo-
tions. In the short wavelength limit these modes reduce to usual acoustic waves and prop-
agate at the sound speed V. Perturbation of the plasma pressure and magnetic field are in
anti-phase in this mode. In the long-wavelength limit, longitudinal modes propagate at the
tube speed Vro. In this regime the local wave vector is almost perpendicular to the field,
while the bulk flows induced by this mode remain mainly field-aligned. As longitudinal
modes with different azimuthal wavenumbers m have in a low-f8 plasma very close disper-
sion curves, usually, possibly erroneously, they are considered as a single mode. However,
higher |[m| > 0 slow modes should result in oppositely directed parallel velocities in the
loop.

In cylinders with smooth radial profiles of the Alfvén speed individual surfaces of con-
stant Alfvén speed support propagation of incompressive Alfvén waves called torsional
waves. In these waves the plasma moves in the azimuthal direction only, and hence they can
be considered as waves of alternate vorticity and electric current density. Torsional waves do
not perturb the cylinder boundary radially, i.e. compressively. In the solar context, torsional
waves are not considered as modes, as they are not collective: their spectrum is continuous

@ Springer

151



PRILOHA B. KOPIE ZAHRNUTYCH PRACI

110 V.M. Nakariakov et al.

as different surfaces of constant Alfvén speed support waves with different periods and/or
wavelengths, that do not interact with each other in an ideal plasma. In contrast, sausage,
kink, flute and longitudinal modes are collective, disturbing the whole cylinder. Moreover,
in contrast with MHD modes that are subject to geometrical dispersion, torsional waves are
dispersionless.

A dispersion relation analogous to Eq. (24) can be written for other plasma configura-
tions, e.g. for a field-aligned slab or a current sheet. Properties of MHD modes of a slab are
mainly similar to cylinder modes (see, e.g. Edwin and Roberts 1982). The major difference
is that slab kink modes tend to the external Alfvén speed in the long wavelength limit, in-
stead of the kink speed. In a number of theoretical models, the slab geometry is used instead
of the cylindrical geometry, because of the analytical simplicity.

Despite its obvious simplicity, the theory of MHD modes of a straight plasma cylinder
with a sharp boundary, provides a solid and commonly accepted basis for the study of MHD
oscillations and waves in various plasma configurations of the solar corona. The generalisa-
tion of this theory on the important case of the smooth boundary is discussed in Sect. 5.5.
Another potentially important effect, of the loop curvature, was shown to be not significant
for MHD mode periods (Van Doorsselaere et al. 2004b).

5 MHD Mode Conversion

A linear resonant conversion of the fast mode into the Alfvén mode can occur on some
distinct magnetic (resonant) shells. In the magnetospheric and coronal physics, this phe-
nomenon plays rather different roles: while in the former it is considered as a generation
mechanism for the observed (usually, Alfvén) modes or a way to interpret its observed
spatial structure, in the latter it is considered as a mechanism for the absorption of the
energy of observed collective modes, i.e. their linear transformation in unresolved small-
scale Alfvénic motions, and associated plasma heating. However, the physics behind this
phenomenon is similar in both branches of MHD wave physics.

5.1 The Box Model

The simplest model which allows one to take into account the plasma inhomogeneity is the
box model, where the field lines are considered to be straight and the Alfvén speed depends
only on the perpendicular (e.g. corresponding to the radial direction in the magnetospheric
geometry or in coronal flux tubes) coordinate x, across the field directed in the z-direction
(see Fig. 18). In this model all perturbed values can be chosen to depend on the e.g. az-
imuthal (y) and parallel (z) coordinates as o exp(—iwt +iky,y +ik;z).

The linearised MHD equations describing the structure of coupled Alfvén and fast mag-
netoacoustic modes in the box model can be combined into a single ordinary differential
equation for the wave component b,

/
b — Zi—Ab; +K2b, =0, @7
A

where the prime means differentiation with respect to the radial coordinate (e.g. kj =
dia/dx), and

2 _ 12 2
ky=ky—k

2, ki =kj — ki — k7, (28)
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Fig. 18 Schematic illustration of lonosphere Magnetopause
the correspondence between the "

magnetospheric box model and
realistic magnetosphere. From
Glassmeier et al. (1999)

where kyn = w/ V. For such a 1D inhomogeneity the mathematical structure of the MHD
equations is similar (but not identical) to Maxwell’s equations for resonant conversion of
electromagnetic waves into plasma oscillations.

Equation (27) has two characteristic points:

— the singularity point xa at w =k Va(x), where kx = 0;
— the reflection point xg at @? = (k_% + kﬁ)V/f (x), where kg = 0 and the effective wave
number of WKB solution k, = kg tends to zero.

Since the resonant point is situated on the magnetic surface where the Alfvénic dispersion
relation w = k; V holds, it corresponds to resonant Alfvén mode excitation on the resonant
surface (the field line resonance in the magnetospheric physics). The Alfvén mode is subject
to effective dissipation by small but finite viscosity or resistivity, because of very steep
gradients in the radial direction. Thus, the singularity at x, results in the energy transfer
towards the resonant surface, its accumulation in its vicinity, absorption of the wave energy
and subsequent plasma heating on the resonant surface.

The reflection point xg is a signature of the fact that the fast mode propagating from re-
gions of the low Alfvén speed cannot reach the resonant point being reflected back. However,
a part of the fast mode energy is tunnelling deeper into the plasma (because of the exponen-
tially evanescent solution). It is that tunnelled energy that generates the Alfvén mode on the
resonant magnetic shell. This phenomenon is usually called the Alfvén resonance.

The Alfvén resonance and transparency regions for the fast magnetoacoustic mode are
spatially separated from one another, so the mode conversion has the character of sub-barrier
tunnelling. The distance between the resonant and reflecting shells depends on the azimuthal
wave vector value k. If k, is large (azimuthally small-scale waves) compared with the
inverse inhomogeneity scale in plasma, then only the exponentially small part of the wave
energy can penetrate deep into the magnetosphere. In this case, the resonant mechanism
of the Alfvén mode generation is ineffective and one must search for the wave’s sources
in situ. This is why the magnetospheric physicists believe that the Alfvén waves with high
azimuthal wave numbers m are generated by some internal processes (see Sect. 9.2 for more
detail).
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Equation (40) was derived under the assumption that the damping time t is much greater
than the period P. In recent years, the validity of this damping expression (Eq. (40)) has
been questioned, since observations (Sect. 6.1) show that the damping time is of the order of
the period (t 2, P, see also Fig. 24). For example, Pascoe et al. (2013b) found in numerical
simulations that the damping is initially described by a Gaussian function (exp(—t2/7?)),
rather than exponential damping (exp(—t /7)) as expected from Eq. (40). This was confirmed
by Hood et al. (2013), who quantified the effect analytically. The presence of Gaussian
damping has a potential impact on measuring damping times and therefore on seismology
with damping times as well.

The main open questions and challenges for the theory of resonant absorption in the
context of the corona lie in the generalisation of the theory to more complicated and realistic
plasma systems, and in the observational signatures. A more concrete list would be:

— The observed kink oscillations have a large displacement (compared to the loop radius).
How does resonant absorption work in such a non-linear regime? How does it compete
against the non-linearly excited Kelvin—Helmholtz instability at the edge of the loop (e.g.
Terradas et al. 2008a; Antolin et al. 2014)?

— How does resonant absorption work in bundles of loops? How does the global motion
transfer to the individual strands, and how do the individual strands dissipate the trans-
verse motion?

— What are the observational signatures of resonant absorption? Can we directly observe
the mechanism of resonant absorption taking place, using spectrometers or imaging tele-
scopes?

— What is the role played by the effect of resonant absorption in the undamped kink oscil-
lations, see Sect. 6.1?

6 Standing Modes of Coronal Plasma Structures

As in the corona there are both open and close plasma configurations, coronal MHD waves
(“local”, in contrast with the global coronal waves discussed in Sect. 2) occur in both stand-
ing and propagating forms. Wavelengths of standing waves are prescribed by the lengths
of resonators, e.g. the length of the oscillating coronal loop. There can be a number of
standing longitudinal harmonics. The longest wavelength oscillation is called the global (or
fundamental) mode. Usually only the global mode and its second harmonics are detected
in coronal observations. Standing MHD oscillations in the corona are truly local, connected
with certain loops or other plasma structures. Their wavelengths are determined by the geo-
metrical parameters of the plasma non-uniformities that are essentially smaller than the solar
radius. Also, the transverse scale of these non-uniformities is usually much shorter than the
longitudinal scale, i.e. the non-uniformities are caused by field-aligned filamentation. Thus,
the longitudinal wavelength of coronal standing waves are typically much longer than their
transverse scale.

6.1 Standing Kink Modes

Transverse oscillations of coronal loops were first observed by Aschwanden et al. (1999)
and Nakariakov et al. (1999) in the EUV band, inducing a number of observational studies
and theoretical modelling. The oscillations are seen as transverse displacements of bright
loops, with periods from a few minutes to several tens of minutes. Different loops have dif-
ferent well defined periods, which suggests that the oscillations have natural frequencies of
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the loop system. The beginning of the oscillation usually coincides with a flare or CME with
an epicentre nearby (see Sect. 9.3). The oscillations are almost harmonic. After the excita-
tion, kink oscillations experience a rapid decay, typically fitted with an exponential function
with the characteristic decay time equal to 2—4 oscillation periods (although a Gaussian
function may be more appropriate, see Sect. 5.5). Hence the quality factor of the oscilla-
tions, or the Q-factor, can be defined as Q = w7/P and is between 6-25. The decay time
scales linearly with the period of oscillations (see Ofman and Aschwanden 2002, and also
Fig. 24). The strong damping is attributed to the effect of resonant absorption, discussed in
Sect. 5.5, however, other mechanisms are possible, such as wave leakage, and phase mix-
ing (see Ofman and Aschwanden 2002, for discussion). The amplitude of the oscillations is
typically several Mm, that is several minor radii of the loop (radius of the loop’s flux tube
cross-section). The typical periods range from a few minutes in short EUV loops to several
hours in dense cool filaments of prominences.

The loops of different lengths are observed to have different periods of oscillations. In
almost all observed cases only a few periods of oscillations are seen. Occasionally, together
with the displacement, periodic variation of the loop brightness is observed. This effect is
most likely connected with the periodic variation of the column depth of the oscillating loop
segment, caused by its displacement with respect to the LOS (Cooper et al. 2003a; Verwichte
et al. 2009).

In the vast majority of cases the oscillations have horizontal polarisation, in other words
the loop displacement is parallel to the surface of the Sun. The same polarisation is detected
by some occasional quasi-stereoscopic observations (Verwichte et al. 2009). There have not
been observational reports of the circular or elliptical polarisation. Usually only the global
mode is seen, with the maximum displacement amplitude near the loop top, and only in
a few cases higher longitudinal harmonics have been detected (Andries et al. 2009). In all
cases, the nodes of the oscillation are observed near the loop footpoints, hence the dense
plasma of the chromosphere acts as a rigid wall for the transverse oscillations (c.f. the effect
of the ionosphere on the magnetospheric oscillations).

The period of standing kink oscillations is approximately determined as

Pyink ~ 2L /1. Vk, (41)

where L is the loop length, and n is the longitudinal harmonic number that indicates the
number of half-wavelengths along the loop (Fig. 26). However, there is a significant devia-
tion, up to 10 %, from the equidistant spectrum, i.e., the ratio of the global mode period to
the period of the second harmonics is less than 2. This effect is attributed to the interplay
between density stratification and flux tube expansion: the Alfvén speed and hence the kink
speed at the loop top and the footpoints are different from each other. The global mode with
the maximum at the loop top then samples a lower kink speed than the second harmonics
that samples the kink speed in the loop legs (see Andries et al. 2009, for detailed discussion).

Very recently a new regime of standing kink oscillations was discovered (Wang et al.
2012; Nistico et al. 2013; Anfinogentov et al. 2013). It was found out that in addition to the
intensively studied large-amplitude rapidly-decaying regime, there are also low-amplitude
undamped oscillations, near the very threshold of the available spatial resolution of the ob-
servational instruments. Figure 25 shows both the decaying and decay-less regimes for the
same loop. Oscillation periods in this new regime are not different from the large-amplitude
kink oscillations in the same loop. The amplitude is lower than one minor radius of the loop.
All segments of the loop are seen to oscillate in phase and hence the oscillations are standing.
Usually several cycles of the oscillation are well seen, with the amplitude remaining constant
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Fig. 25 Kink oscillations of a coronal loop. The fop panel shows the time-distance plot made for a slit
across the loop near its top. The periodic transverse displacements are clearly seen. The bottom panel shows
the zoomed parts of the time distance maps: the red and blue bullet are the maxima and minima positions.
The Ist and 3rd phases correspond to the decay-less low-amplitude oscillations, while the 2nd phase to the
large amplitude decaying oscillations excited by a CME. From Nistico et al. (2013)
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Fig. 26 Displacements of the plasma in the global mode (top left), its second harmonic (top right), and third
harmonic (bottom) for a loop of length L. The black line shows the position of the undisturbed loop and the
red dotted and blue dashed lines indicate the extrema of displacement, corresponding to different phases of
the oscillation

or even growing during the observation. There is no observational indication that the oscilla-
tion is excited by any bursty energy release. It is very likely that the apparent end of the oscil-
lation is not caused by any decay, but is simply connected with the deterioration of the obser-
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vation conditions. The physical mechanism for the decay-less oscillations is still subject to
discussion, while the constant amplitude may result from some balance between persistent
external driving, e.g. by granulation motions, and damping, e.g. by resonant absorption.

Despite intensive study, there are still a number of open questions connected with kink
modes. More specifically:

— The excitation mechanism in both decaying and decay-less regimes needs to be revealed.

— In the decaying large-amplitude regime, what is the mechanism for the selectivity of the
excitation: why some loops gain the large initial displacement while similar loops situated
nearby do not?

— Also, what causes the large initial displacement of the loop in this regime? (See discussion
in Sect. 9.3.)

— Why is the horizontal polarisation predominantly excited?

— If the rapid decay of kink oscillations is indeed caused by resonant absorption, the transfer
of energy from the kink oscillation to the torsional Alfvénic motions needs to be observed
at least indirectly, e.g. via the increase in the non-thermal broadening of coronal emission
lines.

— It is also unclear whether what we see as an oscillating loop is the actual loop, or it is
a bundle of smaller scale plasma threads. For sharp transverse profiles of the plasma in
the oscillating loop, resonant absorption efficiency is suppressed, and oscillations of good
quality should be observed. But, they are not: in all observed cases the decay time is not
longer than a few oscillation periods.

6.2 Sausage Modes

In the low-8 plasma, a sausage (m = 0, see Sect. 4) oscillation that is characterised by
radial motions of the plasma is difficult to detect. The observations with the line-of-sight
perpendicular to the oscillating loop segment give us the same plasma that displaces along
the line-of-sight, but does not leave it. Hence, the brightness of the pixel becomes modulated
by the oscillations very weakly (Gruszecki et al. 2012). Detection of this mode with imaging
telescopes is possible either with the oblique LOS (Antolin and Van Doorsselaere 2013), or
in the radio band where the emission may come from a small part of the oscillating volume
filled with the non-thermal electrons. Moreover, as sausage modes have periods shorter than
the periods of other modes (e.g. 15-20 s), often the required time resolution can be achieved
in the radio band only. On the other hand, observations of sausage oscillations in radio
impose an additional constraint: the need for the highlighting non-thermal electrons makes
it possible only during a solar flare.

The first confident detection of the sausage oscillation was made with NoRH in the mi-
crowave band (Nakariakov et al. 2003). Quasi-periodic modulation of the gyrosynchrotron
intensity radiation from a flaring loop was found to have the spatial distribution consistent
with the theoretically predicted spatial structure of the global sausage mode and its second
harmonic. The observed periods were about 16 s for the global mode and 9 s for the second
harmonic. The modulation depth reached 30 % of the background gyrosynchrotron emis-
sion in the flare. Figure 27 shows the microwave image of a flaring loop, the total signal
of the gyrosynchrotron intensity emission of the flare, the signals coming from the legs of
the loop and from its top, and power spectra of the signals. The top of the loop oscillates
with a period of about 16 s. This periodicity is suppressed in the loop legs, where a shorter
period, about 9 s, dominates. The longer periodicity corresponds to the global mode, with
the maximum signal at the loop top and nodes near the footpoints. The shorter periodicity
corresponds to the second harmonics that has a node at the loop top. The presence of the 9-s
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— The apparent recurrence of the oscillation events suggests selectivity of the excitation
mechanism, but what is the physical reason for the selectivity?

— What is the effect of the nonlinearity associated with the large oscillation amplitude, and
how can it be detected observationally?

— Regarding observations, it is necessary to look for examples of shorter period oscillations,
and to study the scaling of the oscillation period and decay time with the loop length and
the plasma temperature.

— It is also of interest to search for the resonant excitation of longitudinal oscillations by
umbral and penumbral sunspot oscillations in the loops anchored in sunspots.

So far, the majority of theoretical models of longitudinal oscillations were restricted
to the infinite-field approximation: only the field-aligned flows were considered. This ap-
proach is more suitable to the waves that are plane in the transverse direction. However,
in coronal loops and other plasma non-uniformities longitudinal waves are in an entirely
different regime. Their transverse wavelength is much shorter than the longitudinal wave-
length. This difference results in the longitudinal phase speed being the tube speed, rather
than the sound speed, even without any wave-guiding non-uniformity (Roberts 2006). In
a low-8 plasma this effect does not significantly change the longitudinal speed, justifying
the use of the infinite-field approximation for the determination of the resonant properties
of plasma loops. However, it may be important for nonlinearity, dissipation and observabil-
ity, and hence needs to be considered in detail (see, e.g. Afanasyev and Nakariakov 2015).
Likewise, identification of the auto-oscillatory regime would be interesting for revealing the
plasma heating function.

7 Propagating MHD Waves in Coronal Plasma Structures

There are also various propagating waves detected in the corona. Below we describe several
types of propagating waves and their interpretation in terms of MHD wave theory in a plasma
cylinder, given in Sect. 4.

7.1 Propagating Longitudinal Waves

One of the first wave phenomena detected in the solar corona with sufficient spatial and time
resolution, was the slowly-propagating waves of EUV emission disturbances in polar plumes
(Ofman et al. 1997, 1999; DeForest and Gurman 1998), in the inter-plume regions (Banerjee
et al. 2001), and near footpoints of long coronal loops and fan-like structures (Berghmans
and Clette 1999; Robbrecht et al. 2001). Comprehensive reviews of these phenomena can
be found by Nakariakov (2006), De Moortel (2009). Here, we introduce the term “slowly-
propagating waves” to highlight their difference from the rapidly propagating waves of EUV
emission disturbances, described in Sect. 7.4. The waves are seen as upwardly propagating
quasi-periodic intensity variations in EUV and soft X-ray bands. They are well-identified as
periodic diagonal stripes in the time-distance map (see Fig. 29). The direction of the wave
propagation coincides with the direction of the plasma filamentation and hence with the
direction of the magnetic field. Fixing the spatial coordinate, i.e. choosing a certain value
at the horizontal axes in panels b or ¢ of Fig. 29, one gets a time signal and can determine
its periodicity. The periodicity is typically well-defined and stable, and hence the signal is
quasi-monochromatic. The period ranges from a few to several minutes.
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Fig. 29 Example of a propagating quasi-periodic longitudinal oscillation in a coronal plasma fan.
(a) SDO/AIA 171 A image of active region NOAA 11330 observed on 27 October 2011 at 04:30:01 UT.
A cut that was taken to make the time—distance plot is indicated with a black bar. (b) Time-distance plot of
the running difference, made along the cut. It covers about 10 cycles of the propagating features. (¢) The same
time-distance plot but made with the background-subtraction method. The diagonal stripes in panels (b) and
(¢) indicate the outwardly propagating waves of the EUV intensity. From Yuan and Nakariakov (2012)

It is observed that propagating slow waves are strongly damped. Typically (e.g. De Moor-
tel et al. 2002), it was found that waves with a period of 5 minutes reach in coronal loops or
fan-like plasma structures in active regions the height of only 10 Mm, which is 1-2 wave-
lengths along the wave path. Recently, it was found that long-period (up to 25 minutes),
propagating slow waves can reach heights up to 150 Mm (Krishna Prasad et al. 2012), and
seem to be omnipresent in the solar corona. Due to the quality factor that is nearly inde-
pendent of the period (Krishna Prasad et al. 2014), the long-period waves can reach much
greater heights before they are damped.

The damping of these compressive waves is thought to be mainly due to classical dis-
sipative processes (Ofman et al. 1999, 2000; Nakariakov et al. 2000), in particular thermal
conduction (De Moortel and Hood 2003), and coronal loop/field line expansion (De Moor-
tel and Hood 2004). However, the recent observational results obtained by Krishna Prasad
et al. (2014) question whether these damping mechanisms are truly at work, at least in po-
lar plumes, because the frequency dependence of the quality factor of the observed waves
does not agree with the theoretically predicted dependence. Also, it should be noted that
observational limitation of the intensity fluctuations with height could lead to apparent wave
damping, in addition to the physical damping.

7.2 Propagating Kink Waves

As described in Sect. 6.1 the post-flare standing kink oscillations were first detected in coro-
nal loops by TRACE (Aschwanden et al. 1999; Nakariakov et al. 1999), but it was not until
several years later that reports were made of propagating kink waves in the corona by Tom-
czyk et al. (2007) using data from the Coronal Multi-Channel Polarimeter (CoMP).? Typical
periods are from several minutes to tens of minutes, with a preference for 5 minutes. The
primary reason for the delay of this discovery was the small amplitude nature of propagating
kink waves (&~ 1 kms™!). A kink wave with a maximum velocity amplitude of 1 kms~! and
a period of 5 minutes will only displace the loop by at most 48 km, which is nearly an order
of magnitude smaller than the 365 km (0.5”) pixel size of TRACE. However, the advanced

2The rapidly-propagating waves of emission intensity, detected with the Solar Eclipse Coronal Imaging Sys-
tem (SECIS) by Williams et al. (2002) and Katsiyannis et al. (2003) could also be produced by kink waves
by the variation of the apparent column depth (Cooper et al. 2003a,b).
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Doppler velocity resolution of the ground-based CoMP, which was primarily designed to
make accurate off-limb measurements of the Zeeman effect, offered the first opportunity to
study these propagating low amplitude and broadband frequency kink waves. Importantly,
these waves were found to be ubiquitous and were not seen to be driven by any large scale
energy release events such as flares and CMEs, as is the case with coronal loop standing
kink waves observed with TRACE and latterly SDO/AIA. We need to point out that effects
of phase mixing, line of sight integration, and instrumental effects (resolution, scattering)
could account for the apparent low amplitudes of the observed kink waves.

Initially Tomczyk et al. (2007) interpreted these propagating waves as Alfvén waves,
because they have phase speed close to the expected Alfvén speed (= 1000 kms™!), are
strongly guided by the coronal magnetic field and are almost incompressive in character
(with intensity variations of AI/I < 3 x 1073). However, in contrast to its excellent Doppler
velocity resolution, the spatial sampling of CoMP is a relatively coarse 4.5 Mm. It was
demonstrated by Van Doorsselaere et al. (2008a) that in the flux tube geometry of coronal
loops, only kink waves would display the collective behaviour observed with CoMP on such
spatial scales. Essentially, only fast magnetoacoustic waves guided by a field-aligned plasma
non-uniformity can propagate along the field and have the transverse size (about 8 Mm)
much shorter than their longitudinal wave lengths (about 300 Mm). In contrast, torsional
Alfvén waves are not collective modes, existing independently on each magnetic surface
(see also discussion in Sect. 4). Consequently, they can have different amplitudes, phases and
frequencies on each surface and would simply not display the coherence observed over such
spatial scales by Tomczyk et al. (2007), especially after Alfvénic perturbations of different
magnetic surfaces get out of phase after some time.

Interestingly, after the launch of Hinode in 2006, its highly effective EUV imaging spec-
trometer (EIS) also detected low amplitude kink waves (= 1 kms™') in coronal loops that
were not seen to be generated by either flares or CMEs (Van Doorsselaere et al. 2008c; Erdé-
lyi and Taroyan 2008). Unfortunately, limited by the narrow spectroscopic slit of EIS, these
authors could not observe the loop in its entirety, and were therefore not able to establish
if the kink waves were propagating or standing. In that sense, the larger field of view of
CoMP had the advantage of determining whether the kink waves are propagating or not, but
certainly the presence of non-flare and non-CME generated low amplitude kink waves was
confirmed independently by both instruments. Subsequently, propagating kink waves have
also been detected with the high resolution EUV imager AIA onboard SDO (launched in
2010) in coronal loops, coronal holes, quiet Sun regions and polar plumes (see e.g., McIn-
tosh et al. 2011; Thurgood et al. 2014). Now there have even been multi-instrumental studies
of this phenomena with CoMP and SDO/AIA (Threlfall et al. 2013), and also the ultra-high
resolution EUV imager Hi-C with SDO/AIA (Morton and McLaughlin 2013).

As standing kink waves in coronal loops were observed to exhibit rather strong damping,
it was natural to assume that the same would also be true of propagating kink waves. Ob-
servations of kink waves propagating along coronal loops, made with CoMP (Tomczyk and
Mclntosh 2009) indicate that it may be indeed the case. Using this as motivation, Terradas
et al. (2010) calculated that the damping length of kink waves due to resonant absorption
should be proportional to the period. Hence, the effect of resonant absorption is to cause
longer damping lengths for lower frequencies, i.e., the damping effect of a resonant layer
acts like a low-pass filter for propagating kink waves (see discussion in Sect. 5.5). There-
fore, the broadband frequency information contained in the CoMP data offered an excellent
opportunity to test this model. Verth et al. (2010) used the same data set as Tomczyk and
Mclntosh (2009) and found that there was qualitative agreement for the estimated quality
factors for both standing and propagating waves in coronal loops, as would be expected for
the resonant absorption model.
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In highly dynamic regions of the corona propagating kink waves have also been observed
in the presence of sub-Alfvénic and even Alfvénic flows. Using Hinode/XRT, Cirtain et al.
(2007) observed kink waves in a polar coronal hole X-ray jet, which had two distinct flow
components, one near the Alfvén speed (= 800 kms~!) and another near the sound speed
(~ 200 kms~"). Modelling this particular event Vasheghani Farahani et al. (2009) deduced
that in the observationally determined range of parameters, the kink waves were not found to
be subject to either the Kelvin—Helmbholtz instability or the negative energy wave instability.
Hence, they determined that the kink waves must have been excited at the source off the
jet and were actually observed as they were propagating upwards. Such propagating kink
waves associated polar coronal hole EUV jets have since been observed with SDO/AIA
(e.g., Morton et al. 2012; Chandrashekhar et al. 2014).

There is a number of open questions connected with propagating kink waves:

— Is there a link between propagating kink waves and standing undamped kink oscillations?

— What is the driver of the propagating kink waves? What does determine the horizontal
size of the wave?

— The very existence of the propagating kink waves requires presence of field-aligned non-
uniformities of the plasma density. Can those non-uniformities be identified in the diffuse
corona, where the waves are detected?

— What is the wave polarisation, plane, elliptical or circular?

7.3 Transverse Waves in Coronal Streamers

Propagating transverse waves of much longer periods and wavelengths are observed in coro-
nal streamers. Coronal streamers, also called helmet streamers, are large cap-like bright
structures with long pointed peaks extended outwards the Sun. Morphologically, these coro-
nal structures consist of a loop anchored at the surface of the Sun, above which the externally
lying magnetic field lines form a cusp and a radially-stretched current sheet. The current
sheet is surrounded by a high-density plasma sheet or slab, also called a streamer stalk. The
magnetic configuration of helmet streamers clearly resemble the nightside magnetosphere
with the magnetotail (Sect. 8).

Quasi-periodic transverse displacements of a streamer stalk (see Fig. 30), excited by
a CME development were recently observed with coronagraphs (Chen et al. 2010; Kwon
et al. 2013) at the heights above one solar radius from the solar surface. The CME impact
acts as an initial perturbation for the transverse wave guided by the plasma non-uniformity.
The oscillation periods were estimated in the range from 60 min to 150 min. There is some
evidence of the increase in the oscillation period with height. The perturbation propagates
along the streamer’s current sheet with the apparent phase speed of about 300-500 kms~!
(Chen et al. 2010). Different studies showed that the phase speed decreases with height.
Also, the oscillation decays very rapidly, with the decay time approximately equal to the
oscillation period. The periods and damping times measured at different heights were found
to be highly correlated and scale linearly with each other (Kwon et al. 2013). The ampli-
tude of the displacement is 50—-100 Mm (up to 20 % of the solar radius). Excitation of the
visible transverse motion in streamers is observed in only a very small fraction of the CME
deflection events. The CMEs causing the transverse waves have high phase speed, over
1000 kms™!.

Observations of transverse waves guided by streamers are still very rare and require tar-
geted search and analysis. The lack of statistically significant observational information
about this phenomenon makes its theoretical modelling rather speculative. However, the
rareness of these transverse coronal waves poses questions concerning their excitation and
its selectivity.
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Fig. 30 Transverse motion of a
coronal streamer stalk, as an
aftermath of the CME impact,
seen in the snapshots of coronal
images taken in the white light
during an artificial eclipse with
SOHO/LASCO-C2. The white
circle in the top-left corner of the
images indicates the solar limb.
The wavy displacement 6-Jul-2004 20:30 6-Jul-2004 21:30°
propagating outwards at the
Southern slope of the bright
streamer is the transverse waves.
From Chen et al. (2010)

Fig. 31 Numerical simulation of 0.02 i
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7.4 Rapidly-Propagating Wave Trains

Magnetoacoustic modes of plasma non-uniformities are subject to geometric dispersion (see
Sect. 4). In the low-g plasma (typical for the corona and magnetosphere), dispersion of fast
waves is significant. Hence, a broadband initial fast magnetoacoustic perturbation develops
in a quasi-periodic wave train as different spectral components propagate at different phase
and group speeds because of the dispersion. It has been theoretically predicted that fast mag-
netoacoustic waves guided by solar coronal plasma structures, can form quasi-periodic wave
trains, (Nakariakov et al. 2004b, and references therein). The analysis of the group speed
dependence on the longitudinal wave number shows that the long-wavelength spectral com-
ponents propagate faster than the medium- and short-wavelength ones. This suggests that
an impulsively generated fast wave train could have a characteristic signature with three
distinct phases: the periodic phase, the quasi-periodic phase and the decay phase (Roberts
et al. 1983). Nakariakov et al. (2004b) simulated the formation of the quasi-periodic wave
trains in field-aligned plasma slabs with transverse profiles of the plasma density of different
steepness. Fast magnetoacoustic wave trains were shown to have a characteristic “crazy” tad-
pole wavelet (or dynamical Fourier) signature, see Fig. 31. These signatures were detected
in the observations in the visible light, and also in decimetric radio bursts (Mészarosova
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Fig. 32 Wavelet spectra (“the crazy tadpoles”) of fast magnetoacoustic wave trains at three different detec-
tion points with the increasing distance from the broadband source (upper, middle, and lower panel, respec-
tively). In the left column, the results for the density slab are shown, whereas the results for the Harris current
sheet can be seen in the right column. From Jelinek and Karlicky (2012)

et al. 2009). The effect of the amplitude and frequency modulation of coronal fast wave
trains is most pronounced if the initial excitation is sufficiently broadband (Nakariakov
et al. 2005). Narrowband initial perturbations are not affected by dispersion and remain
quasi-monochromatic, see Sect. 7.2.

The so-called spikes (defined as a group of very short and narrowband radio bursts) are
observed during the solar flares. Karlicky et al. (2011) found the signatures typical for fast
magnetoacoustic wave trains formed by dispersion, in decimetre radio spikes. They con-
cluded that these fast wave trains were associated with fast magnetoacoustic waves prop-
agating along the dense plasma slab surrounding the global current sheet (current layer)
in turbulent reconnection outflows. These waves modulate the process of acceleration of
electrons and hence the generation of plasma and electromagnetic waves, resulting in the
radio spikes. Jelinek and Karlicky (2012) and Mészdarosova et al. (2014) performed a more
extended and detailed study of fast sausage wave train dynamics in a plasma slab with a
current-sheet, see Fig. 32. The formation of fast wave trains was recovered. It was suggested
that these wave trains could modulate the radio fluxes (and even UV fluxes) in various loca-
tions in the current-sheet.

A similar effect has also been observed in radio fiber bursts (Karlicky et al. 2013), that
are fine spectral structures observed in broadband radio emission of solar flares, charac-
terised by fast frequency drift. Their wavelet spectra were found to contain tadpole-like
features, as shown in Fig. 31. The frequency drift in the tadpole head is the same as the
frequency drift of fiber bursts. This effect can be associated with a fast sausage magnetoa-
coustic wave train propagation upwards in a stratified atmosphere. The wave train modulates
the radio emission produced by super-thermal electrons accelerated and trapped in the flare
site.
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Fig. 33 (a) The AIA
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The advanced time resolution and high sensitivity of SDO/AIA led to the direct obser-
vations of coronal fast wave trains in the EUV band (Liu et al. 2011). Figure 33 shows
snapshots of several fast waves trains of the EUV emission intensity disturbance propagat-
ing along the apparent direction of the magnetic field in the corona. The typical speeds of
such wave trains are about 1000 kms™!, typical periods of the oscillations of the filling
signal are about 60 s and the period varies in time. Typical amplitudes are up to several per-
cent. The waves are detected up to 300 Mm (about half of the solar radius) above the solar
surface. Beginnings of individual wave trains coincide with coronal mass ejections or other
impulsive energy releases (Yuan et al. 2013).

Ofman et al. (2011) performed the 3D MHD modelling of this phenomena interpreting
the oscillations as propagating fast magnetoacoustic waves in a narrow funnel of a dipole
field, excited by localised (quasi)-periodic velocity perturbations at the magnetic footpoints
of the active region, and found excellent agreement with observations. Pascoe et al. (2013a)
developed an advanced numerical model of the dispersive evolution and propagation of fast
waves in an expanding magnetic funnel filled in with dense plasma, aiming to interpret
coronal EUV fast wave trains. They found that indeed the quasi-periodic fast wave trains
are readily formed in plasma funnels. Moreover, the fast wave energy is separated into two
wave components—trapped waves which propagate along the funnel axis and leaky com-
ponents that form similar wave trains outside the funnel. The external wave trains tend to
refract upwards. The results were found to be well consistent with observations (Yuan et al.
2013). Moreover, Nistico et al. (2014) have shown that numerical simulations of rapidly
propagating wave trains in an observed active region excellently reproducing the observed
behaviour.

8 Flapping Oscillations of Current Sheets

One of the common features of coronal and magnetospheric plasma systems is the occur-
rence of a thin current sheet separating magnetic field lines of opposite orientation. In par-
ticular, such current sheets are observed to be extended into the Earth’s magnetotail, occur at
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the dayside reconnection site, and are believed to appear in solar flares (see Sect. 11.1) and
coronal helmet streamers (Sect. 7.3). MHD waves and oscillations of a current sheet have
specific properties. In particular, in-situ measurements in the Earth’s magnetotail revealed
the low-frequency (about 10~#~10~! Hz) magnetic and pressure oscillations of the current
sheet (Bauer et al. 1995). One of the most discussed and studied among them are so-called
flapping oscillations (see, e.g. Korovinskiy et al. 2015, and references therein), which are
also observed in the Jupiter and Saturn magnetospheres. Oscillations (waves) of this type are
quasi-periodic displacements of the current sheet in the transverse direction (i.e. along the z-
axis of the GSM frame of reference in the case of the Earth’s magnetotail). Flapping waves
are preferentially excited in the central part of the magnetotail at the distances of about
10-30 Rg from the Earth, and propagate towards the flanks (along the y-axis of the GSM
frame of reference, so along the magnetotail in the direction perpendicular to the direction
of the magnetic field) at typical speeds of about 30—70 kms~!, which are about ten times
lower than the local Alfvén speed. The waves can be directed both parallel and anti-parallel
to the electric current of the sheet. They are often observed several minutes prior to the sub-
storm onset and during substorm growth phase. These observational findings give evidence
that the flapping waves have roots deep inside the magnetotail and can be internally linked
with the substorm activity. The wavelengths and spatial amplitudes of the flapping waves
are statistically found to be about 1-5 Rg and the characteristic frequency is ~ 0.035 Hz.

Two different models were developed to explain flapping waves within the MHD frame-
work. The first one interprets the flapping waves as the ballooning-type mode in the curved
magnetic field of the current sheet (Golovchanskaya and Maltsev 2005). The physics of this
mechanism is ideologically similar to the physics of the internal gravitational waves in the
upper atmosphere. The centrifugal force, acting on a plasma element in the curved magnetic
field of the magnetotail, plays the role of the gravity. The buoyancy acts on the displaced
plasma element as the restoring force. The wavelength range of the ballooning waves pre-
dicted by the theory is quite broad—it can be from a fraction of Rg up to the curvature radius
of magnetic field lines of the magnetotail, which is estimated in some cases as =~ 20 Rg.
Thus, in principle, the flapping waves can be interpreted as the ballooning-mode waves. The
model predicts both kink-like and sausage-like current sheet displacements. A shortcoming
of the theory is that its dispersion relation is derived only for the case when the magnetic cur-
vature radius exceeds the characteristic scale of the flapping waves which is not applicable
to all regions of the magnetotail.

The second MHD model of the flapping waves, called the “magnetic double-gradient
mechanism”, claims that these waves can be caused by the presence of a normal magnetic
field component gradient along the current sheet (Erkaev et al. 2007, 2009; Korovinskiy et al.
2015). The characteristic flapping frequency (wgap), predicted by this model, is determined
by the combination of plasma density (n.) and two magnetic gradients—the tangential (B, )
and normal (B;) magnetic field components along the normal (z) and tangential (x) direc-
tions of the current sheet respectively:

1 0B, 0B, (44)
Whap = )
flap dnemy, 9z dx /.

where m,, is the proton mass. For the Harris-like current density profile Erkaev et al. (2009)
have found the analytical expression for the group speed of the flapping waves to be,

ngrink.sausage ~ wﬂapAFkink,sausage (k A)v (45)

@ Springer

165



PRILOHA B. KOPIE ZAHRNUTYCH PRACI

140 V.M. Nakariakov et al.

whether flapping waves are really present in the solar corona or not, additional, more de-
tailed spatially-resolved observations are required. At this moment, it is too early to claim
that coronal flapping waves, similar to the magnetospheric ones, do exist.

9 Sources of MHD Waves

In the context of the solar corona the mechanisms for the excitation of MHD oscillations are
poorly understood. Mainly it is connected with the observational limitations intrinsic to re-
mote sensing. On the other hand, the excitation of MHD waves in the Earth’s magnetosphere
is reasonably well understood, which creates a solid basis for knowledge transfer.

9.1 External Generation Mechanisms in the Magnetosphere

A large group of magnetospheric MHD wave phenomena is excited by mechanisms acting
outside the magnetosphere. The driver of these waves is the solar wind: shear flow at the
flanks of the magnetosphere, fluctuations, waves, transient events inherent in the solar wind
or generated by the interaction of solar wind and the magnetosphere. Such waves of exter-
nal origin and their penetration through the turbulent magnetosheath to the magnetosphere
require a proper physical explanation.

9.1.1 Shear Flow Instabilities

The solar wind is a turbulent flow, however, even the almost fluctuation-free steady solar
wind flow would be able to drive waves at the magnetopause through shear flow instabili-
ties. Among these, the Kelvin—Helmholtz instability (KHI) is the most widely studied (e.g.
Pu and Kivelson 1983; Walker 2005) and commonly accepted mechanism (see, e.g. Mazur
and Chuiko 2015, and references therein, for the recent status of this research). The KHI
can develop at a boundary between two counter-streaming MHD media, such as the magne-
topause, by amplifying small scale fluctuations into large amplitude waves and vortices, as
schematically illustrated in Fig. 34. Speed fluctuations at the perturbed surface cause pres-
sure fluctuations according to Bernoulli’s theorem. Where the pressure has a minimum, fluid
elements experience a net force opposite to the pressure gradient. In an incompressible fluid
this happens where the flow speed is higher than the bulk speed of the medium, i.e. at the
largest displacements. The waves grow due to the instability. In the compressible case, den-
sity variations can reduce, or in extreme cases even quench the instability (Walker 2005). In
a magnetised plasma, the magnetic field component parallel to the relative shear velocity of

Fig. 34 Schematic illustration of
Kelvin—-Helmholtz instability
onset at the magnetosphere
flanks. The excited surface
modes are coupled with Alfvén
field line oscillations

esonant Magnetic
Field Line
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the media also has an important stabilising effect. This is because perturbations due to the
instability that acts towards bending field lines are counteracted by the force of magnetic
tension.

At the magnetospheric boundary KH waves manifest themselves in the fluctuations of
the plasma (density, velocity, temperature) and magnetic field, typically with a period of
the order of minutes. Theory of KHI has developed through several stages since it was first
proposed. In the first models of the KHI, the instability was considered an infinitely thin
tangential discontinuity separating two incompressible fluids. Pu and Kivelson (1983) were
the first to study the KHI in a compressible MHD plasma and model the phenomenon at the
terrestrial magnetopause. They identified two compressible modes: the quasi-slow mode and
the quasi-fast mode, both coupled to evanescent waves on both sides of the magnetopause.
The most important effect introduced by the compressibility is the appearance of a second
critical flow speed, above which the instability quenched.

A boundary layer of finite width was first investigated by Lee et al. (1981), and the idea
was further developed by Walker (1981) and Miura and Pritchett (1982) by including com-
pressibility. In all cases two surface modes were identified, one at each side of the boundary
layer. The highest growing rate was found to be achieved at kd ~ 1, where k is the wave
number and d is the thickness of the boundary layer. As V;, = @/ k, it also means that for a
given thickness d and phase speed V,, a quasi-monochromatic KH wave grows.

All of the above theoretical results were achieved based on models valid only in the lin-
ear MHD regime. These models can explain how and where the instability may appear, but
cannot describe the fully developed, nonlinear phase of the instability. In particular, devel-
opment of KHI can increase the thickness of the shear flow interface via generation of the
effective viscosity (e.g. Mishin 2005). Global MHD models including the nonlinear devel-
opment of the KHI, based upon full-MHD numerical modelling, appeared almost a decade
ago. Claudepierre et al. (2008) was successful in reproducing two KH modes propagating
tailward along the outer and inner edges of the low latitude boundary layer (LLBL) for a
southward IMF. These two modes were found to occur for kd = 0.5-1.0 and to have dif-
ferent phase velocities and wavelengths, but oscillating at the same frequency. Larger shear
flow velocities were found to excite KH waves of higher frequencies. Merkin et al. (2013)
found that the KHI has a 3D nature: the magnetopause is perturbed not only in the equato-
rial plane, but also in the noon-midnight meridional plane. Surface mode perturbations were
found to couple to body modes past the terminator plane. They also found field-aligned cur-
rents along closed field lines connecting the shear layer and the ionosphere. Their finding
that magnetic and plasma pressures are spatially decorrelated is attributed to nonlinear ef-
fects. They identified two regions where the waves grow: one closer to the subsolar point
(the point on the Earth where the Sun is perceived to be directly in zenith), and another at the
flanks. According to this model, the KHI is initiated around 30° off the noon meridian (Guo
etal. 2010; Li et al. 2012). The second unstable region starts prior to the terminator and lasts
to about —5 Rg (meaning that this location is in the anti-sunward direction). The plasma
closer the subsolar point is less compressible and hence here the growth rate is higher.

Early observations supporting the KHI origin of high latitude Pc4-5 waves were the re-
versal of wave polarity at noon and amplitude rapidly decaying with increasing distance
from the magnetopause. It was found that these waves propagate away from noon with a
phase speed that is independent of frequency. These observations are in agreement with
theoretical predictions, i.e. with a tailward propagating surface wave coupled to an evanes-
cent wave in the magnetosphere. In the magnetosphere compressive waves of KH origin are
coupled to local Alfvén field line resonances. Rolled up KH vortices were identified more
frequently on the post noon, dusk-flank (Taylor et al. 2012) indicating that the KHI develops
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librium, and the decaying kink oscillations occur. Most events (95 %) were established to
follow the same scenario. Probably, the efficiency of this mechanism depends on the inter-
action time of the LCEs with loops and on relative angles between their axes. This should
be checked in further researches. The found scenario is consistent with the previously ob-
served domination of the horizontal polarisation of the kink oscillations of loops. However,
it should be noted that in 5 % of the studied events it was not possible to unambiguously de-
termine the cause of the oscillations because of limitations of the observational data. It is not
excluded that kink oscillations in those events could be excited by some other mechanisms
than the discussed above.

Concerning the excitation of propagating kink waves (Sect. 7.2), observational works
(e.g. Tomczyk and Mclntosh 2009) showed that the waves have a power spectrum in which
a power bump at the p-mode frequencies, about 5 minutes, is observed. Actually, the p-
modes that are acoustic oscillations of the solar interior do not usually propagate in the
corona, as they are evanescent above the photosphere. However, in the presence of magnetic
structuring of the plasma, they can perhaps leak upwards and be somehow converted in kink
waves. In particular, De Pontieu et al. (2005) proposed that p-modes could reach coronal
heights by nonlinear steepening of field-aligned acoustic waves in the case when the field is
inclined away from the vertical. More realistic models for such a transfer of p-mode energy
in the corona are needed to assess this possibility.

10 Interaction of MHD Waves with Partly-Ionised Boundaries

The ionosphere is the geophysical shell where the energy transfer from the Earth’s envi-
ronment to the atmosphere occurs. Therefore, the description of processes in this region is
of key importance for the solar-terrestrial physics, and it is particularly important for the
MHD wave interaction with the ionosphere. ULF variations of the terrestrial electromag-
netic field are effective tools for a continuous monitoring of dynamical phenomena in the
magnetosphere and ionosphere. To apply effectively the ground-based magnetometer data it
is important to know how well the ground distribution of the ULF field reflects the relevant
wave structure in the magnetosphere.

In the context of the solar corona, the effects of partial ionisation come into play at
the footpoints of coronal plasma structures, rooted at the dense and partly-ionised chromo-
sphere. Also, a partly-ionised plasma can be found in solar prominences and cool jets.

10.1 Interaction of Long-Period MHD Waves with the Thin Ionosphere

The analytical solution to the problem of the Alfvén wave interaction with the coupled
magnetosphere—ionosphere—atmosphere—ground system can be found under the “thin iono-
sphere” approximation. This approximation assumes that the wave skin-depth ép which is
determined by the E-layer Pedersen conductivity op, namely 8p = +/2/Lowop, is larger than
the thickness of the ionospheric conductive layer Ak, Ah < 8p. In addition, in the case of
fast magnetoacoustic mode incidence, the horizontal wavelength of the wave is to be much
larger than the conductive ionospheric layer thickness, kAh < 1. For ULF waves with the
periods longer than 20 s the thin ionosphere approximation is well justified. Using this ap-
proximation, the description of the MHD wave transmission through the inhomogeneous
anisotropically-conducting ionospheric plasma can be replaced by the consideration of the
wave interaction with a thin layer with height-integrated Pedersen and Hall conductances,
Xp and Xy, located at altitude 4.
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Fig. 40 Illustration of the incident Alfven wave
distortion upon propagation to :
the ground of the Alfvén wave
resonant structure incident on the
ionosphere
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The theory of MHD wave transmission through the thin ionosphere (Hughes and South-
wood 1976) gives rather cumbersome analytical expressions for the coefficient R of the
Alfvén plane wave reflection and the coefficient T of its transformation into a magnetic
mode in the atmosphere. If one neglects the inductive part of the wave electric field in the
ionosphere, related to the secondary compressive mode (the induction Hall effect), and the
finite electrical conductivity of the Earth’s surface, these expressions reduce to the simple
forms

bk 3p— Sysind N
b§f)(w,k) Yo+ Xasinl’ b_ﬁf)(w,k) b

sin I exp(—kh), (58)

where I is the local inclination angle of geomagnetic field, and the superscripts (), (i) and
(g) denote the reflected and incident magnetospheric waves, and the ground response, cor-
respondingly. The efficiency of the Alfvén wave reflection from the ionosphere, as follows
from Eq. (58), is determined by the contrast between the ionospheric Pedersen conductance
Xp and the magnetospheric wave conductance X5 = (149Va)~!. The relationship given by
Eq. (58) shows that the ground magnetic response to Alfvén waves is controlled by the
ratio between the local wave vector k and the height of the ionospheric current layer 4.
Large-scale waves with kh < 1 produce magnetic response on the ground, whereas small-
scale waves with kh >> 1 are screened by the ionosphere from ground-based magnetome-
ters.

More specifically, the ground response to a magnetospheric resonant structure of a spatial
scale §; is described as

1 (> o, Xy i8;
b(x) = 7 by(k)T (k) exp(ikx")dk ~ by—-
T Jo

— % Gnl 59
S +iG T (59)

where b is the amplitude of the latitudinal peak maximum. As follows from Eq. (59) the
ground magnetic signal keeps the same form as the incident wave, whereas the maximum
amplitude changes by the factor (Xy/Xp) sin 15;/(8; + h) and the peak width increases by
the factor (8; +4)/6;. Thus, the existing models of the Alfvén wave transmission through the
ionosphere predict that a spatial structure similar to that above the ionosphere should hold
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second) Alfvén waves generated by flares in the corona may propagate down to the chro-
mosphere where they will dissipate efficiently due to ion-neutral collisions. This may have
important consequences for post-flare chromospheric heating, however, currently due to in-
strumental limitations it is not possible to observe such high-frequency waves directly.

11 Quasi-Periodic Pulsations in Solar Flares
11.1 Standard Model of a Solar Flare

Generally, solar flares are visible as a sudden increase in the brightness of the Sun (or a
part of the solar surface, if the observational instrument allows for spatial resolution) in all
observational bands, from radio to gamma-rays. Physical mechanisms responsible for the
radiation vary from bremsstrahlung (for hard X-rays and gamma-rays, visible light) and
gyrosynchrotron (microwaves) of non-thermal electrons accelerated by the flare trigger, to
thermal emission of the hot (up to several tens of million K) plasma evaporated from the
denser layers of the solar atmosphere or heated directly in the corona (UV, EUV, microwaves
and soft X-rays). Also, in the gamma-ray band the emission is likely associated with nuclear
processes, e.g., de-excitation, neutron capture, and positron annihilation, caused by acceler-
ated ions.

During the development of a flare, different physical mechanisms dominate in the emis-
sion. According to the timing of the emission recorded in different bands one can distinguish
between several phases of a typical solar flare (see, e.g. Benz 2008, for a comprehensive
review). In the so-called “preflare phase” one observes increasing EUV and soft X-ray radi-
ation emitted by a gradually heated plasma of the active region where the flare occurs. Later
on, a large number of electrically charged particles gets accelerated at the magnetic recon-
nection site in the active region, causing the “impulsive phase” that typically lasts up to a few
minutes only. In this phase hard X-ray, gyrosynchrotron microwave, and gamma-ray emis-
sions rise rapidly, often with many short but intense spikes of emission, each lasting from
a fraction of a second to tens of seconds. Some portion of accelerated particles is trapped
in the magnetic field of the flaring active region, and gyrates around magnetic field lines
producing the emission in the microwave band by the gyrosynchrotron mechanism. The
following “flash phase” is characterised by the maxima of soft X-ray and visible light (in
particular, Ho that comes from the chromosphere) emission. After that the coronal plasma
gradually repairs its initial state in the “decay phase”. However the consequent development
of a flare still could be recognised in the solar corona as the follow-up magnetic reconfigu-
ration, plasma ejections, various decaying oscillations of various coronal plasma structures,
radio bursts, and occasionally as sunquake ripples on the solar surface.

The schematic sketch of the so-called standard (or “Carmichael, Sturrock, Hirayama,
Kopp-Pneuman”, CSHKP, named after its creators) model of a solar flare, based on the ob-
servational phenomenology described above, is shown in Fig. 42. Initially, the magnetic
energy is accumulated in active regions of the corona in a form of non-potential mag-
netic fields. Then some process triggers fast magnetic reconnection in, e.g. the current
sheet formed behind of a destabilised ascending plasmoid, causing a rapid release of the
free magnetic energy. The current sheet is oriented vertically, somehow resembling the tail
in the Earth’s magnetosphere. The magnetic energy is converted to the internal energy of
the plasma, kinetic energy of bulk flows, e.g. Alfvénic jets or plasmoids, and still poorly
understood acceleration of the super-thermal population of charged particles (also called
non-thermal, accelerated or energetic particles), usually having the peaking energies in the
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Fig. 42 Schematic sketch of the
standard model of a solar flare
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vicinity of 20 keV and extending sometimes to several tens of MeV. The accelerated charged
particles move along the field lines, emitting the gyrosynchrotron radiation in the microwave
band. The electrons that move towards the solar surface then precipitate into the dense
plasma of the lower chromosphere that offers them a thick target. The precipitating non-
thermal particles produce the hard X-ray and gamma-ray bremsstrahlung and nuclear emis-
sion. The chromospheric material gets heated up to tens of million K and evaporates upward
into the corona. This evaporated thermal plasma fills up coronal magnetic flux tubes (coronal
loops), emitting soft X-rays. At this stage one can see the appearance of bright “post-flaring”
coronal loops in the soft X-ray band. The non-thermal electrons that move upwards inter-
act with the background thermal plasma (see, e.g., the discussion in Sect. 9.2.1) producing
various high-frequency radio bursts. This standard model of a flare should be taken as the
zero-order approximation only, as it does not include 3D effects. In particular, major solar
flares are usually seen to be “two-ribbon”: the energy release sites move across the magnetic
field, along the neutral line on the surface of the Sun, that separates the footpoints of the
opposite magnetic polarity. On the surface of the Sun the sources of the hard X-ray or visi-
ble light emission form two “ribbons” that are extended along the magnetic neutral line. In
the corona the ribbons are connected by an arcade consisting of a number of isolated loops
parallel each other. There are ongoing attempts to generalise the standard model of a flare
accounting for 3D effects (see, e.g. Aulanier et al. 2012).

11.2 Observational Manifestation of QPPs

An interesting feature of flaring energy releases are quasi-periodic pulsations (QPPs) often
seen in light curves of solar flares as well-pronounced modulation of the emission inten-
sity (see Nakariakov and Melnikov 2009, for a detailed review). These periodic variations
of the electromagnetic emission are observed in all bands: the radio, visible light, soft and
hard X-rays, and gamma-rays. Typical periods of solar flaring QPPs range from a fraction
of a second to several minutes. Statistical studies show that QPPs are a common and per-
haps intrinsic feature of flares (Kupriyanova et al. 2010). An example of QPPs is shown in
Fig. 43 where the period is of about 40 s, and QPPs are almost synchronous in all obser-
vation bands. Moreover it often appears that the periods of QPPs are not stable, and vary
during the same event (Nakariakov et al. 2010a; Kupriyanova et al. 2010; Kolotkov et al.
2015). Likewise, QPPs may have well-pronounced amplitude modulation. Usually, the most
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A useful piece of information can be obtained from the magnetospheric manifestation of
quasi-periodic regimes of reconnection, in sub-storms. In particular, pulsed reconnection in
the magnetotail was shown to be connected with Pi2 in Keiling et al. (2006). It was estab-
lished that a series of 1-min-long nightside flux transfer event (NFTE) pulses following each
other within 1-3 min, resembled the magnetic field signature of Pi2. NFTEs are believed to
form during the reconfiguration of tail magnetic field lines, i.e., reconnection. It was con-
cluded that the quasi-periodic reconnection was both the energy provider and the frequency
driver for the Pi2 registered on the ground and also in space. Quasi-periodic magnetic recon-
nection in the magnetotail can also be responsible for the quasi-periodicity in the bursty bulk
flow (BBF) events that are about-10-min timescale variable flows observed in the near-Earth
and mid-tail plasma sheet.

12 Beyond MHD

Modern magnetospheric observations with a high temporal-spatial resolution during vari-
ous geophysical processes indicate that a larger power density tends to be concentrated in
smaller time and space scales. Thus, impulsive and small-scale processes, despite their rela-
tively short duration and small scale, may involve substantial energy exchange between the
media. As an example of impulsive energy exchange in the coupled system magnetosphere—
ionosphere—atmosphere one may recall the bursty process with a largest energy release in the
terrestrial space plasma—the magnetospheric substorm. The mechanism of the substorm on-
set has not been identified yet, but probably it is related to small-scale non-MHD processes.
For example, kinetic small-scale Alfvénic structures can carry a very localised, but intense,
field-aligned electric field, resulting in a downward acceleration of auroral electrons (Chas-
ton et al. 2002a). Likewise, understanding important processes in solar flares, e.g. charged
particle acceleration and onset of micro-turbulence, requires employment of micro-physics.
For example, the vital role of the anomalous resistivity has already been highlighted above
(Sect. 11.4 and 11.5).

12.1 Dispersive Alfvén Waves in the Magnetosphere

For small scale processes, the dispersion relation for shear Alfvén waves, w = wa =k, Va,
is modified:

— in the kinetic limit, to @ = wa+/1 + (k1 p;)2, where p; is the Larmor ion radius;

— in the inertial limit, to @ = wa/+/1 4 (k1 Ae)?, where Ao = c/wye is the electron inertial
length (the collisionless plasma skin depth),

and thus the wave becomes dispersive even in a uniform medium. We should stress that these
mechanisms for the MHD wave dispersion are different from the low-frequency geometrical
dispersion caused by the waveguiding effect in the presence of a plasma or magnetic field
non-uniformity, discussed in Sect. 4.

When dispersive effects are not large, (A, p;) < k| ', these dispersion relationships can
be combined into one @ >~ wa+/1 £ (k1 pg)?, where ,oj ~ :012 + )Lg is the dispersion radius.
The actual influence of dispersive effects is determined by the structure parameter (pq)
which is an integral along field lines (Leonovich and Mazur 1995a).

In contrast to waves in ideal MHD approximation, small-scale dispersive Alfvénic struc-
tures with scales comparable with the dispersive radius pg4, possesses intrinsic field-aligned
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electric field £},
|Ey| = (kipa)*(ky/kD)IE L] (74)

Due to this field, dispersive Alfvén waves can effectively accelerate and precipitate elec-
trons, which is especially important for the physics of the auroral regions (Borovsky 1993;
Stasiewicz et al. 2000) and may be relevant to solar flares. Dispersive Alfvén waves can be
driven by compressive magnetoacoustic waves via the mode conversion (Klimushkin and
Mager 2014).

In an inhomogeneous system, a shear Alfvén wave tends to evolve into small-scale dis-
persive Alfvén wave due to the process of phase mixing. The transverse spatial scale of
an Alfvén wave in an inhomogeneous plasma increases with time as &k, (#) = d,wa (x)1.
This effect is simply connected to the intrinsic property of Alfvén waves that are situated
at individual magnetic surfaces of constant Alfvén speed perturbing the field and displac-
ing the plasma along those surfaces. Thus Alfvén waves situated at neighbouring magnetic
surfaces “do not feel” each other, and can quickly become out of phase. This produces sec-
ularly growing transverse gradients, and hence a perpendicular energy cascade to smaller
and smaller transverse scales, until the high-frequency dispersion effects come into play. In
the saturation state, the typical transverse scale of oscillations in the dispersive Alfvén res-
onator formed in the magnetosphere between the conjugate ionospheres is 8q = (ap?)'/>.
This scale, k; = (ap3)~'/3, is reached after an elapsed time 4 = w,'(a/ps)*>. Esti-
mates show that at auroral latitudes (p4) varies from a few km to a few tens of km. For
a =400 km and (pq) = 1-10 km the transverse scale 34 determined by dispersive effects is
7-15 km.

12.2 Field-Aligned Potential Drop, Turbulent Layer, and Alfvén Waves

In a collisionless warm (finite-3) plasma a substantial non-resistive potential drop can be
produced by mirror forces. The field-aligned electric field E| is supported by the differ-
ence in pitch angle distributions for electrons and ions under conditions of plasma quasi-
neutrality. Using stationary distribution functions consistent with a distribution of potential
¢ (s) the field-aligned current j; can be calculated. A total potential difference A¢ = ¢y, — 5
along a field line, e.g. between the equatorial magnetosphere and ionosphere could be as
large as e¢p >~ E(By,/B;), where E is the particle energy, and B,/ B; is the mirror ratio, and
the subscripts m and i indicate the magnetosphere and ionosphere, respectively. This poten-
tial drop is necessary to support the field-aligned current in a magnetic trap with a small
cone angle, through which current-transporting electrons can reach the bottom ionosphere.
In general, j is a functional of ¢ (s), i.e. j; = j(¢(s)). Kinetic consideration shows that an
Ohm’s-type law may exist for the upward current in a mirror-confined plasma for a certain
range of potential values. The current—voltage relationship between j; and the potential drop
can be presented in non-local forms,

Ap=0Qjy, or j=KA¢p, (75)

where Q is the effective electrical resistance. The field-aligned conductance K = Q~' of a
flux tube can be estimated as K ~ ne?/meu., where me, n, and u. are the mass, concentra-
tion, and thermal speed of magnetospheric electrons, respectively (Borovsky 1993). Even
this simplified linear current—voltage relationship fits observations rather well. The mirror
force produces an effective electric resistance, which may be coined a mirror resistance,
accompanied by a dissipation of energy. It is natural to expect that dissipation processes in
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P1-3sfe pulsations. These geomagnetic pulsations are observed when the flare exceeds the
M4 class (e.g. Parkhomov et al. 2006, 2008). These periodic responses could be attributed
to magnetospheric or ionospheric resonant modes. Spectral characteristics of irregular geo-
magnetic pulsations associated with hard X-rays flares were examined by Lukovnikova and
Parkhomov (1984). Observational data obtained with a chain of ground-based magnetome-
ters, for flares over the 1965-1976 year period were analysed, and peak pulsation values
with periods of 40, 100, and 300 s were found. Probably, pulsations were induced by three
different mechanisms: current fluctuations in the dynamo region of the ionosphere, mag-
netospheric resonant oscillations, and acoustic waves. However, these suggestions have not
been supported yet by detailed data analysis or theoretical modelling. Thus, the relevant
physical mechanisms are poorly understood and require detailed modelling and analysis.

14 Conclusions and Perspectives

In this review we have summarised the main observational manifestation and properties
of MHD waves in the corona and the magnetosphere, and main results of their theoretical
modelling. Despite a similarity between the approaches in solar and magnetospheric physics
for the description of wave processes—they are based on the same MHD theory—there
are some fundamental differences between coronal and magnetospheric waves as well. In
the solar corona, the plasma is the field-aligned filamented and structured, e.g. into closed
elongated flux tubes, the loops. Thus, the basic building block of the theory of coronal
MHD wave processes is the plasma cylinder oscillations. In the magnetosphere, the plasma
is rather homogeneous at least in one direction (azimuthal), so the elemental wave process
is oscillations of magnetic shells.

Another difference is that in the magnetosphere, in the entire ULF frequency range, the
plasma can be treated as collisionless. At the same time, in the solar atmosphere, some
oscillatory modes are in collisional regime (i.e. wavelengths of observed waves, including
slow magnetoacoustic waves, exceed the proton mean free path), whereas other modes cor-
respond to a collisionless regime. As a result, in the corona there is a vast observational
evidence of slow magnetoacoustic waves (see Sects. 6.3 and 7.1) that in the low-8 plasma
could degenerate to pure acoustic waves, absent in the collisionless magnetospheric plasma.
In the magnetosphere, the lack of high-quality slow mode waves is connected with strong
Landau damping, so this mode can be involved in wave processes only as a coupled mode
(e.g., poloidal or ballooning modes).

Many long-period MHD wave phenomena in the magnetosphere are global, and involve
either the whole magnetosphere (e.g., cavity modes) or its significant part in the wave mo-
tion. Thus, their properties are determined by the global geometry of the magnetospheric
magnetic field and plasma distribution. In contrast, coronal MHD waves are always of the
local nature. Even the events called global coronal waves (Sect. 2) develop from a well-
defined epicentre. Moreover, there is still a debate whether these events are connected with
MHD waves at all.

Nonetheless, there are plasma objects and configurations in the magnetosphere where
the notions developed in the solar physics could be applied. On the dusk side, just outside
the nominal plasmapause location, clouds of detached plasmaspheric plasma are regularly
observed. Such clouds, in the first approximation, can be considered as flux tubes filled
with the dense ionospheric plasma. The possible oscillations of the detached plasma tubes
can result in the occurrence of specific localised ULF wave activity in this region. For their
identification the models elaborated in the solar physics can be used.
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This review identifies several other research topics that would definitely benefit from
the knowledge transfer and cross-fertilisation of magnetospheric and coronal MHD wave
studies.

The effect of turbulent motions on the MHD wave excitation and propagation needs to
be understood. In particular, the excitation of almost monochromatic oscillations such as the
decay-less kink oscillations of coronal loops and magnetospheric field-line resonances seem
to be related to a similar excitation mechanism. It is the excitation of natural modes of a
resonator (actually, predominantly the global mode in both the coronal and magnetospheric
cases) by a continuously-operating broadband pumping.

Linear coupling of fast magnetoacoustic and Alfvén waves at the singular resonant sur-
face where the phase speed of the fast waves equals the local Alfvén speed, plays an impor-
tant role in both magnetospheric and coronal applications. In the magnetospheric applica-
tions this effect is directly observed, while in the corona it is still a theoretical model (see
Sect. 5.5). It seems to be highly beneficial for both the research communities to perform a
detailed comparative study of this effect.

The magnetospheric poloidal Alfvén waves with the large azimuthal wavenumber, slowly
propagating sunward in the azimuthal direction are strongly compressive. Moreover, these
waves are not fast magnetoacoustic, as the perturbation of the plasma density is seen in anti-
phase with the perturbations of the absolute value of the magnetic field. This phenomenon
seems to be similar to the magnetoacoustic wave progressing along the neutral line in two-
ribbon flares, discussed in Sect. 6.3.

A cusp, either appearing above flaring arcades and in helmet streamers in the corona,
or the magnetospheric polar cusp, acts as an accumulation region for fast magnetoacoustic
wave energy in both the physical systems. This phenomenon deserves deep investigation
both theoretically and observationally, as, in particular, it may be responsible for the forma-
tion of quasi-periodic patterns in magnetic energy releases.

The geometry of the Earth’s magnetotail is similar to the geometry of coronal helmet
streamers. Both these plasma systems are observed to guide MHD waves. Both the systems
constitute two waveguides, one is the current sheet (the “warm” waveguide), and the other
is the density enhancement surrounding the current sheet (the “cold” waveguide). Discrim-
ination between the modes guided by the different waveguides is an interesting problem,
with potential seismological implications. A similar magnetic configuration, a vertical cur-
rent sheet above the reconnection site, is predicted by the standard model of solar flares. The
search for MHD waves in this system is an interesting task that is important for comparative
studies.

The effect of virtual compressive resonances has been studied in both magnetospheric
and coronal contexts, however independently. The knowledge transfer between our research
fields would be highly beneficial, including analytical models that have exact analytical
solutions and approximate methods for the analysis of more general cases.

The integral emission curves recorded in both magnetospheric sub-storms and solar flares
show quasi-periodic pulsations. The physical mechanisms responsible for QPPs need to be
revealed. They may be either associated with MHD oscillations or quasi-periodic regimes of
magnetic reconnection (the magnetic dripping, i.e. “pulsed” or “repetitive” reconnection). In
the former case, one has to explain how low-amplitude oscillations produce high-amplitude
variations of the emission intensity. In the latter case, one needs to determine the conditions
for the appearance of this regime, and the relationship of the period with the parameters of
the reconnecting current sheet and its environment.

For magnetospheric ULF waves, an important role is played by the partially-ionised layer
of the ionospheric plasma at the footpoints of the oscillating magnetic field lines. In the solar
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corona a similar effect can be caused by the partial ionisation of the chromospheric plasma
at the footpoints of, e.g., coronal loops. Some consolidated understanding of the role of the
partial ionisation needs to be achieved.

In solar coronal loops, the non-equidistant frequency spectrum of standing kink oscilla-
tions is attributed to the non-uniformity of the Alfvén speed with height. Multi-band spec-
tral features of magnetospheric ULF waves, associated with magnetospheric or ionospheric
Alfvénic resonators, are used as a reliable tool for the diagnostics of the plasma distribution
along geomagnetic field lines. It would be interesting to combine the analytical techniques
and methods for the development and application of plasma diagnostics techniques.

ULF variations of the terrestrial electromagnetic field are effective tools for a continuous
monitoring of dynamical phenomena in the magnetosphere, ionosphere, and atmosphere.
The advanced understanding of ULF wave physics enabled space physicists to develop re-
liable methods of “hydromagnetic seismology” of the outer space to monitor the plasma
density variations in the magnetosphere and ionosphere. However, in contrast with the simi-
lar usage of seismic waves for the solid Earth probing, in magnetospheric physics particular
sources of ULF disturbances and their spectral properties are practically unknown. Never-
theless, the resonant transformation process, which is inevitably related to the propagation of
MHD disturbances from extra-magnetospheric regions to the ground, ensures the existence
of a specific resonant frequency for any geomagnetic location. The ground-based methods
of hydromagnetic diagnostics of magnetospheric plasma are based on the extraction of this
resonant frequency from ULF spectra. Similar techniques, jointly called MHD seismology
of the solar corona, are intensively developed and used in the diagnostics of the coronal
plasma. In particular, it provides the unique information about the coronal magnetic field,
transport coefficients, the adiabatic index, sub-resolution structuring, and the characteristic
scale of the stratification.

Despite intensive studies and numerous papers on ULF waves in the magnetosphere,
many vital problems still cannot be considered as resolved. Most theoretical models are
oversimplified and take into account only some aspects of actual physical phenomena. For
example, theoretical models either describe realistic MHD modes, neglecting kinetic effects,
or consider wave—particle interaction assuming a simple plane wave approximation. In re-
ality, the integral growth rate of ULF waves is to be determined not only by wave-particle
interaction, but the spatial structure of unstable modes.

Traditionally, wave processes in those two space objects—the Earth and Sun, have been
studied so far almost independently. We attempted to outline main fundamental MHD wave
processes which may occur in these two plasma systems. In addition, well-elaborated physi-
cal models designed by the magnetospheric wave communities, which, in our opinion, have
a wider application area including solar, space and astrophysical plasma, but have so far
obtained very limited attention, comprise the following physical phenomena:

— spectral magnetohydrodynamics, describing discrete and continuous spectra and eigen-
functions of MHD waves in an inhomogeneous plasma immersed into curved magnetic
field;

— interaction of MHD waves with a multi-layer interface between the collisionless plasma
and non-conductive atmosphere; the occurrence of transmission windows on the fre-
quency domain owing to the ionospheric Alfvénic resonator and MHD waveguide;

— spontaneous excitation of small-scale Alfvénic modes by kinetic instabilities of energetic
plasma component;

— Alfvénic energisation of warm electrons owing to kinetic or mirror resistance effects;

— the interaction due to a finite-frequency effect of propagating magnetoacoustic and Alfvén
waves in a longitudinally inhomogeneous plasma in regions with open field lines.
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In general, the potentials of MHD waves for the monitoring of plasma processes in near-
Earth space and solar corona have not been fully exploited yet, and MHD seismology of
the magnetosphere and corona just originated. MHD seismological techniques have a great
potential in real-time monitoring the physical conditions in the corona and the near-Earth en-
vironment, with very interesting implications for space weather, which needs to be revealed
and exploited.
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Appendix

Abbreviations and acronyms commonly used in solar coronal and Earth’s magnetospheric
physics:

AAR Auroral acceleration region

AIA Atmospheric Imaging Assembly on SDO
BBF bursty bulk flow events

CBF coronal bright fronts

CIR Corotating interaction region

CME Coronal mass ejection

CSHKP Carmichael, Sturrock, Hirayama, Kopp-Pneuman (or standard) model of a solar
flare

EIS Extreme Ultraviolet Imaging Spectrometer on Hinode

EIT Extreme Ultraviolet Imaging Telescope on SOHO

EMIC Electromagnetic ion-cyclotron
EUV Extreme Ultraviolet

FLR field line resonance—an eigenmode of a closed geomagnetic field line
FMS Fast magnetosonic

FTE Flux transfer events

IAR Ionospheric Alfvénic resonator

IMF Interplanetary magnetic field

IRI International Reference Ionosphere model

KAWs  Kinetic Alfvén waves

KHI Kelvin—Helmholtz instability

LLBL  Low latitude boundary layer

LoS Line-of-sight

MHD Magnetohydrodynamic

MP Magnetopause

MSIS Mass Spectrometer—Incoherent Scatter Model of the upper atmosphere
NFTE  Nightside flux transfer events

NoRH  Nobeyama Radioheliograph
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ABSTRACT

Aims. During the impulsive flare phase, the plasma at the flare loop footpoints is rapidly heated by particle beams. In the present
paper, we study processes that occur after this sudden heating in a two-dimensional magnetic loop.

Methods. We adopt a 2D magnetohydrodynamic (MHD) model, in which we solve a full set of the ideal time-dependent MHD
equations by means of the FLASH code, using the adaptive mesh refinement (AMR) method. Periods in the processes are estimated
by the wavelet analysis technique.

Results. We consider a model of the solar atmosphere with a symmetric magnetic loop. The length of this loop in the corona is
approximately 21.5 Mm. At both loop footpoints, at the transition region, we initiate the Gaussian temperature (pressure) perturbation
with the maximum temperature 14, 7, or 3.5 times higher than the unperturbed temperature. In the corona, the perturbations produce
supersonic blast shocks with the Mach number of about 1.1, but well below Alfvén velocities. We consider cases with the same
perturbations at both footpoints (symmetric case) and one with different perturbations (asymmetric case). In the symmetric case, the
shocks move along both loop legs upwards to the top of the loop, where they interact and form a transient compressed region. Then
they continue in their motion to the transition region at the opposite side of the loop, where they are reflected upwards, and so on.
At the top of the loop, the shock appears periodically with the period of about 170 s. In the loop legs during this period, a double
peak of the plasma parameters, which is connected with two arrivals of shocks, is detected: firstly, when the shock moves up and
then when the shock, propagating from the opposite loop leg, moves down. Increasing the distance of the detection point in the loop
leg from the top of the loop, the time interval between these shock arrivals increases. Thus, at these detection points, the processes
with shorter periods can be detected. After ~500 s the process with the periodically interacting shocks slowly changes to slow mode
magnetosonic free oscillation. Furthermore, we detected quasi-periodic processes, even in the chromosphere under the location of the
pressure perturbation. These processes can be observed in intensities and Doppler shifts of optical chromospheric lines. In the case
with the asymmetric perturbations, we found that the processes are even more complex.

Key words. Sun: flares — Sun: oscillations — magnetohydrodynamics (MHD) — methods: numerical

1. Introduction propagate downwards along the legs of flare loop and bombard
dense chromospheric layers at both its footpoints. Owing to this
bombardment, the chromosphere at loop footpoints is rapidly
heated and the hard X-ray emission is generated (MacNeice et al.
1984; Mariska & Poland 1985; Fisher et al. 1985a,b,c; Mariska
et al. 1989; Karlicky 1990; Karlicky & Henoux 1992; Hawley &
Fisher 1994; Abbett & Hawley 1999; Allred et al. 2005; Brown
1971; Varady et al. 2014).

The chromosphere is also heated by the thermal conduction
from a very hot flare plasma (Svestka 1973). However, in the
impulsive flare phase, the heating of the chromosphere by the
strong particle beams is faster than that by the thermal conduc-
tion. Namely, at this flare phase there is not enough hot coronal
flare plasma. Thus, the thermal conduction heating of the chro-

In solar flares, oscillations are commonly observed in radio, soft
X-ray, hard X-ray, ultraviolet, and even in gamma-ray emis-
sions (Roberts et al. 1984; Farnik et al. 2003; Wang et al. 2005;
Nakariakov et al. 2006, 2010).

The period of these oscillations ranges from sub-seconds to
tens of minutes (Mészdrosova et al. 2006; Tan 2008; Karlicky
et al. 2010; Kupriyanova et al. 2010; Huang et al. 2014; Nistico
et al. 2014). Several theoretical models have been proposed
to explain a generation of these oscillations (Nakariakov &
Melnikov 2009).

Many oscillations and various modes of waves, especially
in coronal loops, were already numerically studied, see, e.g.,
Ofman & Wang (2002), De Moortel & Hood (2003), Nakariakov

et al. (2004, 2005), Selwa et al. (2005), Jelinek & Karlicky
(2009, 2010), Konkol et al. (2010), Ofman et al. (2012), Pascoe
& De Moortel (2014), Mészarosova et al. (2014). Recent numer-
ical results are summarized by Pascoe (2014).

During the impulsive phase in the “standard” CSHKP so-
lar flare model (Carmichael 1964; Sturrock 1966; Hirayama
1974; Kopp & Pneuman 1976), particle beams, which are ac-
celerated by magnetic reconnection processes in the low corona,

Article published by EDP Sciences

mosphere is more important in later flare phases.

Now a question arises: what happens in the flare loop after
impulsive heating by particle beams at its footpoints. It is known
that the fast and localized heating produces shocks. When these
shocks are generated at both loop footpoints then the shocks in-
teract inside the loop. Moreover, the flare loop is a closed sys-
tem, where shocks can be reflected at boundaries and thus some
periodic processes can be expected.

A4, page 1 of 9
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We study just these processes in the present paper. We note
that these processes differ from the free oscillations of flare loops
that have been studied in previous papers. Similar papers about
shocks above and in the post-flare loop have been presented re-
cently by Takasao et al. (2015). But in contrast to the present
paper, the authors consider the magnetic reconnection, which is
localized above the loop, as a source of the shocks.

In this paper, we consider a symmetric loop described by
a two-dimensional (2D) magnetohydrodynamic (MHD) model.
Shocks are generated by sudden temperature enhancements at
loop footpoints. We study two cases: a) with the same initial per-
turbation in both loop footpoints (symmetric case) and b) with
different perturbations (asymmetric case). We selected pertur-
bations generating the plasma velocities, which are well below
Alfvén velocities.

The paper is structured as follows: in Sect. 2, we present our
numerical model, including the initial equilibrium and perturba-
tions. The results of numerical simulations and their interpreta-
tion are summarized in Sect. 3. Finally, we complete the paper
with conclusions in Sect. 4.

2. Model
2.1. Governing equations

Our numerical model describes the gravitationally stratified so-
lar atmosphere, in which the plasma dynamics are described
by the 2D, time-dependent ideal MHD equations. We use the
FLASH code (Lee & Deane 2009; Lee 2013), where MHD equa-
tions are formulated in the conservative form as

% 9. =0,

1
o (nH
%0 1Y (0w~ BB)+ Vp. =0y, @
8oE

%+V-[(gE+p*)v—B(v-B)]:gg-v, 3)
‘Z—I:w-(vs—lzu):o, @
V-B=0. ©)

Here o is a mass density, v is flow velocity, B is the magnetic
field, g = [0, —go, 0] is the gravitational acceleration with go =
274 ms~2. The total pressure p, is given by

B2
p«=|p+ 7)
( 2u0
where p is the fluid thermal pressure and B is the magnitude of
magnetic field. Specific total energy E in Eq. (3) is expressed as

©)

2 BZ
E=e+Z+ )
2 2up0
where € is the specific internal energy
p
€= s )
(y-De

with the adiabatic coefficient y = 5/3, v is the magnitude of
the flow velocity, and o = 1.26 x 10°° Hm™! is the magnetic
permeability of free space.

Generally, the terms expressing the radiative losses Rioss,
thermal conduction T¢ong, and heating H should be added to the
set of MHD equations. In its initial state, it is assumed that the ra-
diative losses and thermal conduction are fully compensated for

A4, page 2 of 9

by the heating H, i.e., Rjoss + Tcond + H = 0, otherwise the unper-
turbed atmosphere is not in equilibrium, e.g., owing to the steep
temperature gradient in the transition region. Problems appear
when the atmosphere is perturbed. Namely, there is no simple
expression for the heating term H which, in the unperturbed at-
mosphere, fully compensates Rj,ss and Tcong and, in the perturbed
atmosphere, correctly describes the heating. Therefore, for the
purpose of our study, we assume that Rjoss + Teond + H = 0 is
valid during the whole studied processes.

2.2. Initial state

For a still (v = 0) equilibrium, the Lorentz and gravity forces
have to be balanced by the pressure gradient in the entire physi-

cal domain
-Vp+jxB+pg=0. 9)

Assuming a force-free magnetic field, j X B = 0, the solution of
the remaining hydrostatic equation yields

Y

1

p(y) = poexp —f@dﬂ , (10)
Yo
P(y)

- ) 11
oy) JoAD) (11)
Here
A = 2TW) (12)

mge

is the pressure scale-height which, in the case of isothermal at-
mosphere, represents the vertical distance over which the gas
pressure falls off by a factor of e, kg = 1.38 x 10723 JK~! is the
Boltzmann constant and 7 = 0.6m,, is the mean particle mass
(mp = 1.672x107%" kg is the proton mass), po in Eq. (10) denotes
the gas pressure at the reference level y¢. In our calculations we
set and hold fixed y,f = 10 Mm. For the solar atmosphere, we
use the temperature profile 7(y) as derived by Avrett & Loeser
(2008).

The solenoidal condition, V - B = 0, is identically satis-
fied with the implementation of the magnetic flux function, A,
such as

B=VxA. (13)

For the calculation of a 2D magnetic field with symmetric loops,
we use A = [0,0,A] as Konkol et al. (2012) or Jelinek &
Murawski (2013):

A(x,y) = ByAgcos I~ %0 exp YY), (14)
AB AB
The magnetic field components (B,, B,) are then given by
X — Xo . X — Xo
(By,By) = By [— COS( s ), sm( A, )]
Y — Yref
X — | 15
exp( A, ) (15)

Here B is the magnetic field in the reference level y,s and Ap =
2L/n is the magnetic scale height. We choose the ratio between
Alfvén ca and sound cq, speeds as

B(x,y0) _ 707
YHop(Yo)

calxyo) _

16
Cs(.’/O) ( )
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Table 1. Coordinates of selected detection points, and Alfvén v, and sound ¢, speeds in the initial state at these points.

Detection xp (Mm)  yp Mm) vy (kms™) ¢ (kms™')
point
Corona

1 2.80 4.23 1455 119

2 3.70 5.29 1389 129

3 4.60 6.15 1324 134

4 5.50 6.80 1266 137

5 6.40 7.29 1222 139

6 7.30 7.65 1184 141

7 8.20 791 1154 142

8 9.10 8.11 1124 143

9 10.0 8.25 1124 143

10 14.50 6.80 1266 137

Chromosphere

A 1.00 1.50 83 13.5

B 1.09 1.65 103 13.5

C 1.18 1.80 127 13.5
The plasma f3 is defined as constrained transport algorithm for preserving the divergence-
free constraint on the magnetic field (Lee & Deane 2009). We
4 2 (cs 2 used the minmod slope limiter and the Riemann solver (Toro
Blxy) = Do = y (a) : (I7) " 2006). The main advantage of using the AMR technique is to

2.3. Perturbations

To generate an evaporation process, at the start of the numerical
simulation (¢ = 0 s), the equilibrium in the chromosphere is per-
turbed by the Gaussian pulse in the temperature (pressure) and
has the following form:

_ 2 _ 2
1+.9’(~exp{—(x Xe) j~exp[—(y AZyP) }, (18)
y

T=T, -

where T is the initial temperature, A is the initial amplitude of
the pulse, and A, and A, are the widths of the temperature pulse
in x and y directions, respectively.

2.4. Wavelet method

For the wavelet analysis we used the Morlet wavelet, which con-
sists of a plane wave modulated by a Gaussian:
P(r) = n ' expio? exp’('zm, (19)
where the parameter o allows a trade between time and fre-
quency resolutions. Here we assumed the value of parameter
o = 6, as recommended by Farge (1992). More details about
the wavelet method and its implementation can be found on the
web page of R. Sych (http://pwf.iszf.irk.ru/) and in the
paper by Torrence & Compo (1998).

2.5. Numerical code

To solve the MHD Egs. (1)-(4), we use the FLASH code,
which is well tested, fully modular, parallel, multiphysical, open
science, simulation code that implements second- and third-
order unsplit Godunov solvers with various slope limiters and
Riemann solvers, as well as adaptive mesh refinement (AMR;
Chung 2002). The Godunov solver combines the corner trans-
port upwind method for multi-dimensional integration and the

refine a numerical grid at steep spatial profiles while keeping a
coarse grid at the places where fine spatial resolution is not es-
sential. In this case, the AMR strategy is based on controlling the
numerical errors in a gradient of mass density that leads to the
reduction of the numerical diffusion within the entire simulation
region.

For our numerical simulations, we use a 2D Eulerian box of
its height H = 10 Mm and width W = 20 Mm. The spatial reso-
lution of the numerical grid is determined with the AMR method.
We use the AMR grid with the minimum (maximum) level of
the refinement blocks set to 3 (7). The whole simulation re-
gion is covered by 2626 blocks. Since every block consists of
8 X 8 numerical cells, this number of blocks corresponds to
168 064 numerical cells and the smallest spatial resolution is
Ax = Ay = 3.9 km.

At all boundaries, we fix all plasma quantities to their equi-
librium values using fixed-in-time boundary conditions, which
lead to only negligibly small numerical reflections of incident
wave signals.

3. Numerical results

To present our results, we selected the detection points shown in
Table 1, where their locations and Alfvén and sound velocities in
the initial state at these points are shown. These detection points
are distributed along the axis of the loop, which is expressed by
the red magnetic field line in Fig. 1.

The detection points 1-9 are in the coronal part and in the
left side of the loop. Detection point 9 is at the top of the loop.
Namely, in the symmetric case, plasma processes in the loop are
symmetric. The detection point 10 is chosen for the asymmetric
case, and is located at the right side of the loop, symmetrically to
detection point 4. To study associated processes in the chromo-
sphere, under the perturbation point, we also selected detection
points A, B, and C.

‘We consider two perturbation points P; and P, at the transi-
tion region. They are located at x, = 1.45 Mm, y} = 2.25 Mm,

A4, page 3 of 9
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Fig. 1. Spatial distribution of plasma mass density at ¢ = 71 s. At this time we observe maximal compression of the plasma at the fop of the loop
(see the zoomed part) owing to the collision of shocks generated by the temperature (pressure) enhancements at loop footpoints. The solid curved
lines show representative magnetic field lines. The red one determines the magnetic field line along the loop axis.

Table 2. Parameters of perturbations in computational runs.

Run  xpp (Mm) ypp (Mm) xpr (Mm) ypr Mm) App Apr A Mm) A, (Mm)
1 1.45 2.25 18.55 2.25 14 14 0.1 0.1
11 1.45 2.25 18.55 2.25 7 7 0.1 0.1
11 1.45 2.25 18.55 2.25 7 3.5 0.1 0.1
v 1.45 2.25 18.55 2.25 14 14 0.1 0.05

Notes. A is the perturbation amplitude, x and y are the coordinates. The index PL and PR means the perturbation at the left-side and right-side

loop footpoint, respectively, see Fig. 1.

and at x12) = 18.55 Mm, ylz, = 2.25 Mm, i.e., at both the loop
footpoints.

In the symmetric case, the temperature perturbation ampli-
tude is chosen as A = 14 or 7 at both footpoints P; and P, and,
in the asymmetric case, as A = 7 at P; and A = 3.5 at P.

As shown in Table 2, where the parameters of perturbations
are summarized, we made several numerical runs. Owing to the
similarity of their results, we present here mainly the results of
Run L.

In Fig. 1, we show an example of the spatial distribution of
the plasma density for Run I with the same perturbations at both
loop footpoints (symmetric case), at t = 71 s, i.e., at the time
of maximal plasma compression at the loop top region. The spa-
tial profiles of the density, velocity, temperature, and magnetic
field along the loop axis at the same time are presented in Fig. 2.
Comparing these profiles with those in the initial state (dashed
lines in Fig. 2) show how dense and hot plasma moves from the
transition region to the low corona.

3.1. Quasi-periodic processes in the coronal part of the loop

Now, let us look in more detail at processes in the coronal part
of the loop, i.e., at the region with the coordinates y > 2 Mm.

Analyzing Figs. 1 and 2, we can see that, at the time r = 71 s
at the top of the loop, a region with plasma that is denser and
hotter than the surrounding plasma is formed. This happens ow-
ing to the plasma compression during the collision of the shocks
moving upwards from both loop footpoints. This region is tran-
sient, but it appears periodically with the repeated collisions of

A4, page 4 of 9

the shocks at the top of the flare loop (see the processes described
in the following).

The global time evolution of the processes in the corona
after the perturbation initiation is shown in Fig. 3, where the
time-distance diagram of the mass density along the loop axis is
shown. As can be seen in Figs. 2 and 3, after the initiation of tem-
perature perturbations at both footpoints, the heated plasma from
the transition region is evaporated to coronal parts of the loop
and counter-streaming evaporation shocks are formed. These
shocks collide at the top of the loop at # = 71 s. In the following
times, the shocks continue in their motion to the transition region
at the opposite side of the loop, where they are reflected back to
the corona (at f ~ 150 s), and so on (Fig. 3).

At first, the shocks propagate with a velocity slightly greater
than the local sound velocity, see Table 1. Considering their
velocity and corresponding plasma flow velocities (Fig. 4), we
found that the shocks are of the blast type. Using the rela-
tion (Priest 1982)

24 (y - DHM?
Ui _ (7 )2 s , (20)
v (y + HM;

where v; and v, are the inflow and outflow plasma velocities
in the shock frame, we determined the Mach number, My, of
these shocks along the loop and in the time interval 40-70 s as
about 1.1. Afterwards, their Mach number decreases and shocks
slowly change to waves (see the quasi-periodic variations of the
plasma velocity, temperature and plasma density at three detec-
tion points 5, 7, and 9 in Fig. 4).

During these processes, which are with the low plasma beta
parameter, the magnetic field changes only very weakly, see the
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Fig. 2. Profiles of the mass density, velocity, temperature, and magnetic
field along the loop axis from the detection point A to the top of the loop
at 71 s (i.e., at the same time as in Fig. 1 — full line) and at the initial
state with the pressure (temperature) perturbation (dashed line).

time profile of the magnetic field at the top of the loop in Fig. 5.
Here, the most distinct change in the magnetic field was detected
at the first arrival of the shock at # = 71 s (~0.5 G). Later the am-
plitude of the magnetic field variation decreases. The amplitude
of the magnetic field variation is in the anti-phase to the pressure
variation. It shows that these shocks and waves (after ~500 s) are
of slow magnetosonic mode.

As already mentioned, at the top of the loop, a region with
enhanced temperature and density is periodically formed owing
to shock collisions. We propose that this region could be ob-
served in the soft X-rays or EUV lines as a periodic and transient
loop-top source. For example, the X-ray bremsstrahlung thermal
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Fig. 3. Time-distance diagram of the mass density along the loop axis in
the coronal part of the loop for Run I. The vertical dashed line expresses
the loop top position.

emission /(&) is proportional to (Tandberg-Hanssen & Emslie
1988)

2

nV
I(&) ~ TR exp(—&/ksT),

@n

where, & is the X-ray photon energy, 7. is the plasma density, T’
is the plasma temperature, V is the region volume, and kg is the
Boltzmann constant. In our case, considering the emission from
the constant volume element, we computed the relative X-ray
emission intensity (the X-ray emission intensity in ratio to its
initial value) at the top of the loop for ¢, = 1.549 keV (8 ;\),
see Fig. 6. As shown here, at t = 71 s (the time of the maximum
plasma compression at the loop-top region), the increase in the
relative intensity of the X-ray emission is about 1000. This rela-
tively high value is due to the fact that the plasma temperature at
the top of the loop is relatively low and the X-ray photon energy
& = 1.549 keV corresponds to a very steep part of the X-ray
spectrum.

Analyzing these quasi-periodic processes further, we recog-
nize a further aspect of these processes that could be observed.
Figure 7 presents the pressure variations in nine detection points
along the left side of the loop (Table 1). While at the top of the
loop (the uppermost profile — detection point 9) there is a sim-
ple variation, at detection points in the loop leg variations are
more complex; the double peak with the shorter period appears.
By increasing the distance of the detection point in the loop leg
from the top of the loop, the time interval between peaks in the
double peak increases. To explain this effect, we note that each
peak in Fig. 7 indicates a passage of the shock through some de-
tection point. One shock arrival to the loop-top detection point
is always connected with two shock passages (shock propagat-
ing up and shock propagating down) at the loop-leg detection
points. Clearly, increasing the distance of the detection point in
the loop leg from the top of the loop, the time interval between
shock passages increases. From a diagnostic point of view, this
means that, in the signal from the loop leg, a shorter period in
these processes also appears.
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Fig. 4. Time profiles of the plasma velocity, temperature, and mass den-
sity at the detection points: 9 (top of the loop; full line), 7 (dotted line),
and 5 (dashed line) in the time interval 0—1000 s.
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Fig. 5. Comparison of time profiles of the pressure p (full line) and
magnetic field B (dashed line) at the top of the loop (detection point 9).
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Fig. 7. Series of pressure evolution profiles at nine detection points:
From the bottom, the profile at point 1 up to the profile at point 9 (top
of the loop) in the time interval 0—1000 s. The arrows show trajectories
of shocks.

To show this, we analyzed the pressure variations at the top
of the loop (detection point 9) and at the loop leg (detection
point 4) by the wavelet technique. The first and the strongest
peak in these variations is close to the beginning of the time
series, see Fig. 5. To eliminate the edge effects in computed
wavelet spectra, we added data with unperturbed pressures (last-
ing 300 s) before the computed time series. As a result, the ana-
lyzed time series now lasts 1300 s.

The results of the wavelet analysis are presented in Fig. 8. As
shown in Fig. 8 (upper part) the dominant period of the pressure
variation at the top of the loop (detection point 9) is of about
170 s. On the other hand, in Fig. 8 (bottom part) the dominant
period of pressure variation at the loop leg (detection point 4) is
shorter (~80 s). However, this shorter period is accompanied by
the same period as that in the loop-top detection point, but with
a lower power.

3.2. Quasi-periodic processes in the chromosphere

Pressure perturbations at loop footpoints generate not only
shocks in the coronal part of the loop, but the perturbation also
propagates downwards in chromospheric layers, as presented in
Fig. 9. An analysis shows that the perturbation is the sound
wave propagating with a sound speed of about 13.5 km s~!.
During its downward propagation, the chromospheric plasma
is heated from ~6500 K up to ~9000 K. Simultaneously, the

plasma moves downwards with a velocity of up to ~5 km s7!.

183



PRILOHA B. KOPIE ZAHRNUTYCH PRACI

M. Karlicky and P. Jelinek: Oscillations in flare loops

Wavelet Spectrum (Power)

Period

o
~
o
1]
N
=]
IS]

600 800

Time

1000 1200

Wavelet Spectrum (Power)

Period

0 200 400 600 800
Time

1000 1200
Fig. 8. Wavelet spectrum of the pressure variation at detection point 9
(top of the loop; upper part), and at detection point 4 (bottom part),
symmetric case (Run I). For the periods, see the pink areas. The period
and time are in seconds. The hatched regions belong to the cone of
influence by edge effects owing to finite-length time series.

After this process, there is the phase with temperature decreases
and upward plasma velocities. All these processes repeat in cor-
respondence with the quasi-periodic processes in the coronal
part of the loop.

3.3. Comparison of results obtained in different numerical
runs

In this paper, we mainly present the results obtained from Run I.
Other runs give similar results. For example, the change in the
form of the perturbation in Run IV provides only a small de-
crease in the shock amplitudes, otherwise the results are very
similar to Run L.

The most distinct change can be found when comparing
Run IT (symmetric case) and Run III (asymmetric case). While in
the symmetric case, at the symmetrically taken detection points
(4 and 10, see Table 1), the time profiles of the pressure, temper-
ature, and plasma density are the same, in the asymmetric case
they differ, see Fig. 10. Here the time profiles of the pressure for
Run IIT (asymmetric case) at the detection points 4 and 10 are
shown. As can be seen, the shock generated in the left-side loop
leg (detected at detection point 4 at the time 42 s) is stronger
and appears earlier than that in the right-side loop leg (detected
at detection point 10) owing to to the higher amplitude of the
temperature perturbation at the left-side loop footpoint than that
in the right-side loop footpoint. In the following time (at about
120 s) it is the reverse. This is due to that after the interaction
of the shocks near the top of the loop, the shocks continue in
their motion to the opposite side of the loop, where they are then
reflected at the transition region, and so on.

To show these processes in more detail, we computed the
time-distance diagram of the mass density along the loop axis in
the coronal part of the loop (Fig. 11). Compared to the symmet-
ric case (Fig. 3), the location of the shock interaction is shifted
outside of the loop top position. We note that the position of the
first shock interaction is on the right side, outside of the loop top
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Fig. 9. Time profiles of the plasma velocity, temperature, and mass den-
sity at the detection points: A (full line); B (dotted line); and C (dashed
line) in the time interval 0—1000 s.

position, and the position of the second shock interaction is on
the left side, outside the loop top position.

Similar to the symmetric case, we present the wavelet spectra
of the pressure variation (Fig. 12). They are computed for the
detection point 4 and 10, i.e., symmetrically to the top of the
loop. They differ not only in dominant periods in the interval
50-100 s, but the period of about 200 s is only in the wavelet
spectrum from detection point 4. These spectra also differ from
the wavelet spectrum at detection point 4 for the symmetric case
(Fig. 8). We note that, in different detection points, the wavelet
spectra can be different.

4. Conclusions

We studied processes in the flare loop after sudden temper-
ature enhancements at loop footpoints. After the initiation of
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Fig. 11. Time-distance diagram of the mass density along the loop axis
for Run IIT (asymmetric case). The vertical dashed line shows the loop
top position.

temperature (pressure) perturbations at loop footpoints, blast
shocks that propagate upwards along the loop are generated. In
our case, at the beginning of these processes, at t = 40-70 s,
the Mach number of these shocks is Mg ~ 1.1. At the top of the
loop, these shocks collide and compress the plasma, forming the
region with enhanced plasma density and temperature, see also
Falewicz et al. (2015). In the symmetric case, this compressed
region appears at the top of the loop, and in the asymmetric
case this region is slightly shifted outside of the top of the loop.
Although, this compressed region is only transient, it could ex-
plain some observed soft X-ray or EUV loop-top sources. Owing
to the periodic arrival of shocks to the top of the loop, these
loop-top sources should appears periodically. Moreover if, in the
loop, some superthermal electrons are trapped, then this tran-
sient loop-top region can be observed even in hard X-rays, as
was shown by Karlicky & Henoux (1994).

After the interaction of these shocks at the top of the loop,
the shocks continue in their motion downwards to the transition
region on the opposite side of the loop, where they are reflected
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Fig. 12. Wavelet spectrum of the pressure variation at detection point 4
(upper part) and 10 (bottom part; located symmetrically in the left- and
right-side of the loop, see Table 1), asymmetric case (Run III). The pe-
riod and time are in seconds. The hatched regions belong to the cone of
influence by edge effects, owing to finite-length time series.

back to the coronal part of the loop, and so on. These processes
generate variations (forced oscillations) of plasma parameters in
the flare loop. In a later phase of these processes (after about
500 s), the shocks slowly change to waves. In our case, however,
the magnetic field varies very weakly in the anti-phase to the
pressure variations. This shows that the presented shocks and
waves are of slow magnetosonic mode. It would appear that this
type of plasma variations was recently recognized in the EUV
observations of the 20 July 2013 flare by Kumar et al. (2015).

In the symmetric loop, which has a length of approximately
21.5 Mm, using the wavelet spectral technique, we found vari-
ations in the range of 40—170 s. This shows that the period of
these variations depends on the detection point location. While
the simplest variations are found at the top of the loop with
the dominant period of about ~170 s, at the detection point in
the loop leg (detection point 4) the dominant period is shorter
(~80 s). Considering the loop length (L ~ 21.5 Mm) and the
sound speed in the corona (c¢; ~ 130 kms™!), the period found
at the top (170 s) can be described by ~L/c, = 165 s. Similarly,
the period found in the leg (80 s) can be explained by ~L/2¢s =
82.5 s. The factor 2 is due to the contribution of both of the slow
shocks.

Increasing the distance in the detection point in the loop leg
from the loop top, the time interval between peaks in the double
peak increases (Fig. 7). This is due to two passages of shocks
through the loop-leg detection point (the shock propagation up-
ward and downward).

In the asymmetric case, the plasma variations and corre-
sponding wavelet spectra are even more complex. The displace-
ment of the interaction point near the loop top is small in spite
of the large difference in the amplitude of the initial disturbance
between the two foot points. This is because the Mach number of
the two shocks is close to unity and they propagate with a similar
speed.

We also found that the quasi-periodic processes in the coro-
nal part of the loop are closely associated with processes in the
chromospheric layers, located below the perturbation locations.
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Here, we found variations in the temperature, plasma veloci-
ties, and plasma densities that propagated with the sound ve-
locity (~13.5 kms™!). These quasi-periodic variations certainly
change intensities and produce Doppler shifts of the optical chro-
mospheric lines, which means that these processes should be
observable.
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