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Abstract

Random data are widely used in cryptography, whether to generate cryptographic

keys, provide unpredictable message paddings or to create unique authentication

challenges. Frequently, a random bit sequence is not used directly, but serves as

a partial input of some algorithm, e.g., to generate the large prime numbers or

initialize an internal state of a pseudorandom generator. However, a design or

implementation error of a random number generator may result in a significant

advantages for an attacker including the predictable keys allowing to decrypt or forge

messages. Therefore, the output of generators shall be thoroughly and (preferably)

continuously tested. However, since the expected output is an arbitrary random

value by design, the testing itself is not straightforward.

One possible approach is to systematically search for a dependence between

individual bits of output data, which are rare to find in truly random data. If found,

the tested sequence is rejected. If happen for the pseudo-random generators, their

design is additionally scrutinized as the outputs of modern cryptographic primitives

like ciphers, or hash algorithms shall be statistically indistinguishable from the truly

random data.

The aim of this thesis is to acquaint the reader with our research results in

the field of statistical randomness testing and its use for analysis of existing im-

plementations of cryptographic algorithms. The examples of real-world impact

are given, including a significant key generation vulnerability discovered in cryp-

tographic smartcards and utilization of small, but widespread key generation bias

to directly measure the popularity of cryptographic libraries – previously estimated

only indirectly. At the same time, the thesis deals with the issue of cryptographic

keys generation in a partially compromised environment with a partially exposed

randomness state – arguably an increasingly common situation nowadays, due to

the increasingly complicated interconnection of software and hardware components.

The thesis is presented in the form of a collection of selected scientific publications

supplemented by comments to provide the necessary context and connection with

the existing literature. The work is divided into two basic parts. The first part

deals with the automated testing of randomness and the consequences of detected

weaknesses. The second part describes the cryptographic protocols designed to

prevent the loss of randomness and to make its exploitation more difficult for an

attacker.

Keywords: key generation, randomness, RSA, secrecy amplification, secure multi-

party computation, statistical randomness testing.
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Abstrakt

Náhodná data jsou v kryptografii široce použ́ıvána, at’ už pro generováńı kryp-

tografických kĺıč̊u, nepredikovatelného doplněńı zpráv nebo vytvořeńı unikátńıch

autentizačńıch výzev. Náhodná sekvence bit̊u se v některých př́ıpadech nepoužije

př́ımo, ale je pouze d́ılč́ım vstupem algoritmu, např. pro generováńı velkých prvoč́ısel

nebo inicializaci počátečńıho stavu pseudonáhodného generátoru. V implementaćıch

generátor̊u náhodných č́ısel se ale může objevit chyba, která následně vyúst́ı ve

výhodu pro útočńıka, např́ıklad v použit́ı predikovatelného kĺıče, kterým útočńık

může dešifrovat zprávy, které mu nejsou určeny. Proto je nutné generátory d̊ukladně

a nejlépe i pr̊uběžně testovat. Protože však může náhodné č́ıslo nabývat v principu

libovolné hodnoty, testováńı neńı zcela př́ımočaré. Ćılem je naj́ıt takovou systema-

tickou závislost mezi jednotlivými bity dat, která se v těch opravdu náhodných

vyskytne jen velmi zř́ıdka. A nejlépe s co nejmenš́ım množstv́ım dat tak, aby vlastńı

testováńı proběhlo co nejrychleji. Pokud se taková závislost v datech objev́ı, lze

je odmı́tnout, př́ıpadně dále analyzovat procesy (v př́ıpadě pseudonáhodných ge-

nerátor̊u), které za př́ıtomnost́ı nežádoućı detekovatelné závislosti stoj́ı. Výstupy

moderńıch šifer a hašovaćıch algoritmů by měly být od opravdu náhodných dat

statisticky neodlǐsitelné.

Ćılem práce je seznámit čtenáře s výzkumnými výsledky v oblasti statistického

testováńı náhodnosti a jeho využit́ı pro analýzu existuj́ıćıch implementaćı krypto-

grafických algoritmů. Součást́ı jsou i ukázky nalezené zranitelnosti s velkým ce-

losvětovým dopadem nebo naopak umožněńı př́ımého měřeńı fenoménu, který byl

dosud měřen jen nepř́ımo. Zároveň se práce věnuje i problematice tvorby kryptogra-

fických kĺıč̊u v částečně kompromitovaném prostřed́ı – dnes již běžnou situaćı, kterou

lze vzhledem k č́ım dál komplikovaněǰśımu propojeńı softwarových a hardwarových

komponent očekávat i nadále.

Práce je prezentována formou kolekce vybraných vědeckých publikaćı doplněných

komentáři, které poskytuj́ı výsledk̊um potřebný kontext a provázáńı s existuj́ıćı li-

teraturou. Práce je rozdělena na dvě základńı části. Prvńı se věnuje automatickému

testováńı náhodnosti a d̊usledk̊um detekované nenáhodnosti. Ve druhé části jsou

popsány kryptografické protokoly, které umožňuj́ı ztrátě obsažené náhodnosti (ent-

ropie) zabránit, př́ıpadně jej́ı vynucenou ztrátu učinit pro útočńıka obt́ıžněǰśı.

Kĺıčová slova: bezpečné protokoly pro v́ıce účastńık̊u, generováńı kĺıč̊u, náhodnost,

RSA, statistické testováńı náhodnosti.
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Chapter 1. Introduction

Chapter 1

Introduction

Randomness plays a crucial role in the cryptographic systems (Kerckhoffs’ prin-

ciple [96]) as the random bits are required to generate secret keys for cryptographic

algorithms. While generation of secret keys typically requires truly random bits, out-

put of many cryptographic functions is also required to be indistinguishable from a

truly random data, despite being generated deterministically. The failure to meet

the indistinguishability requirement translates into the leakage of some information

about the sensitive input plaintext, used key or both, e.g., recovered via linear,

differential and other cryptanalytic techniques.

Therefore, the vital step is to detect unwanted bias in a data, e.g., in the form

of a correlation between selected bits. While detecting a completely malfunctioning

random generator producing just binary zeroes is trivial, the detection of correlated

bits with a complex relation is more difficult – yet when discovered by an attacker,

it may lead to compromise of the whole encryption key. The statistical randomness

tests aim to detect even small biases given only a decent amount of data for testing.

Although already widely used, there is a large room for improvement – both in the

testing speed as well as detection sensitivity.

Once a bias in data is detected, a generator can be further analyzed to estab-

lish the root cause. Such an analysis then serves as a guidance for a cryptographic

function designer during the design phase or can be used to assess the proper-

ties of otherwise black-box implementations like keypair generation in smartcards.

As many real-world examples [80, 114, 86, 161, 2] demonstrate, flaws in design

and implementation are common. In past, a small bias used to be frequently neg-

lected [74, 152, 34, 178], just to be later found to have deeper reasons as e.g., in the
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Chapter 1. Introduction

case of the RC4 algorithm [126, 145], sometimes with devastating security implica-

tions as for backdoored Dual-EC-DRBG/NIST SP 800-90 [19, 44] or flawed Infineon

RSA keypair generation [132].

An opposite view can start with the assumption that an attacker already learned

some bits of random keys used in a system, e.g., by a compromise of some of the

interacting users. The question is whether we can utilize additional cryptographic

protocols to decrease or eliminate an attacker’s advantage. Research shows that

secure multiparty protocols are a promising candidate to protect the system against

both intentional compromises as well as unintentional design or implementation

flaws.

1.1 Focus of the thesis

This thesis presents my research contributions to the area of randomness generation,

statistical testing and analysis of resulting vulnerabilities if the randomness indis-

tinguishability property is not satisfied. Subsequently, key generation and usage

protocols for scenarios assuming partial compromise of either randomness state or

protocol participants are devised. The following research questions are addressed:

How to extract and test entropy from a physical source?

Various techniques were designed and practically deployed to extract unbiased bits

from a physical phenomenon like decay of radioactive particles, amplification of

thermal noise or complex visual patterns produced by lava lamps. Even if believed

to contain some fraction of random bits, physical sources are typically producing

a significantly biased and correlated output. Therefore, two principal components

are required: 1) extractor of entropy that will create an unbiased sequence from

(typically) longer, but biased one and 2) test(s) to check if the resulting sequence is

free of any detectable biases.

How to detect a weakness in a cryptographic function or its implementation?

Atop of other requirements, the output of modern cryptographic functions is typ-

ically required to be indistinguishable from the truly random data, unless the used

key (for ciphers) or input data (e.g., for unkeyed hash functions) is known. Even a

slight bias is now considered a weakness as its presence translates to a leak of some

information about the input plaintext, a used key or additional metadata like origin

software library. The very similar procedure of statistical testing used for truly ran-

dom number generators (TRNGs) can be applied to test output of these functions,
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Chapter 1. Introduction

typically combined with specific input data generation strategy (e.g., input with a

very low Hamming weight) and configuration of function parameters (e.g., number

of internal rounds) to stress the function under the test to exhibit the detectable

bias.

What are the practical implications of a detectable bias?

The detection of any bias in the output of a cryptographic function or random

number generator is just the first step hinting about a potential vulnerability. Once

detected, the bias can be used to reason about the necessary improvements to a

mathematical construction of a cryptographic function (e.g., increasing the number

of internal rounds to improve confusion and diffusion properties), the source of the

data seen (e.g., the software library that generated a given key) or even to a practical

exploitation of the vulnerability (e.g., reconstruction of a secret key).

How to generate and use random bits in a partially compromised environment?

Finally, the secure key generation in the presence of an active attacker is now a fre-

quently desired property for the modern cryptographic systems. Such an attacker is

capable of compromising not only parts of a random state but also to control the ex-

ecution of subset of the protocol participants. The aim is to address an even stronger

attacker model than the classical Dolev-Yao attacker model [62] as this model does

not concern compromised protocol participants. This thesis deals with the topic of

the collaborative generation of secret keys suitable for cryptographic smartcards or

lightweight ad-hoc networks with significant limitations on memory (restricting the

number of pre-distributed keys), computational power (preventing public key cryp-

tography algorithms) and energy (restricting the number of exchanged messages).

My Ph.D. thesis was focused primarily on the lightweight key establishment in

partially compromised environments. This habilitation thesis deals with two addi-

tional research areas: randomness statistical testing and secure use of cryptographic

smartcards. While research during my Ph.D. study was conducted with a very lim-

ited number of co-authors from our laboratory, the work presented in this thesis

is a result of wider research collaborations with co-authors from several different

institutions.

1.2 Thesis structure

The thesis is structured with respect to contributions I made to the area of random-

ness generation, statistical testing, related vulnerability analysis, and randomness
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Chapter 1. Introduction

used in protocols for a collaborative key establishment in partially compromised

environments.

The first part of chapter 2 describes an adaptive statistical randomness testing

approach we proposed and applied to a large number of cryptographic functions.

The second part of that chapter explains the method developed for detection of bias

in generated RSA keys and its utilization for a key to library attribution, dissection

of particular vulnerability found and options for systematic prevention of flaws using

multiparty cryptographic protocols.

Chapter 3 tackles the issue of key establishment in partially compromised envir-

onments with a focus on the devices with limited storage and computational power.

Two main classes of protocols are discussed: secrecy amplification protocols aim-

ing at the collaborative distribution of fresh non-compromised keys using multiple

communication paths and structured probabilistic key pre-distribution to increase

the likelyhood that a shared key can be established, yet to decrease the attacker

advantage after a physical node capture followed by a compromise of stored keys.

The thesis is concluded in chapter 4 with possible future research directions. The

collection of selected research papers is appended at the end of the thesis.
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Chapter 2

Randomness analysis

Many documented flaws in design and implementation of random or pseudor-

andom number generators exist – e.g., in an early version of Netscape SSL [80],

OpenSSL FIPS Object Module [114], Java 2 ME [86], or Sun’s MIDP Reference

Implementation of SSL [161]. They have a critical impact on the security of many

common services. For example, a devastating flaw (resulting in the predictability

of the randomness generator) in the Debian OpenSSL caused that SSH keys, SSL

certificates, DNSSEC keys, OpenVPN keys, and DH/DSA session keys generated

in the period of more than two years had to be considered compromised [2]. In

some cases, intentional introduction of such a vulnerability into a standardized al-

gorithm is suspected, as in case of the Dual-EC-DRBG/NIST SP 800-90 generator

[159, 19, 44].

The physical random number generators usually do not provide uniform output

unless post-processed by a suitable entropy extractor [176, 173, 94]. As the given

extractor is based on the assumptions about the prior distribution of the unprocessed

output, invalid assumptions may result in a predictable sequence, so the extractor

output has to be tested as well.

Additionally, both newly designed as well as widely used cryptographic primit-

ives (block cipher, stream cipher, hash function, pseudo-random generators, etc.) are

subjected to various analytic techniques like linear, differential and algebraic crypt-

analyse that look for flaws or information leakage in the primitive design [85, 15, 127].

The standard techniques try to find any significant correlations between the tested

primitive input (plaintext), output (ciphertext) and key bits (if used). An existence

of correlated bits indicates a weakness of the function, which might be exploited to
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predict the bits of a secret key or next output bits of the pseudorandom generator

[153]. Although these techniques can be partially automated, the aid of the skilled

cryptanalyst is still needed.1

2.1 Adaptive randomness testing

Fully automated statistical test suites like NIST STS [154], Dieharder [36] and

TestU01 [108]) are often used as a quick and easy to run tool before the deeper

cryptanalysis is performed [160]. Each test suite (often called battery) typically con-

sists of tens of empirical tests of randomness, examining the correlation of a function

output bits. Each test looks for a predefined pattern of bits (or block of bits) in data,

and thus it examines randomness property from its specific point of view. Each test

computes a histogram of a specific feature of bits (or block of bits) and compares it

with the one expected for the truly random data. The tested data are considered

non-random if histograms differ significantly. Although there is an unlimited num-

ber of tests in principle, batteries opt for implementation of only several (carefully)

selected ones for the practical reasons. The complexity of tests usually determines

the amount of data necessary, with up to several GBs usually required. Also, in

general, the more data available for analysis, the smaller bias can be spotted.

NIST STS [154], Dieharder [36] (an extended version of the Diehard [116]) and

TestU01 [108] are the most commonly used. The NIST STS is the basic battery

required by NIST to test RNGs of cryptographic devices by the FIPS 140-2 cer-

tification process [136] with four out of total 15 of NIST STS tests required as

power-up tests executed on-device. The Dieharder battery is an extension of the

original Diehard battery [116] with some (but not all) NIST STS tests also included

and generally more sensitive than NIST STS. TestU01 can be viewed as the current

state-of-the-art of randomness testing. TestU01 is a library that implements more

than 100 different tests of randomness grouped into six sub-batteries called Small

Crush, Crush, Big Crush, Rabbit, Alphabit, BlockAlphabit with increasing amount

of data required for the analysis.

There are also other, less known and used batteries including Donald Knuth’s

tests [100], Crypt-X suite [39], PractRand [63], RaBiGeTe [148], CryptoStat [93],

YAARX [20], ENT [180], SPRNG [117], gjrand [90] and BSI test suite [155].

1The description of related work in this chapter is adapted and extended with input from our

publications, mainly [171, 178, 131, 132, 120].
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There are two main generic limitations of standard batteries with respect to the

analysis of pseudo-random number generators and cryptographic functions: 1) In-

sufficient sensitivity to detect bias present in unweakened functions with full number

of rounds and other standard security parameters and/or with given amount of data.

2) The difficulty of test results interpretation. While the first limitation can be ad-

dressed by analysis of functions with a reduced number of rounds, provision of more

data and design of more sensitive tests, the second limitation requires a used test to

be able to identify concrete dependent bits and provide this crucial information to

a cryptanalyst.

In addition to the generic randomness testing batteries, various approaches tar-

geting specifically the pseudo-randomness property of cryptographic functions were

proposed. A strong method focused on testing of hash functions and symmetric

ciphers based on the representation of each output bit as a Boolean function in the

algebraic normal form (ANF) and related statistical tests based on the number of its

monomials was proposed in [73]. The strong d-monomial test adapted to perform

chosen IV statistical attacks on stream ciphers is used in automated cryptanalytic

tool [69]. Similarly, a greedy method was proposed to find distinguishers from ran-

domness for stream and block ciphers based on the maximum degree monomial

test [164]. The CryptoStat [93] tool is focused on testing block ciphers, and message

authentication codes and consists of several tests, each computing the probability

that a block of bits of the ciphertext equals to bits taken from a plaintext and a key.

The TEA block cipher [181] is a particularly popular target for analysis of function

biased outputs [95, 84, 76, 104].

Contributions

We focus on the automated dynamic construction of new statistical tests fine-tuned

for the given data stream in contrast to the standard practice of pre-defined fixed

static test. This represents a shift in the testing paradigm. Instead of relying on a set

of carefully selected but fixed tests (as is the case of standard statistical batteries),

every evaluation of the input data itself will produce new test(s) specific for the

input data. The process (and its success or failure to find a distinguisher) serves

as the actual test itself. If a working distinguisher is found, data are non-random.

Additionally, the distinguisher found can be analyzed to determine why it works –

which bits are used and in what dependency on others. We explored two principal

options for the construction of tests (distinguishers):
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1. Arbitrarily complex test expressed as software circuits (EACirc).

2. Simple test in the form of Boolean functions (BoolTest).

The area of statistical testing of outputs of cryptographic functions in our re-

search group was initiated by me, followed by the steadily growing group of involved

people. I devised the initial idea of adaptive randomness statistical tests, represent-

ation in the form of software circuit processing separate blocks of an input stream

and did the initial implementation, utilization of genetic programming optimiza-

tion heuristic method and analyzed several round-reduced cryptographic functions.

Together with colleagues, we later significantly extended the set of analyzed func-

tions, improved the sensitivity of tests found by variations of software circuit output

and systematically examined various parameters including the influence of input

data length, software circuit depth and compared extensively with NIST STS and

Dieharder batteries. The initial publication [169] described the idea and provided

results for seven stream ciphers, showing comparable results to STS NIST and was

accompanied with a testing tool called EACirc. The significantly extended version

of this paper [170] included an additional analysis of 18 SHA-3 candidates, more

detailed comparison with NIST STS and Dieharder and basic methodology for in-

terpretation of software circuits (distinguishers) found.

Figure 2.1: The simple example of a software circuit as used by EACirc random-

ness distinguisher. Both connectors between the nodes as well as specific functions

executed inside the nodes are searched for using Cartesian Genetic Programming.

Adapted from [170].
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The subsequent work [163] significantly improved EACirc sensitivity to spot bias

in the analyzed data. Instead of directly encoding the distinguisher decision about

the input origin (a truly random stream or a tested function output), the circuit

outputs only 1 or 0 for every input block from a tested stream. The resulting

histogram of obtained ones and zeroes for the tested input data is then compared

with reference histogram obtained for truly random data stream (obtained from a

physical TRNG). If these two distributions differ enough, then the current circuit

serves as distinguisher able to spot the bias in data. With the Dieharder battery

being still slightly superior, the new approach was able to construct distinguisher

in two round-reduced functions (Hermes, Fubuki) where neither the NIST STS nor

Dieharder spotted any bias. Another advantage was in the amount of required

data to spot a bias – usually, an order of magnitude less data was required. The

method was also used to find more efficient distinguisher attack against 4-round

TEA algorithm [104] as well as to investigate the resilience of avalanche effect for

candidates to CAESAR competition against the improper initialization [174].

Our quest to design a more sensitive testing methodology requiring fewer input

data continued with the further simplification of the distinguisher structure and

resulted in a method called BoolTest [171]. Instead of a circuit-like structure with

multiple layers and connectors in between, the candidate distinguishers are expressed

as Boolean functions with the defined degree, represented in ANF and computed over

the bits in the currently processed block. The resulting polynomial is evaluated over

all blocks from the input data stream with the comparison of obtained distribution

to the expected one (for truly random data) same as in the previous approach [163].

Thanks to the limitations placed on the searched Boolean functions, the resulting

distinguisher directly identifies the function’s biased output bits, providing a better

feedback about the tested function.

In both cases (EACirc and BoolTest), dynamically constructed tests are found

by a suitable heuristic optimization as the optimal solution cannot be found in

a reasonable time (except for the trivial cases). We used the Cartesian genetic

programming (CGP) [124] for EACirc software circuits and a brute-force of simpler

sub-components combined with variations of the greedy algorithm for the BoolTest.

We also practically utilized the statistical testing batteries to detect problems

with truly random number generators for cryptographic smartcards of two hardware

vendors [178].

Our research in this area continues with the development of the largest (100+)
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Figure 2.2: The example of randomness distinguisher based on Boolean functions

as used by BoolTest. All possible monomials with a degree 2 are evaluated using

tested data, and the 100 best performing are then selected for further combinations.

Adapted from [171].

public suite of round-reduced cryptographic functions (block and stream ciphers,

hash functions, lightweight ciphers, PRNGs) called CryptoStreams [5] and multi-

batteries randomness testing portal with necessary results interpretation method-

ology. The project is a basis for the development of new cryptanalysis methods,

which can be quickly tested on the exhaustive set of real-world cryptographic func-

tions instead of one or few selected (as is the common practice nowadays).

Our earlier work focused on the design of a new entropy extractor based on

Carter-Wegman universal families of hashing functions [30] with the aim to construct

a well-performing extractor without the detectable bias. While technically slower

than custom extractor described in [103], it allowed us to formally reason about

the properties of extracted sequence (as long as the distribution of bits from an

unprocessed CMOS sensor output is retained).

Articles in collection

[169] P. Svenda, M. Ukrop, and V. Matyas. Towards cryptographic function dis-
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tinguishers with evolutionary circuits. In 10th International Conference on
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I proposed the idea of automatic search for attack strategies, performed experiments

for 2 out of 3 scenarios and wrote main part of the text. Contribution 67%.

[170] P. Svenda, M. Ukrop, and V. Matyas. Determining cryptographic distinguish-

ers for eStream and SHA-3 candidate functions with evolutionary circuits.

In E-Business and Telecommunications, volume 456, pages 290–305. Springer

Berlin Heidelberg, 2014

I proposed the idea of dynamic construction of statistical tests, performed implement-

ation, analyzed results and wrote significant part of the text. Contribution 40%.

13



Chapter 2. Randomness analysis

[174] M. Ukrop and P. Svenda. Avalanche effect in improperly initialized CAESAR

candidates. In Electronic Proceedings in Theoretical Computer Science, volume

233, pages 72–81. Open Publishing Association, 2016

I cooperated on the design of the experiments and analysis and contributed to text

writing. Contribution 30%.

[104] K. Kub́ıček, J. Novotný, P. Svenda, and M. Ukrop. New results on reduced-

round Tiny Encryption Algorithm using genetic programming. IEEE Infocom-

munications, vol. 8, 2016

I cooperated on the design of the experiments and analysis and contributed to text

writing. Contribution 30%.

[171] M. Sys, D. Klinec, and P. Svenda. The efficient randomness testing using

Boolean functions. In Proceedings of the 14th International Conference on Se-

curity and Cryptography (SECRYPT’17), pages 92–103. SCITEPRESS, 2017

I cooperated on design and analysis of experiments and contributed to text writing.

Contribution 20%.

2.2 Bias in the RSA keypair generation

An actual realization (software implementation) of a cryptographic algorithm or

protocol is a well-known source of subtle differences when processing different input

data, (so-called side-channel leakage), varying between the different implementa-

tions and possibly leading to the detection of a specific type or even version of

hardware or software (so-called fingerprinting). The fingerprinting technique is al-

most universally applicable to any device or application including the web servers,

email clients, databases, IoT networked devices or, e.g., electronic passports. The

typical differences found are within the content of returned messages and error codes

and response behavior dictated by the implementation’s state model [9, 60]. The

same implementation may also behave differently based on processed input data,

forming time-based, power consumption-based and other types of side channels.

A large number of practical attacks in recent years [107, 37, 17, 24] testifies how

difficult it is to make an implementation secure, robust and without any side-channel

leakage. Even major libraries such as OpenSSL, Java JCE or Microsoft CryptoAPI

were hit by multiple problems including extraction of RSA private keys [37], AES
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secret keys [17] or decryption of sensitive message via padding oracle attacks [21, 24]

remotely from a targeted web server and generation of vulnerable keys by a weak or

a malfunctioning random generator [2, 83]. It is reasonable to expect that similar

problems will occur in future for these and other cryptographic libraries as well.

The prediction of an impact for a future bug depends not only on the nature

of the bug (unknown in advance) but also on the overall popularity of the affected

cryptographic library within the targeted usage domain. A security bug in OpenSSL

will probably cause more harm than a bug in an unknown or sparsely used library.

Yet, the estimation of the popularity of a given library is a complicated affair.

As a library produces random keys, it is difficult to attribute a particular key to its

originating library based only on the bits of the key. A common approach is to make

indirect estimates based on additional information such as specific strings inserted

into certificates, default libraries used by a software package which is identified by

other means (e.g., the Apache HTTP server typically uses OpenSSL), specific key

properties (uncommon key lengths or domain parameters) or a library popularity

based on the positive ratings (stars or likes) to establish prior probabilities.

Server fingerprints were used to probabilistically determine the operating system,

or even the versions of the deployed software [134, 137], estimating the number of

servers running a Microsoft OS [133] or popularity of software packages handling

the SSH connection [10]. A direct identification of software packages running on

other cores in a cloud environment based on cache side-channels was demonstrated

by [89, 88].

However, all these approaches leave a large uncertainty about the total number

of keys produced by a specific library or the real origin of a given single key from

specific domain – for example TLS keys used for secure HTTP connection.

Measurements and analyses of the TLS ecosystem have a long history with large-

scale scans starting in 2010 with the EFF SSL Observatory project [4], followed by

analyses of both valid certificates [47, 68, 67, 66, 72] (the majority of papers) as well

as invalid ones [46], including also certificates from increasingly popular Certificate

Transparency repositories [175] and client SSH authentication keys crawled from

GitHub [54, 14]. The used cryptographic algorithms and key lengths were analyzed

[65, 87], showing that more than 85% of currently valid TLS certificates use the

RSA algorithm (and more than 99% for SMTP certificates [122]) – making the RSA

a representative algorithm of the ecosystem.
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Despite the RSA algorithm being the most prominent and widely used asymmet-

ric cryptography algorithm, only very few prior publications are concerned with the

identification of the library responsible for generating an RSA key directly from the

key itself. The task was partially done by [125] using particular biases in private keys

generated by OpenSSL and observed in datasets of weak factorable keys [83, 81, 2].

However, the method only worked when private keys and their primes were known

and used a feature specific to OpenSSL keys. Hence the technique can be exten-

ded neither to study public keys generated by OpenSSL nor to other cryptographic

libraries in general.

To the contrary, a significant body of literature is devoted to resiliency of the RSA

algorithm against various attacks. Besides attacks on the messages (e.g., padding

oracle [21, 29, 35] or related messages [183, 51]), a large portion of attacks aims

to deduce the private key from the corresponding public key. The attacks can be

divided into two classes based on the assumptions about the key:

1) No additional information – methods such as Pollard p-1 [149], Pollard Rho

[150, 33], and a class of several sieving methods (e.g., NFS, GNFS).

2) Partial information – low private or public exponent [50, 182, 26, 23], im-

plementation and side-channel attacks, and attacks based on Coppersmith’s

method [49].

The usage of generic factorization attacks is limited to small RSA keys due to

their exponential time complexity – the current public record for a general 768-bit

RSA [99] utilizes NFS. Only attacks from the second class are known to be used to

break RSA moduli used in practice. Except for Wiener’s attack [182] for a small

private exponent, other notable attacks belong to the same class as Coppersmith’s

attack [50] or do require side-channel leak and active probing from an attacker.

Coppersmith’s algorithm can be viewed as a universal tool for attacking RSA keys

generated with improperly chosen parameters or originating from a faulty imple-

mentation. The algorithm was adapted for various scenarios where some bits of a

factor, of the private exponent or of the message are known [48, 50, 22] with a nice

overview in [121].

In 2012, two independent teams [83, 109] analyzed RSA public keys on the

Internet used as SSL certificates, SSH host keys and PGP keys and found that

a small, but significant portion (0.5% of TLS, 1% of SSH) of public RSA keys

shared prime factors (because of insufficient entropy during the generation process).
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Such keys are trivially factorable by a computation of the greatest common divisor

(GCD) using Euclid’s algorithm. Malfunctioning random number generator leads to

a discovery of weak keys in national IDs of Taiwanese citizens factorable by adapted

Coppersmith’s algorithm [18].

Proper generation of RSA keys is described in several standards (e.g., FIPS 186-4

[97], IEEE 1363-2000 [1], see [113] and [130] for an overview), having different re-

quirements for the form of the primes. One feature is common to all these standards

– the primes should be generated randomly using a large amount of entropy. In ad-

dition to specialized construction methods (e.g., provable primes), the generation of

RSA primes is typically performed in several iterations, repeating two fundamental

steps: a random candidate is generated and then tested for primality. Since the

primality test is a time-consuming process, several authors have proposed various

speedups for the candidate generation process ([32, 119, 92], see [91] for an overview

of such methods). The current state of the art focused on constrained devices is

described in [91], where the authors decreased the number of primality tests with a

negligible loss of entropy (0.5 bits).

A potential flaw in implementation of cryptographic algorithm or compromise

of single protocol participant can be alleviated by utilization of secure multiparty

computation based on common cryptographic primitives like RSA, Diffie-Hellman

or Elliptic curve cryptography [185, 43, 42, 27, 79, 77, 53, 31, 166, 166, 82]. Using

specifically constructed cryptographic protocols, one can distribute trust between

multiple components, preferably originating from non-crossing supply chains with

different internal implementation and operated by an independent owners and thus

reducing the likelihood of compromises and system-wide error. This design draws

from protective-redundancy and component diversification [45, 13, 52]. As long as

one of the components remains honest, the secret cannot be reconstructed or leaked.

Such a scheme can be used to support a wide-range of commonly used cryptographic

operations (e.g., random number and key generation, decryption, signing etc.) [156,

138, 75, 157, 123, 135, 25, 16, 110, 147, 115]

The scheme can be constructed so that all participants are required to parti-

cipate in a particular execution (t-of-t) or relaxed to require only k participants

(k-of-t) [61, 146, 78, 165, 28]. Unfortunately, the typical secure multiparty scheme

is not backward compatible with commonly used cryptographic procedures (e.g.,

digital signing using RSA or ECDSA algorithms), requiring involved parties to run

new software implementation. Such operational changes due to new and (often)
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interactive protocol come with practical obstacles of updating of large number of

system clients. The threshold RSA signature scheme [79] requires collaboration dur-

ing every signature operation. A more efficient generation based on 3-prime RSA

[166] is not suitable for devices with fixed API exposing only standard 2-prime RSA

operations (e.g., smartcards). The protocols securing against active adversaries [82],

are time-consuming even on standard CPUs while having prohibitively long keypair

generation phases on performance-limited hardware. The collaborative method split-

ting the key generation between card manufacturer and cardholder [144] constructs

4-prime 4096-bit RSA key from two 2048-bit parts during an interactive protocol ex-

ecuted before the card’s first use. In some cases, backward compatible schemes were

designed [144, 58] and practically deployed [38]. Note that the secure multiparty

computation can also be applied to any generic program that can be represented as

a finite Boolean circuit [184, 139, 59, 102, 158, 11], yet for the price of significant

computational, memory and communication overhead. We focus only on common

cryptographic operations like signing or decryption.

Contributions

I started the collection of a large number of RSA keys generated by cryptographic

smartcards with the idea of finding similarities to keys produced by the open-source

libraries. The aim was to better understand the otherwise closed-source implement-

ations used by smartcards and independently audit its security. Our work then ex-

amined the biases in both public and private keys from a majority of cryptographic

libraries used nowadays [178] and showed significant detectable differences in the

distribution of key bits. This surprising discovery (given that the RSA algorithm is

in use for more than 40 years) opened a new analytic method how to:

a) Attribute a given key to its origin library,

b) quantify popularity of libraries in large datasets (e.g., IPv4 TLS scans),

c) spot irregularities hinting at potential vulnerabilities.

In [131], we extended our previous work [178] by applying statistical inference to

approximate a share of libraries matching an observed distribution of RSA keys in

an inspected dataset (e.g., an Internet-wide scan of TLS handshakes). While [178]

primarily described the fact that detectable bias exists and can be used for prob-

abilistic attribution of a single given key to its origin library, [131] was specifically
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Figure 2.3: The example of differences between private keys as produced by different

cryptographic libraries. Each graph depicts the distribution of the most significant

byte of prime P and Q respectively and their relation as computed from a dataset

of 1 million keypairs generated by a given library. Adapted from [178].

focused on estimation of the share distribution within a large dataset instead of par-

ticular keys from a particular library. With this reframing of the research question,

probabilistic attribution is significantly more accurate (with less than 2% estimated

misclassification error), sensitive enough even to detect transient events such as a

periodic insertion of keys from a specific library into Certificate Transparency logs

and inconsistencies in archived datasets. To our best knowledge, this is the first ac-

curate measurement of the popularity of cryptographic libraries not based on proxy

information like web server fingerprinting, but directly on the number of observed

unique keys.

The wide-scale analysis of cryptographic libraries done in [178] also showed not-

able differences for one particular smartcard vendor (Infineon with the RSALib cryp-

tographic library), which was not attributable to the “benign” implementation de-
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Figure 2.4: The first direct measurement of the popularity of different cryptographic

libraries utilizing our method based on RSA bias. The OpenSSL library (green) is

the most popular one and still growing. The fraction of keys from the Microsoft

cryptographic libraries (blue) remains relatively stable (the big decrease between

years 2014 and 2015 is caused by mistake in data collection methodology by Sonar

organization providing the archived datasets). Adapted from [131].

cisions performed during the primes selection. The keys produced by RSALib were

notable in many respects, including non-uniform distribution of remainders of public

key modulo small primes. Moreover, such non-uniformity in public key must have

been caused by the specific structure of primes used. We inferred the structure of

primes (introduced by the manufacturer to speed up the costly prime generation),

shown that primes in this form came with a significantly reduced entropy and de-

vised practical factorization technique [132] based on the Coppersmith factorization

method [48]. The method was efficient enough to factorize RSA keys (generated

by RSALib) with a widely used key length of 2048 bits. Combined with the fact

that affected chips were used in many domains including the citizen’s identity cards

in many European countries, Trusted Platform Modules (TPMs) utilized for the

Microsoft BitLocker disk encryption software, authentication and software signing
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Figure 2.5: The usage domains impacted by ROCA vulnerability [132] with at least

1 billion chips impacted worldwide [71]. The RSA with 2048 bits is typically used

with the electricity cost for the practical factorization equal to several thousand

euros.

tokens among others. This cryptographic vulnerability was assigned the CVE-2017-

15361 code and was addressed with software updates and procedural changes by

many major vendors, certification laboratories as well as national countries. The

open-source implementation of the vulnerable keys detection [6] released during the

responsible disclosure resulted in a highly popular GitHub repository and was in-

corporated in several security scanning tools, including Let’s Encrypt certification

authority key eligibility assessment module.

In parallel, we worked on another line of research focused on secure multiparty

cryptographic protocols suitable for cryptographic smartcards. Coincidentally, such

a protocol would have prevented ROCA-like vulnerabilities, if utilized. In [120], we

devised a suite of protocols based on elliptic curves for a distributed generation, and

use of private keys for decryption and signature. As both the unintentional (bugs)

and intentional errors (backdoors) cannot be ruled out, we intentionally used not a

single, but multiple chips from different manufacturers. The combined group remains
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cryptographically secure unless a critical error is present in all different chips. We

also designed and built a high-performance scalable platform containing hundreds of

cards running in parallel, thus achieving hundreds of operations per second, using the

design proposed by us earlier on [55]. The work also required non-trivial engineering

effort with the publication of first publicly available implementation of low-level

ECPoint operations without any proprietary operations [7] and on-card performance

profiler [8].

Figure 2.6: Left: The basic design of the Myst secure multiparty computation

platform using secure cryptographic chips with some chips assumed to be flawed or

backdoored (depicted with the bug icon). Right: The actual realization with array

of SIM-sized cryptographic smartcards. Adapted from [120].

The secure execution environment was also used by us to design data reten-

tion mechanism, which protects the operator of a service (e.g., anonymization mix)

against unjustified demands to reveal the service logs outside the period required by

a law [101]. All logs are encrypted under a key available only inside a smartcard,

which will release the key only when the logs are not older than the specified period.

The current time is checked on-card against multiple trusted time servers.

Articles in collection

[178] P. Švenda, M. Nemec, P. Sekan, R. Kvašňovský, D. Formánek, D. Komárek,

and V. Matyáš. The million-key question – investigating the origins of RSA

public keys. In The 25th USENIX Security Symposium (USENIX Security

’16), pages 893–910. USENIX, 2016

I led the research, proposed the idea of testing RSA keypairs from smartcards for

vulnerabilities, collected most of the keys, supervised a team of students working on

analysis and wrote a significant part of the text. The paper received Best paper award.
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Contribution 25%.

[131] M. Nemec, D. Klinec, P. Svenda, P. Sekan, and V. Matyas. Measuring pop-

ularity of cryptographic libraries in Internet-wide scans. In The 33rd Annual

Computer Security Applications Conference (ACSAC’17). ACM, 2017

I led the research, cooperated on the design of improved classification algorithm, ex-

periments and analysis of usage domains and wrote a significant part of the text.

Contribution 20%.

[132] M. Nemec, M. Sys, P. Svenda, D. Klinec, and V. Matyas. The return of Cop-

persmith’s attack: Practical factorization of widely used RSA moduli. In 24th

ACM Conference on Computer and Communications Security (CCS’17), pages

1631–1648. ACM, 2017

I led the research, co-spotted irregularities in keys produced by a vulnerable chip, per-

formed analysis of vulnerability impact on multiple usage domains, handled respons-

ible disclosure process and wrote a significant part of the text. The paper received

Real world impact award. Contribution 25%.

[120] V. Mavroudis, A. Cerulli, P. Svenda, D. Cvrcek, D. Klinec, and G. Danezis. A

touch of evil: High-assurance cryptographic hardware from untrusted compon-

ents. In 24th ACM Conference on Computer and Communications Security

(CCS’17), pages 1583–1600. ACM, 2017

I co-designed used smartcard infrastructure, performed major part of efficient imple-

mentation and participated on text writing. Contribution 25%.

Other relevant publications

[55] D. Cvrcek and P. Svenda. Architecture considerations for massively parallel

hardware security platform. In The 5th International Conference on Secur-

ity, Privacy, and Applied Cryptography Engineering (SPACE’15), LNCS 9354,

pages 269–288. Springer, 2015

I cooperated on design and implementation of highly parallel architecture, implemen-

ted and analysed experiments and wrote major part of the text. Contribution 50%.

[101] S. Kopsell and P. Svenda. Law enforcement and data retention in the light

of an anonymisation services. In Masaryk UJL & Tech., volume 5, page 305.

HeinOnline, 2011
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I co-designed the used architecture and protocols, performed on-card implementation

and analysed experiments and participated on text writing. Contribution 50%.
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Chapter 3

Key establishment in

compromised networks

Ad-hoc networks of nodes with limited capabilities often handle sensitive information

and security of such networks is a typical baseline requirement. Such networks

consist of a high number of interacting devices, the price of which should be as low

as possible – limiting computational and storage resources and (expensive) tamper

resistance. Systems secure by design with a strong focus on autonomous self-defense

are desired, as an accurate detection and subsequent reaction is usually difficult.

Lightweight security solutions are preferable, providing a low computational and

communication overhead. When considering key management in nodes of limited

capabilities, symmetric cryptography is frequently the preferred approach, yet with

a low number of pre-distributed keys due to limited memory. 1

3.1 Secrecy amplification

Substantial improvements in resilience against node capture (fraction of nodes with

their keys compromised by an attacker) or key exchange eavesdropping (fraction of

keys compromised) can be achieved when a group of neighboring nodes cooperates in

an additional secrecy amplification (SA) protocol after the initial key establishment

protocol. A strong majority of secure links can be obtained even when the initial

network compromise is at 50% [179].

1The description of related work in this chapter is adapted and extended with input from our

publications, mainly [179, 106, 143].
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The SA concept was originally introduced in [12] for the key infection plaintext

key exchange, but can also be used for a partially compromised network result-

ing from node capture in probabilistic pre-distribution schemes introduced by Es-

chenauer, and Gligor [70] and significantly studied later [40, 57, 64, 111]. Due to

an attacker action, the communication link between nodes A and B secured by a

link key K can be compromised. When the group of neighbors of nodes A and B

cooperates in an additional protocol, communication link(s) protected by the pre-

viously compromised key K can be secured again, if a new key K ′ can be securely

transported to both nodes A and B using non-compromised path. The exact way

the new key value K ′ is transported is specified by a particular secrecy amplification

(SA) protocol. The SA protocol is executed both for compromised links as well as

the already secure ones, as a network operator usually has no knowledge which links

are compromised. It serves as either prevention of future compromise or a response

to a partial compromise which already happened. While SA protocol can try all

possible paths to propagate a new key, the price would be a huge communication

overhead. Therefore, the proposed SA protocols aim to find a good tradeoff between

the number of paths tried and the probability of finding at least one secure path.

Different key distribution schemes and corresponding attacks result in different

compromise patterns, in turn, influencing how successful an SA protocol will be.

The random compromise pattern arises when a probabilistic key pre-distribution

scheme of [70] and many later variants of [40, 57, 111, 112] are used, and an attacker

extracts keys from several randomly captured nodes. Another pattern results from

key distribution based on idea of “key infection” [12], later extended by [56, 98, 179]

and others. Here, link keys are exchanged in plaintext (no keys are pre-distributed),

and an attacker can compromise them if the transmission can be eavesdropped by

the attacker’s eavesdropping nodes.

The earliest published SA protocols are so-called node-oriented and were also

proposed in a multi-hop (more than a single intermediate node) and multi-path

(different set of intermediate nodes) variants [12, 56, 98, 179]. In group-oriented

protocols [179] proposed later, an identification of the parties in the protocol is no

longer “absolute” (e.g., node designation A, B, C), but it is given by the relative

distance from other parties. This distance can be approximated from the minimal

transmission power needed to communicate with a given neighbor or the signal

strength measured during message reception. Based on the actual distribution of

the neighbors, the node closest to the indicated distance(s) is chosen for a particular

protocol run. As there is no need to re-execute the protocol for all k-tuples (as was
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Figure 3.1: Left: An example of instructions of several node-oriented SA protocols.

The Push, Pull, and multi-hop version of Pull are included. Right: An example

of instructions of a basic hybrid SA protocol. Selected node-relative identification

(distance from NC and NP ) of involved parties are displayed as the geographic most

probable areas, where such nodes will be positioned. Adapted from [143].

the case for node-oriented protocols), all the neighbors can be now involved into

a single execution, reducing the communication overhead significantly. The main

disadvantage is the complicated synchronization of the parallel executions and also

complicated security analysis due to the high number of nodes involved. Hybrid

protocols [142] combine properties of both node- and group-oriented protocols using

the relative distance from other parties (as group-oriented) but a small number of

steps of each protocol (as node-oriented).

Contributions

The work on lightweight key distribution protocols for devices with limited compu-

tational power in a partially compromised network was the main topics of my Ph.D.

study with the first result published in 2004 and continued until now. I started

the initial investigation of the security protocols for wireless sensor networks (WSN)

in our laboratory, later followed with five more postgraduate students with three

already graduated. While WSN was the main topic for my Ph.D. study, I gradually

became more involved with the areas described in chapter 2 – this fact is reflected

by my smaller author contribution to the papers presented, as I now act only as an

advisor for the WSN research during the design phase and less involved later.

During the Ph.D. study, I designed, implemented and analyzed several secrecy

amplification protocols, initially designed manually [56], later automatically [177,
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179] using genetic programming combined with the custom network simulator. A

candidate secrecy amplification protocol consists of a sequence of instructions (gen-

erate new value, combine existing values, send a value to a selected neighbor) op-

erating over several memory registers. The actual instructions are searched for by

genetic programming with the quality of candidate computed using custom network

simulator [3].

This stream of work continued after my Ph.D. thesis with a thorough exam-

ination of the influence of various system parameters on the quality of resulting

protocols [162]. Subsequently, we proposed a new class of hybrid secrecy ampli-

fication protocols, combining simplicity of early SA protocols (and thus achieving

a low number of messages) and dynamic selection of participating nodes based on

their relative distance [140]. We performed the detailed comparison of all known SA

protocols on unified network settings [143], showing that hybrid design offers a favor-

able tradeoff between the fraction of secured links and transmission overhead while

having simple implementation and small network synchronization requirements. I

helped with the design of experiments to verify the resilience of SA protocols against

more nuanced attacker models [141]. I proposed the idea of combining the keys with

only small entropy (resulting from a key establishment based on RSSI extraction

[151, 128]) to form single key with enough entropy to withstand brute-force attack.

We designed a suite of efficient protocols for this use-case [129].

The proposed protocols for probabilistic key pre-distribution were also practically

implemented into a transparent security middleware called WSNProtectLayer for

TinyOS operating system used for WSN nodes and tested on our laboratory testbed

as well as in the field on real devices [118].

While the common attacker models used in the area typically assumed too

simplistic randomly-behaving attacker behavior, we examined more realistic attacker

models derived from our field experiments and shown the practical limits of achieved

compromise on the network with secrecy amplification protocols deployed as defense

measure [141].

I designed the probabilistic key pre-distribution scheme securely utilizing keys

stored in the memory of neighboring nodes with significantly improved node-capture

resilience [167]. The idea was further extended with the use of hash chains to derive

shared key between two nodes and increasing the resilience further again [106].

Within the area of wireless sensor networks, I also proposed to use genetic pro-

gramming to automatically search for attacker strategies [168] expresses as a se-
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quence of simple instructions with attacks against message routing, optimal place-

ment of eavesdropping nodes used against secrecy amplification and selective node

capture. The related work [105] investigated the inherent tradeoff between the ability

to detect and react on network attacker on nodes and privacy-preserving mechan-

ism trying to prevent linkability of events. As the intrusion detection nodes can

also be compromised, sharing more information helps intrusion detection but also

leaks more information towards an attacker – a privacy-preserving mechanism de-

crease the amount of information available to an attacker but also the accuracy of

detection.

Articles in collection

[141] R. Ostadal, P. Svenda, and V. Matyas. Attackers in wireless sensor networks

will be neither random nor jumping – secrecy amplification case. In Interna-

tional Conference on Cryptology and Network Security (CANS’16). Springer,

2016

I helped with design of experiments, analysis of results and contributed to text writing.

Contribution 15%.

[106] J. Kur, V. Matyas, and P. Svenda. Two improvements of random key predis-

tribution for wireless sensor networks. In International Conference on Secur-
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Springer, 2018

I helped with the design of experiments and contributed to text writing. Contribution
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(WISTP’15), LNCS 9311, pages 3–19. Springer, 2015

I helped to design and analyse experiments and contributed to text writing. Contri-

bution 15%.
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I cooperated on the design and analyse experiments with hybrid protocols and con-

tributed to text writing. Contribution 20%.
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I proposed the idea of the algorithm, designed, implemented and analyzed the exper-

iments and wrote main part of the text. Contribution 60%.
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Chapter 4

Conclusion and future work

My research contributions through the span of almost ten years are explained and put

into the context of the state-of-the-art research. The unifying topic is randomness,

covering its generation, statistical analysis to detect any bias present as well as

bias use and (frequently) misuse with applications to the analysis of cryptographic

primitives as well as utilization in the key establishment protocols. The research

spans from the fundamental research on entropy extractors and on cryptographic

protocols to the practical exploitation of a real-world vulnerability in hardware chips.

The individual addressed research domains are accompanied with the list of the

articles co-authored by me with an explanation of my contribution. The selected

articles are also attached to this text for interested readers1.

The research work outlined can be continued in several directions. The statistical

testing using BoolTest was so far used only to detect the bias presence and not for an

interpretation of the exact distinguisher found. The open question is how to extend

the knowledge of distinguisher found to a particular structure inside a cryptographic

function responsible for the bias presence – ideally in a semi-automatic way. The

simple and straightforward structure of distinguishers found by BoolTest shall be

directly extendable to perform the key recovery attack.

Building on the results produced en masse by our CryptoStreams project with

100+ cryptographic functions; we plan to investigate deeper the instances with sur-

prising bias detected and to establish shared patterns among the distinguishers

found. The randomness statistical testing used to be perceived only as first and

1The full-texts of selected articles are excluded from this document to avoid copyright violation

and are only available in the printed version.
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rather weak testing methodology for cryptographic function analysis. With the dy-

namically adapting statistical tests and deeper analysis of the distinguishers found,

the goal is not only to find a weakness in some of the functions, but to reason about

the shared properties of whole groups of the cryptographic functions.

The systematic and large-scale analysis of cryptographic software libraries for

the presence of subtle biases in the keys produced with the application for library

attribution can be further extended. The use of machine learning techniques to de-

tect additional correlated bits may increase the classification accuracy for a single

key and discover key generation implementations. Additionally, an accurate classi-

fication in a scenario with only tens of keys from 2-3 unknown libraries remains is

still an open question while having a practical use and implications for the security

audit of companies. While we focused so far mainly on the RSA algorithm, other

algorithms like ECC can be investigated as well, including black-box implementa-

tions in cryptographic smartcards. Are we able to identify a library or a system that

produced a given ECC public key or participate in the ECC-based authentication

protocol? Can we detect the incorrect implementation of ECC operations despite

having no access to its source code? As a broader vision, the suite of techniques

proposed shall lead to easier verification that an analyzed implementation is not

deviating in any detectable way from the expected case.

Finally, the secure multiparty protocols (MPC) provide the building block for

the cryptographically strong computational environment, that removes the reliance

on a single trusted entity – both for hardware manufacturing and delivery as well as

for correctness of the software implementation. One can envision the secure virtual

processor, which is realized by a proper combination of N physical components

and diverse software implementations and providing secure computation until all N

components fail. Having N as a changeable parameter, one can easily set the proper

tradeoff between security, performance, and cost and even adapt dynamically in

time.

While progress in the design of universally composable MPC schemes addressing

very strong attacker model with a minimum of additional assumptions is continu-

ously made, these schemes are still coming with significant performance and memory

overhead, making it impractical on limited devices like smartcards. More efficient

and practically usable MPC schemes can be constructed, if additional assumptions

(like the hardness of discrete logarithm and EC Diffie-Hellman problem) is made as

was also demonstrated by our work [120]. The recent work of Chadran et al. [41]
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address the model relevant for smartcards (so-called corrupted token model) with

universally composable MPC scheme which requires the only assumption of the ex-

istence of a one-way function, but being still prohibitively expensive for common

smartcards. Would it be possible to close this gap and make some scheme practic-

ally usable on smartcards while not requiring additional assumptions like discrete

logarithm problem?

To facilitate a faster adoption, a design of MPC schemes that would be backward

compatible with the vast legacy security infrastructure is favorable. One example

is a multiparty creation of ECDSA signatures on smartcards with an unmodified

signature verification procedure – similarly as a scheme already demonstrated for

two-party RSA signatures.
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D. Komárek, and V. Matyáš. The million-key question – investigating the ori-

gins of RSA public keys. In The 25th USENIX Security Symposium (USENIX

Security ’16), pages 893–910. USENIX, 2016

Article B: M. Nemec, M. Sys, P. Svenda, D. Klinec, and V. Matyas. The return of

Coppersmith’s attack: Practical factorization of widely used RSA moduli. In

24th ACM Conference on Computer and Communications Security (CCS’17),

pages 1631–1648. ACM, 2017

Article C: V. Mavroudis, A. Cerulli, P. Svenda, D. Cvrcek, D. Klinec, and

G. Danezis. A touch of evil: High-assurance cryptographic hardware from

untrusted components. In 24th ACM Conference on Computer and Commu-

nications Security (CCS’17), pages 1583–1600. ACM, 2017

Article D: M. Nemec, D. Klinec, P. Svenda, P. Sekan, and V. Matyas. Measur-

ing popularity of cryptographic libraries in Internet-wide scans. In The 33rd

Annual Computer Security Applications Conference (ACSAC’17). ACM, 2017

1The fulltexts of the articles are excluded from the publicly available electronic version of this

text to avoid copyright violation.

55



Appendix A. Selected research articles

Article E: P. Svenda, M. Ukrop, and V. Matyas. Towards cryptographic function

distinguishers with evolutionary circuits. In 10th International Conference on

Security and Cryptography (SECRYPT’13), pages 135–146. SciTePress, 2013

Article F: M. Sys, D. Klinec, and P. Svenda. The efficient randomness testing

using Boolean functions. In Proceedings of the 14th International Conference

on Security and Cryptography (SECRYPT’17), pages 92–103. SCITEPRESS,

2017

Article G: J. Bouda, J. Krhovjak, V. Matyas, and P. Svenda. Towards true ran-

dom number generation in mobile environments. In Nordic Conference on

Secure IT Systems, pages 179–189. Springer, 2009

Article H: R. Ostadal, P. Svenda, and V. Matyas. Attackers in wireless sensor

networks will be neither random nor jumping – secrecy amplification case.

In International Conference on Cryptology and Network Security (CANS’16).

Springer, 2016

Article I: J. Kur, V. Matyas, and P. Svenda. Two improvements of random key

predistribution for wireless sensor networks. In International Conference on

Security and Privacy in Communication Systems (SecureComm’12), pages 61–

75. Springer, 2012
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