
3.5.4. Two simple averaging models for deomposition.x = [x1; : : : ; xn℄T . . . uniform sample vetor of the time seriesX = fXtjt 2Zge = [e1; : : : ; en℄T . . . random errorst 2 f1; 2; : : : ; ngWe are assuming both models:- additive: Xt = Trt + Szt + Ct +Et (AM)or- multipliative: Xt = Trt Szt CtEt (MM):Let d be the period length of Szt, and n = md. We introdue amatrix m� dX = 264 x1 : : : xk : : : xdxd+1 : : : xd+k : : : x2d... : : : ... : : : ... 375 = [xj;k℄;where xj;k = x(j�1)d+k (e.g. j =year, k=month).Let us denote as ve the operator rearranging olumns of a ma-trix downwards into one olumn vetor. Then we an write x =ve(XT ).MATLAB: X = reshape(x; d;m).'The j-rowX(j; :) stands for samples from j-th yle of Szt inludingTrt; Ct and Et.The k-th olumn X(:; k) gathers samples whih are at k-th positionwithin eah yle, again inluding all omponents Trt; Ct and Et.Let E = [ej;k℄ be the matrix of errors de�ned alike.The seasonal omponent Szt is fully determined by its values in oneyle s := (s1; : : : ; sd) := (Sz1; : : : ; Szd) with mean �s := s1+���+sddsatisfying: �s = � 0 v AM1 v MM (3.5.2)16



We are going to �nd estimates bsk ful�lling (3.5.2).3.5.4.1. The small trend method [MATLAB: szsmtr℄Assumptions:Trt +Ct, or TrtCt should be approximately onstant within eahyle of Szt:AM: xj;k � sk � ej;k = Trt +Ct � mjMM: xj;k=(sk ej;k) = Trt Ct � mj � in j-th pe-riod, t = (j � 1)d+ k.Algorithm:(1) bmj = 1d Pdk=1 xj;k . . . estimate of mj for j = 1; : : : ;m.(2) for k = 1; : : : ; d we ompute:AM: bsk = 1m Pmj=1 (xj;k � bmj)| {z }� sk+ej;kMM: bsk = 1m Pmj=1 xj;k=bmj| {z }� sk ej;kIt is easy to see that these estimates ful�l (3.5.2):AM: bs = 1d Pdk=1 � 1m Pmj=1(xj;k � bmj)�= 1m Pmj=10BBBBB�1d dXk=1 xj;k| {z }bmj � 1d dXk=1 bmj| {z }bmj 1CCCCCA = 0MM: bs = 1d Pdk=1 � 1m Pmj=1 xj;kbmj �= 1m Pmj=1 1bmj 1d dXk=1 xj;k| {z }bmj| {z }1 = 1m m = 1:To be ontinued with the steps of 3.5.4.3.17



3.5.4.2. Moving average method [MATLAB: szma℄We introdue vetor w = (w�q; : : : ; wq)T of equal weights for theommon moving average �lter:w = 1d (1; 1; : : : ; 1| {z }(2q+1)� )T for odd d = 2q + 1;w = 1d (1=2; 1; : : : ; 1; 1=2| {z }(2q+1)� )T for even d = 2q:We start with the moving average operation:bmt = � Pq�=�q w�xt+� for q + 1 � t � n� q;xt for 1 � t � q or n� q + 1 � t � n:By the onstrution of weights, exatly the whole seasonal yle isbeing averaged at eah position of vetor w. In addition to suppress-ing the noise omponent et, this averaging eliminates the seasonalomponent Szt as well due to its zero/unit mean in the AM/MMlayout.That is why the the following assumptions are justi�ed:Assumptions:AM: xt � Szt � et = Trt +Ct � bmtMM: xt=(Szt et) = Trt Ct � bmt � for q+1 � t �n� q.Algorithm:(1) After having the vetor of values smoothed by the movingaverage operation we rearrange it into a matrix of size m�dwith yles row-by-row, following the analogy with x:m = (bm1; : : : ; bmn)T =: ve(MT ), where M =: [bmj;k℄.Then X � M in AM, or X:=M = [xj;k= bmj;k℄ in MM, havethe struture shown below, where there are q zeros, or onesat the beginning of the �rst, and at the end of the last yle.18



For odd d:X � M = 264 0 : : : 0 � � : : : �... ...� : : : � � 0 : : : 0 375 ;orX:=M = 264 1 : : : 1 � � : : : �... ...� : : : � � 1 : : : 1 375 :For even d:X � M = 264 0 : : : 0 � : : : �... ...� : : : � 0 : : : 0 375 ;orX:=M = 264 1 : : : 1 � : : : �... ...� : : : � 1 : : : 1 375 :(2) For k = 1; : : : ; d is omputed:in AM: esk = 1m�Æk Pmj=1 (xj;k � bmj;k)| {z }� sk+ej;k ;in MM: esk = 1m�Æk [(Pmj=1 xj;k= bmj;k| {z }� sk ej;k )� Æk℄:where Æk = � 0 for k = d+12 (with odd d and k = q + 1)1 otherwise :(3) es = 1d Pdk=1 esk.(4) We have to enter the estimates to assure the validity of(3.5.2):bsk = esk � es in AM, or bsk = esk=es in MM for k = 1; : : : ; d.Again we ontinue with the steps of 3.5.4.3.19



3.5.4.3. The separation of Trt and Szt(5) Periodization: Szk+jd = bsk for k = 1; : : : ; d and j =0; 1; : : : ;m� 1.(6) Separating the seasonal omponent Szt:yt := xt � Szt � Trt + Ct + et in AM, or yt := xt=Szt �Trt Ct et in MM for t = 1; : : : ; n.(7) In yt the omponent Trt + Ct, or Trt Ct of yt (possiblyafter logarithmi transformation in MM) is estimated usingappropriate method (e.g. that of setion 3.5.1 or 3.5.2).Just only trend may be estimated putting q = 0 in 3.5.1 orusing smoothing tehniques desribed in next setions, andthen individually separate the yli omponent Ct:(8) Separating the yli omponent Ct:Ct + et � yt � Trt in AM, or Ct et � yt=Trt in MM.(9) Analyzing periodi omponents of Ct + etor log-transformed Ct et in MM, using periodogram and pe-riodiity tests of 3.4.3. Now these tests have hane to besensitive to harmonis of the weak yli omponent, whihis no more dominated by the presene the other ompo-nents. Step (7) may be then repeated to obtain �nal de-omposition of Trt and Ct with improved model for Ct.3.5.4.4. Eliminating Szt by di�erening at lag d (see 3.5.3(1) ).Assumptions:xt = Szt +mt + et, where mt = Trt +Ct, and the period length ofCt is signi�antly longer that that of Szt.Algorithm:(1) yt := xt � xt�d = Szt � Szt�d| {z }�0 +mt �mt�d| {z }emt + et � et�d| {z }eet ;t = d+ 1; : : : ; n.(2) We estimate emt as of 3.5.4.3(7){(9) where, of ourse, emt =mt �mt�d are to be interpreted like seasonal utuations.20


