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I. Introduction

Conventional wisdom teaches us that cost-benefit analysis (CBA) conflicts with the precautionary principle.[[2]](#footnote-3) Proponents of the precautionary principle criticize CBA as an effort to defeat sensible precaution.[[3]](#footnote-4) Proponents of CBA criticize precaution as a hopelessly incoherent threat to the enhanced rationality available through CBA.[[4]](#footnote-5) The conventional wisdom associates the precautionary approach with environmental extremism and CBA with careful balancing.[[5]](#footnote-6) CBA’s fans emphasize quantitative calculation whilst precaution’s advocates stress qualitative judgment. CBA’s critics see CBA as an enemy of environmental progress; precaution’s detractors see the precautionary principle as a threat to our economy.[[6]](#footnote-7)

 Recent experience seems to vindicate the conventional wisdom maintaining that the two ideas conflict. The Obama administration has committed itself to CBA, through an executive order that generally reaffirms the centrality CBA has enjoyed since Ronald Reagan and the appointment of Cass Sunstein­—a leading academic supporter of CBA—as the head of Office of Information and Regulatory Affairs (OIRA) at the Office of Management and Budget.[[7]](#footnote-8) At the same time, the Obama administration has enacted standards designed to address global climate disruption.[[8]](#footnote-9) Recognizing that its ongoing rulemaking in this area would, in light of the executive order, repeatedly raise issues about how to value greenhouse gas abatement’s benefits, the Obama administration convened an interagency working group (IWG) to evaluate the “social cost of carbon”—the dollar value of the harms associated with a ton of carbon dioxide emissions.[[9]](#footnote-10) The IWG, building on economic analyses that ignored or slighted many of climate disruption’s risks, provided a central estimate of the social cost of carbon as $21 per ton, a very small number.[[10]](#footnote-11) Predictably, environmental groups decried the estimate as too low and likely to lead to actions inconsistent with precaution.

 This Article uses a case study of climate disruption CBA, including the IWG’s recent work, to question the widely shared conventional wisdom. CBA is impossible without either a precautionary or anti-precautionary approach to incompletely understood risk. This means that precaution might prove possible *within* *the CBA framework.*

 CBA can justify very vigorous action to address climate disruption, or doing next to nothing.[[11]](#footnote-12) It all depends on how analysts and policymakers approach the myriad assumptions needed to carry out a CBA.[[12]](#footnote-13) Analysts employing conservative assumptions about damages and pessimistic assumptions about policy’s influence on technological progress come up with CBA “showing” that we should not do very much, whilst analysts using more pessimistic assumptions about damages and optimistic assumptions about costs “show” that we should act very vigorously.[[13]](#footnote-14)

 This new understanding that precaution and CBA might prove reconcilable has enormous implications for environmental policy.[[14]](#footnote-15) With respect to environmental policy generally, we need to recognize that CBA does not provide a means of mechanically calibrating appropriate standards.[[15]](#footnote-16) This is not to say that CBA is meaningless. But its meaning stems more from the underlying normative commitments reflected in the approach and its practitioners’ attitudes than from mechanical calculation of costs and benefits. We also need to understand the precautionary principle in a more precise way, as indicating an attitude to uncertainty, not necessarily as a complete guide to setting abatement levels. This Article sheds light on what the precautionary principle says, and just as importantly, what it does not say, about abatement levels. Hence, the inquiry into whether CBA and precaution conflict illuminates both concepts.

 This understanding of CBA as providing a framework that generates results corresponding to its practitioners’ attitudes and that precaution primarily addresses uncertainty suggests a pathway for addressing precaution within CBA addressing global climate disruption and other crucial environmental issues. Analysts can embrace precautionary assumptions to addressing uncertainties underlying CBA. Questions about how to estimate the benefits of ameliorating significant environmental problems like global climate disruption are both too political and too scientific to be left solely to economists. This Article therefore develops a set of methodological and institutional recommendations designed to appropriately resolve these questions in ways that minimize potential tension between precaution and CBA. This approach takes into account the locus of appropriate expertise within the government and relevant international law.

 These ideas about making CBA precautionary may have an immediate payoff. Analysts with divergent views of climate policy and CBA have united in condemning the IWG’s effort to estimate carbon’s social cost.[[16]](#footnote-17) The Obama administration has committed to updating the IWG’s work and could substantially improve its approach to uncertainty when it does.[[17]](#footnote-18) The ideas set out here show how the United States could proceed, making a case for the new precautionary CBA as consistent with international law. These ideas can also inform environmental policy in other contexts.

 A word about this Article’s limits will help avoid confusion. This Article does not attempt to assess the overall merits of CBA or the precautionary principle. A substantial literature addresses these topics and I have contributed to this literature in the past.[[18]](#footnote-19) My objective here is more limited: to explore the possibility of precautionary CBA and that possibility’s implications. Accordingly, this Article will assume that the “cost-benefit state” is here to stay and that the United States should also exercise precaution in light of its statutory and treaty commitments to that principle, which this Article describes. This Article will necessarily draw on the critical literature, but for the narrow purpose of establishing the conventional wisdom positing these two concepts as opposites and to clarify the nature of CBA and the precautionary principle.

 Part two explains CBA, the precautionary principle, and the conventional wisdom setting them in opposition. Part three analyzes the question of whether CBA and precaution must conflict using a critical case study of the IWG effort to estimate carbon’s social cost to help establish, by negative implication, the possibility of precautionary CBA. Part four explores precautionary CBA’s implications for environmental policy generally and for climate disruption policy in particular. It describes what precautionary CBA might look like methodologically and institutionally.

II. CBA, Precaution, and the Conventional Wisdom

 This part develops the background necessary to understand the view that precaution conflicts with CBA. It begins with an account of CBA that emphasizes its dependence on quantitative risk assessment and its use to oppose environmental protection in practice. It continues with some discussion of the precautionary principle, emphasizing its role in catalyzing action and its emphasis on qualitative risk assessment. Finally, this part explains the conventional wisdom placing CBA and precaution at war.

A. *CBA and its Dependence Upon Risk Assessment*.

 A CBA compares a proposed action’s expected costs to its projected benefits. In the context of proposals to abate carbon emissions, the relevant benefits involve avoided damage to the environment and public health. These damages include deaths,[[19]](#footnote-20) injuries and loss of land from predicted sea level rise;[[20]](#footnote-21) illness and death from the spread of tropical diseases;[[21]](#footnote-22) damage to life and property from more violent weather events;[[22]](#footnote-23) hunger,[[23]](#footnote-24) crop loss,[[24]](#footnote-25) and harms to livestock from drought;[[25]](#footnote-26) and the loss of endangered species and their habitats.[[26]](#footnote-27)

 CBA proponents develop methodologies for converting as many of climate disruption’s consequences as possible into dollar terms. Much of the angst that CBA engenders involves concerns about these monetization methodologies’ morality and technical merits.[[27]](#footnote-28) For example, in the climate disruption context, some analysts use lifetime per capita income to estimate the value of a life saved from carbon abatement measures.[[28]](#footnote-29) Since on average people living in developing countries have less per capita income than people living in developed countries, this approach treats human life in developing countries as less valuable in dollar terms than life in developed countries, which some see as morally objectionable.[[29]](#footnote-30) And, of course, many people object on principle to valuing human lives in dollar terms.[[30]](#footnote-31)

 This Article, however, focuses primarily on a prior step in the calculation of carbon abatement’s benefits—quantitative risk assessment.[[31]](#footnote-32) In order to determine the value of human lives saved through carbon abatement, an economist must multiply a dollar value for each human life by the number of deaths the carbon abatement measure will avoid.[[32]](#footnote-33) That first step, figuring out the number of lives saved through carbon abatement, requires assessment of the risk that climate disruption poses to human life.[[33]](#footnote-34) In order to come up with an actual number, this risk assessment must be quantitative. That is, it is not enough to understand that floods, droughts, more intense hurricanes, and more widespread infectious diseases will cause death. Rather, one must estimate the number of deaths each of these rather capricious phenomena will produce. The point that CBA depends upon quantitative risk assessment applies not just to estimates of the value of lives saved through carbon abatement, but also to the estimation of the monetary value of any proposal’s health and environmental benefits.

 Quantitative risk assessment poses many problems for CBA. Often, science does not generate data sufficient to support a responsible quantitative estimate of predictable and serious consequences, even qualitatively well-understood ones.[[34]](#footnote-35) As a result of this frequent inability to quantify qualitatively well-understood impacts, the CBA calculations used to formulate environmental policies simply leave out information about important abatement benefits. CBA supporters recognize that important nonquantifiable benefits exist and say that policymakers should consider nonquantifiable benefits, but they have been silent about how policymakers should do this.[[35]](#footnote-36) And no evidence exists that OIRA, CBA’s principal advocate within the federal government, has followed academic advice to give weight to nonquantifiable benefits, even when the nonquantifiable benefits matter much more than the quantifiable ones.

 Moreover, significant uncertainties about future consequences’ magnitude make quantification problematic, even when some information exists that can permit quantitative risk assessment.[[36]](#footnote-37) In the case of climate, one key variable involves climate sensitivity—a measure of the amount of global warming a given quantity of greenhouse gas emissions will produce. Scientists express confidence that greenhouse gas emissions have caused global climate disruption and that they will produce more of it in the future.[[37]](#footnote-38) But they express much less faith in their ability to accurately predict future temperature increases’ magnitude, and, in practice, employ a wide variety of models, which include varying estimates of climate sensitivity.[[38]](#footnote-39) Frank Ackerman and Elizabeth Stanton have shown that assumptions about climate sensitivity can have a huge influence on estimates of carbon abatement benefits.[[39]](#footnote-40)

 Climate scientists have long warned policymakers not to place too much faith in their models, which good scientists tend to view as our best guesses about subjects whose complexity and intrinsic variability rules out reliable quantitative prediction.[[40]](#footnote-41) IPCC reports regularly admonish readers to expect “surprises.”[[41]](#footnote-42) And surprises have materialized. Current temperature measurements reflect more warming than the worst case models predicted. [[42]](#footnote-43) Ice melting contributing to sea level rise has proceeded at a much quicker pace than many scientists expected.[[43]](#footnote-44) And new research suggests a greater acceleration of the hydrological cycle than anticipated, which may lead to a higher potential for extreme weather than global climate models predict.[[44]](#footnote-45)

 The relationship between temperature and actual damages suffers from even more uncertainty. Climate models may predict more intense hurricanes and sea level rise, but that does not mean they can predict how much increased wind and flooding will occur or precisely in what place and at what time.[[45]](#footnote-46) Moreover, physical impacts do not translate directly into economic damages. A large increase in wind speed of a hurricane in a sparsely populated area could produce much less damage than a smaller increase in the wind speed of a hurricane hitting a heavily populated area at a time when a lot of people are out in the streets. Furthermore, the amount of damages can depend heavily on how well governments plan to help people escape injury and death from hurricanes, an example of “adaptation” to climate disruption (measures taken that do not ameliorate warming, but reduce the damage it causes).[[46]](#footnote-47)

 One of the key uncertainties in the climate arena involves feedback loops. For example, scientists have long warned that a warmer earth might start to melt permafrost in Siberia, which traps methane, a potent greenhouse gas.[[47]](#footnote-48) If this occurs, they explained, the released methane would produce more warming, melting yet more permafrost and releasing still more methane. [[48]](#footnote-49) Thus, scientists have understood qualitatively that a chain reaction creating runaway warming could occur. They have never, however, built this possibility into models estimating warming’s magnitude, because they never had sufficient information to predict the probability of this nightmare scenario occurring or the effect’s magnitude.[[49]](#footnote-50) It has, however, begun to occur.[[50]](#footnote-51) We are now seeing methane escaping from beneath melted permafrost at rates that have astonished many scientists.[[51]](#footnote-52) Although we now know that the probability of some methane release is 100%, we still do not know how much methane the melting permafrost will release and how quickly the released methane will accelerate warming that melts more permafrost to release yet more methane.[[52]](#footnote-53)

 All of this uncertainty means that the quantitative risk assessment at the base of an estimate of carbon abatement’s benefits involves an incomplete and unreliable estimate. CBA analysts have some techniques for dealing with uncertainty, or more precisely, risk.[[53]](#footnote-54) The simplest and most common involves calculates the expected value of harm– by quantifying the value of a harm that might occur as best one can and then multiplying that value times the probability of its occurrence. So, for example, if economists estimated the value of a climate catastrophe at $2 trillion and knew the probability of the catastrophe was 50%, they could multiple these two figures and estimate the expected value of the damages from catastrophic climate disruption at $1 trillion. Unfortunately, in this particular example, and in many other ones, scientists do not know how great the probability of the feared outcome would be, nor do they have a complete understanding of the harm’s magnitude should the worst occur.[[54]](#footnote-55) In practice, CBA tends to either leave out very important uncertain consequences or to deal with them using fairly arbitrary assumptions about unknowns like the magnitude of the effect and the probability of its occurrence.

 CBA practitioners, however, have developed elaborate, impressive-looking methods to generate arbitrary quantitative answers to questions bedeviled by true uncertainty (*i.e.* where probabilities are unknown). One technique, called Monte Carlo, analysis, merely pushes the uncertainty one step farther back: it assumes that although the true values of key parameters are unknown, the probability distribution is known. Then the calculations can be performed repeatedly, drawing different values of uncertain parameters from their probability distributions. For example, if you roll two dice once, the sum of the resulting numbers is uncertain; if you roll them many times, the sum of the two numbers averages seven. Monte Carlo analysis is the appropriate technique in cases where, as with a roll of the dice, the specific outcome is uncertain but the probability distribution is known with certainty. Unfortunately, such cases are quite rare; more often, Monte Carlo analysis hides the arbitrary judgment below the surface of the analysis, in the selection of a probability distribution.

 Another technique, called Bayesian probability, is, like Monte Carlo analysis, appropriate under narrowly defined circumstances, but vulnerable to abuse when used more broadly. Bayesian analysis begins with the important observation that the best available estimate of the probability of an uncertain event often depends on the extent of relevant prior knowledge, and goes on to develop methods for revising probability estimates as knowledge changes. [[55]](#footnote-56) In practice, however, it has often been used to incorporate ad hoc estimates from experts in the field.[[56]](#footnote-57) Here the potential for arbitrary judgment enters in the construction of what is called the "Bayesian prior."[[57]](#footnote-58) At its best, this technique is part of a sophisticated statistical methodology; at its worst, it can amount to relabeling idle prejudice or uninformed guesses as “data.” [[58]](#footnote-59)

 This Article refers to many simple applications of the Bayesian approach as arbitrary for several reasons. Absent good data or a solid basis for extrapolation from data, expert judgment is unlikely to be very good.[[59]](#footnote-60) Indeed, some economists and a mathematician have argued that for some important types of uncertainty, the Bayesian theory of decisionmaking may be neither realistic nor necessarily rational.[[60]](#footnote-61) All too often, the economists employing Bayesian techniques in regulatory analyses average the results of different experts’ uninformed judgments. Averaging can generate a number that cannot possibly be right, because it conforms to none of the plausible but inconsistent underlying assumptions that generated the individual estimates.[[61]](#footnote-62) These methods make uncertainty appear to disappear while potentially generating scientifically implausible predictions.

 Hence, quantitative estimates of the magnitude of health and environmental benefits are not facts. They are guesses about the future highly dependent on the assumptions those constructing the estimates choose to employ.

 The entire process of quantifying benefits in dollar terms produces a number or, in a scientifically honest benefits estimate, a broad range of numbers.[[62]](#footnote-63) Supporters of CBA demand the production of this dollar value in order to compare the benefits of greenhouse gas abatement to its costs.

 Estimates of greenhouse gas abatement’s cost also vary widely with methodological assumptions.[[63]](#footnote-64) Although this variation is troubling, this particular problem has less to do with risk assessment potentially implicating the precautionary principle than with the difficulty of forecasting the pace of cost saving innovation.

 In principle, a completed CBA provides guidance on the question of how strictly to regulate. In the environmental realm, OIRA typically demands a CBA when EPA sets a standard demanding a reduction in pollution. The analysis, at least in principle, can inform judgments about whether to demand small or large amounts of pollution reductions.

 The question of which pollutants to regulate at all (as opposed to how strictly to regulate chosen pollutants), however, typically gets made on the basis of science, not economics.[[64]](#footnote-65) This dichotomy between the triggers for regulation (science-based) and decisions about how strictly to regulate (often influenced by economics) stems from the need to choose which pollutants matter enough to warrant serious government attention.[[65]](#footnote-66) Yet since CBA results vary with the stringency of the measures chosen, CBA generally does not provide a rational basis for deciding which pollutants to regulate, especially in the typical context of many different actors with varied abatement technology possibilities and therefore disparate costs emitting the same pollutant.

 OIRA, the principal advocate of CBA within the federal government, consistently acts as a one-way ratchet, often working to weaken proposed standards, but almost never to strengthen them.[[66]](#footnote-67) This practice, however, reflects policy choices of CBA advocates within the government, and does not appear to be an inevitable result of CBA itself. [[67]](#footnote-68) The Reagan executive order[[68]](#footnote-69) established the custom of using CBA in conjunction with environmental regulation as a one-way ratchet by demanding that regulation’s costs not exceed its benefits. Accordingly, the terms of the order itself, in keeping with its stated purpose, aims to decrease regulation’s burdens.[[69]](#footnote-70) But the Reagan order and the similar orders that Presidents Clinton and Obama put in place also call for maximization of net benefits.[[70]](#footnote-71) That criterion in principle would require strengthening of regulation when marginal benefits exceed marginal costs.[[71]](#footnote-72) Yet OIRA has never acted to strengthen regulation to maximize net benefits under the Clinton order.[[72]](#footnote-73) On the contrary, it has called for weakening regulation even when CBA indicates that a stricter regulation than the one proposed would maximize net benefits.[[73]](#footnote-74) And OIRA has often supported weaker regulation than EPA proposed when EPA could not carry out a CBA at all, presumably because it could not quantify any of the regulation’s benefits.[[74]](#footnote-75) OIRA’s frequent opposition to strict regulation stems more often from its economists’ general policy views than from CBA itself. [[75]](#footnote-76) Thus, CBA in practice often functions as a device legitimating anti-regulatory actions, rather than as a determinate guide to policy.

 This means that CBA could, in principle, play a different role than it has in the past. But making it serve a different role requires something more than a shift in the political party controlling the executive branch. OIRA has acted as a one-way ratchet regardless of the party in power.[[76]](#footnote-77) Although Democratic and Republican administrations frequently differ on environmental policy, OIRA’s general tendency to support weaker but not stronger regulation than EPA proposes has been remarkably consistent over time.

B. *The Precautionary Principle*

 Environmental scholars often trace the precautionary principle to *Ethyl Corp. v. EPA,* an *en banc* decision of the District of Columbia Circuit approving EPA’s first rule reducing lead concentrations in gasoline.[[77]](#footnote-78) This case addressed the question of what sort of information acts as a sufficient *trigger* to justify regulation of a substance, not the question of how strictly government should regulate a harmful substance.[[78]](#footnote-79) The panel decision that preceded the *en banc* ruling held that EPA had failed to show that lead in gasoline “will endanger” public health, as the Clean Air Act (Act) requires, and therefore lacked authority to regulate lead in gasoline.[[79]](#footnote-80) This decision makes perfect sense if one understands the Act’s endangerment standard as requiring proof of harm. At the time, EPA did not know how much of the lead burden in bodies came from gasoline related emissions, so it had no hard proof that gasoline emissions harmed human health.[[80]](#footnote-81) Nevertheless, the *en banc* court reversed, interpreting endangerment as “precautionary.”[[81]](#footnote-82) The court allowed EPA to regulate based on a “significant risk” of harm.[[82]](#footnote-83) Furthermore, it allowed EPA to use a *qualitative* risk assessment as the basis for finding a significant risk.[[83]](#footnote-84) More specifically, it allowed EPA to infer significant risk from evidence that lead was known to be very harmful at higher doses than gasoline was known to provide.[[84]](#footnote-85) The court did not require a quantitative estimate of the number of illnesses lead in gasoline would cause as a basis for finding endangerment.[[85]](#footnote-86) Nor did it engage in any review of the level of reduction EPA had demanded.[[86]](#footnote-87) Thus, *Ethyl* allowed a qualitative, rather than a quantitative, risk assessment to serve as the trigger for regulation.

 This same endangerment standard, by the way, governs the question of whether EPA must regulate greenhouse gases under the Act. Accordingly, when the Supreme Court demanded that EPA make a decision about whether to regulate greenhouse gas emissions by making a finding about endangerment, rather than through a freewheeling political judgment, EPA felt obliged to list greenhouse gases for regulation under *Ethyl’s* precautionary approach.[[87]](#footnote-88) Thus, under current law, EPA must regulate greenhouse gas emissions, but the agency has only just begun to grapple with the question of how strict those regulations must be.[[88]](#footnote-89)

 In the years since *Ethyl,* the world’s nations have affirmed the precautionary principle through state practice and frequent mention in international legal instruments, leading many experts to characterize precaution as a customary principle of international law.[[89]](#footnote-90) International law’s articulations of the precautionary principle, however, vary in some respects.[[90]](#footnote-91)

 The core of the international legal principle addresses this question of triggers for regulatory action.[[91]](#footnote-92) The most widely cited version of the principle comes from the Rio Declaration on Environment and Development (Rio Declaration)[[92]](#footnote-93) a statement of principles agreed to by 165 nations in 1992. It states:

In order to protect the environment, the precautionary approach should be widely applied by States according to their capabilities. Where there are threats of serious or irreversible damage, lack of full scientific certainty shall not be used as a reason for postponing cost-effective measures to prevent environmental degradation.[[93]](#footnote-94)

 The statement that “scientific uncertainty shall not be used as a reason for postponing” prevention simply takes away scientific uncertainty as an excuse for inaction, in a manner congruent with *Ethyl Industries’* acceptance of lead abatement without firm proof of harm.[[94]](#footnote-95) And it only takes away this excuse when a qualitative risk assessment indicates a “threat [] of serious or irreversible damage,” leaving open the possibility of letting scientific uncertainty defeat regulation to diminish minor reversible damage.[[95]](#footnote-96) Since a number of international agreements contain very similar language and this version comes from a very general and widely accepted listing of international legal principles, leading scholars of the precautionary principle identify this lowering of the burden of proof attached to regulatory triggers as the core meaning of the precautionary principle.[[96]](#footnote-97)

 The principle also addresses measures’ *timing*.[[97]](#footnote-98) As the Rio Declaration’s admonition against “postponement” suggests, the precautionary principle supports action in advance of full scientific certainty regarding regulated substances’ environmental effects.[[98]](#footnote-99)

 The precautionary principle, at least as stated in this leading articulation of it, does not provide an answer to the question of how to set appropriate regulatory levels. It does not appear to take a position on whether society should establish safe levels regardless of cost, employ all feasible technology to reduce emissions (a cost sensitive criterion), or balance costs and benefits at the margin.[[99]](#footnote-100) By only taking scientific uncertainty off the table, it leaves open questions about whether and how to consider costs.[[100]](#footnote-101)

 Yet, the idea that precaution has something to say about levels of regulation enjoys a strong following among scholars.[[101]](#footnote-102) And the idea that scientific uncertainty should not justify rejection of *measures* protecting us from environmental harms does suggest something about how a precautionary approach should influence decisions about abatement levels. This wording suggests not just that governments eschew the use of scientific uncertainty as a basis for rejecting listing of a pollutant for regulation, but also that scientific uncertainty play no role in rejecting any particular proposed measure to ameliorate an environmental harm.

 For example, if a government rejected a proposal to reduce a pollutant by 90% because of scientific uncertainty, this arguably violates the precautionary principle, even if the same government simultaneously demanded a 70% reduction of this pollutant. This reasoning would supply the missing link between precaution’s proponents’ tendency to characterize the principle in the narrow terms of a trigger, and the common assumption that it does have something to say about abatement levels.[[102]](#footnote-103)

 If one goes beyond this core meaning of the principle, one can find other language that, at first glance, appears to implicate this question of stringency, but this language varies from statement to statement. (By contrast, all statements of the principle share a core meaning of taking scientific uncertainty off the table as a basis for inaction for serious and irreversible harms).[[103]](#footnote-104)

 The Rio Declaration’s statement of the precautionary principle goes beyond triggers and timing in its language calling for cost effective regulation. This statement on its face, however, still says nothing about abatement levels. It just suggests that countries should try to achieve whatever abatement level they choose as cheaply as possible.[[104]](#footnote-105)

 This cost effectiveness principle does not demand a balance between costs and benefits. If it did, the cost effectiveness principle would make CBA a mandatory element of the precautionary principle (or at least the leading version of the principle).[[105]](#footnote-106) The United National Framework Convention on Climate Change’s (Framework Convention’s)[[106]](#footnote-107) very similar statement of the precautionary principle (adopted, like the Rio Declaration, at the 1992 “Earth Summit”) shows even more explicitly than the Rio Declaration that cost effectiveness has nothing to do with abatement levels. Article 3 of the Framework Convention calls for “cost effective” measures “so as to ensure global benefits at the lowest possible cost.”[[107]](#footnote-108) Furthermore, the overall goal of the Framework Convention, the avoidance of dangerous levels of climate disruption, implicitly rejects balancing, at least over the long-term on a global scale.[[108]](#footnote-109) The Framework Convention’s cost effectiveness principle responds to the U.S. demand for international environmental benefit trading. Later, in the Kyoto Protocol, this U.S. lobbying led to incorporation of no less than three environmental benefit trading programs into the climate disruption regime, foreshadowed by language in the Framework Convention authorizing “joint implementation” of reduction commitments.[[109]](#footnote-110) In this context, the cost effectiveness principle demands, not a balance between costs and benefits, but an effort to minimize the costs of whatever abatement targets countries agree to adopt. The principle tends to support global environmental benefit trading, as this approach minimizes the cost of meeting any given target, whether established by CBA or some other approach to specifying environmental goals.

 Properly understood, this cost effectiveness principle has nothing to say about abatement levels. One can cost effectively achieve ambitious or unambitious reduction levels. This principle addresses regulatory technique, not regulatory stringency.

 The Framework Convention’s precautionary paragraph goes on to say a little more about how to regulate greenhouse gas emissions.[[110]](#footnote-111) It demands comprehensive regulation, covering all relevant economic sectors.[[111]](#footnote-112) This comprehensiveness phrase says nothing about how stringent governments should make their comprehensive regulations.

 Another statement in this paragraph addresses abatement levels, but does so quite obliquely. It states that “policies and measures should take different socio-economic contexts into account.”[[112]](#footnote-113) This statement certainly leaves room for the consideration of cost. Its core meaning, however, seems directed at the idea that developing countries, because of their socio-economic context, may regulate less strictly than developed countries, thereby reinforcing the Framework Convention’s principle of “common but differentiated responsibilities.”[[113]](#footnote-114) It also embraces an idea later actualized in the Kyoto Protocol, that the level of reductions might vary among different *developed* countries, since every country has varying social and economic situations to consider.[[114]](#footnote-115)

 In short, the Framework Convention and Rio Declaration’s statements going beyond the principle’s core say almost nothing about regulation’s stringency, and what they do say addresses the topic at a very high level of generality. Far from stating that countries must ignore costs in order to regulate as strictly as possible, the Framework Convention at least potentially leaves the door open to CBA in the short run at the national level by indicating that countries should take economic context into account in addressing climate disruption. Furthermore, other international agreements embracing precaution provide language treating cost considerations as relevant information, further reinforcing the impression that the precautionary principle does not close the door on CBA.[[115]](#footnote-116) Finally, many commentators and government statements about the precautionary principle embrace the concept of proportionality, usually interpreted to require some CBA, but not a strict equalization of costs and benefits at the margin.[[116]](#footnote-117)

 To conclude, the precautionary principle’s agreed upon core addresses triggers and only addresses abatement levels, if at all, principally by withdrawing scientific uncertainty as a ground for a rejection of any proposed measure. When the Framework Convention says more about regulatory response in the midst of a discussion of precaution, it says very little about abatement levels. What little the Framework Convention’s precautionary paragraph does say does not rule out CBA’s use.[[117]](#footnote-118)

C. *The Conflict Between CBA and Precaution*

 Still, almost everybody seems to assume that CBA and precaution conflict.[[118]](#footnote-119) Indeed, David Weisbach, a CBA advocate, partially defines the precautionary principle as a demand to reduce harm more than CBA requires.[[119]](#footnote-120) This view may reflect his qualified acceptance of precautionary principle advocates’ apparent position.[[120]](#footnote-121) Richard Stewart takes an even more radical stance, treating the principle as simply prohibiting potentially harmful activities altogether.[[121]](#footnote-122) If all harmful activities must cease, clearly no room exists for any consideration of costs and therefore no room exists for CBA.

 Cass Sunstein wrote an entire book attacking the precautionary principle and urging CBA as an alternative.[[122]](#footnote-123) Sunstein’s main argument portrays CBA as a rational alternative to the precautionary principle’s “incoherence.”[[123]](#footnote-124) He sees the precautionary principle, or at least strong versions of the principle, as providing no useful guidance.[[124]](#footnote-125) He sees the principle as leading to paralysis, because, in Sunstein’s view “risks are on all sides”—meaning that actions taken to comply with regulations always create risks that a precautionary approach might want to avoid.[[125]](#footnote-126) He notes CBA “is often urged as an alternative to the precautionary principle” and then proceeds to defend CBA.[[126]](#footnote-127)

 John Applegate, likewise, views precaution as an “alternative” to an “approach predicated on cost-benefit analysis.”[[127]](#footnote-128) And he is not alone among advocates of precaution in viewing it that way. Douglas Kysar places CBA in opposition to precaution when he suggests that the precautionary principle requires avoidance of a catastrophe regardless of cost.[[128]](#footnote-129) And a group of activists defines it, in part, as a challenge to “the hegemony of cost-benefit analysis.”[[129]](#footnote-130) Hence, analysts with very diverse views see precaution and CBA as at war with each other.

 I have found only two scholars, Professors Mark Geistfeld and Daniel Cole, who clearly regard CBA and precaution as compatible.[[130]](#footnote-131) Geistfeld reaches this conclusion on different grounds than those that this Article explores, finding an equitable principle embedded in precaution favoring pollution victims.[[131]](#footnote-132) In order to operationalize his view of precaution he ends up departing from the optimality goal that animates CBA.[[132]](#footnote-133) This Article’s approach focuses more on precaution’s simple insistence that governments not rely on uncertainty as a ground for rejecting measures addressing serious risks.[[133]](#footnote-134) Daniel Cole assumes compatibility without defending this assumption, focusing on technical suggestions for making CBA precautionary, which this Article draws upon.[[134]](#footnote-135)

 Scholars almost universally view precaution and CBA as at war. The next section questions that view.

III. Is CBA at War with Precaution?

 The basis for this widespread belief in a conflict between CBA, understood merely as a comparison between costs and benefits, and mainstream precaution proves startlingly thin. This section will argue that the most simple natural reading of mainstream contemporary statements of the principle points to the conclusion that the two ideas might not conflict because they primarily address different subjects. It will then go on to point out that a reading of the precautionary principle as embracing radical precaution—the idea that all potentially harmful activity must cease outright—does create a conflict. But, we shall see, the international community has generally rejected radical precaution, so that this conflict proves more apparent than real.

 Next, I will argue that precaution, properly understood, does have some implications for how we approach levels of abatement—by demanding a conservative approach to risk assessment in the face of uncertainty.[[135]](#footnote-136) I will then argue that U.S. CBA practice, not necessarily the idea of CBA itself, conflicts with the precautionary principle, using a case study of the IWG’s effort to establish the social cost of carbon as an illustration. This effort to separate contemporary U.S. practice from the basic idea of comparing costs and benefits will provide a predicate for envisioning precautionary CBA.

A. *Triggers and Levels: Talking Past Each Other*

 I have already suggested that leading statements of the precautionary principle, may have little or nothing to say about abatement levels, in which case, they may not conflict with CBA. This point may need some elaboration. If one understands the precautionary principle as only (or primarily) taking scientific uncertainty off the table as an excuse for inaction, then the core of the principle does not appear to conflict with CBA’s core. That is, if one *only* takes scientific uncertainty off the table as a basis for inaction, all other bases for inaction remain available. It remains acceptable to decline to take an action if taking action would cost too much.[[136]](#footnote-137) It would follow that a society that chooses to decide which regulatory actions cost too much through CBA would be free to do so.

 CBA advocates might object to this analysis on the grounds that the trigger for regulatory action, which, as pointed out previously, has traditionally been science-based, should be based on CBA. That is, CBA could be viewed not only as an influence upon abatement levels, but as an influence upon, or even determining factor, in decisions about whether to regulate at all. This, they might argue, would mean that CBA and the precautionary principle both address (or should address) triggers and so might conflict.

 I have two responses to this. First of all, in a world of limited resources, the triggers must be based on science. Second, even if triggers can and should somehow be done through CBA, this would not create a conflict with the precautionary principle defined narrowly.

 To see these points, consider the process for setting primary National Ambient Air Quality Standards under the Clean Air Act and how one might modify it to conform better to CBA proponents’ desires. The Act requires EPA to list pollutants that endanger public health, the triggering step to which the precautionary principle applies.[[137]](#footnote-138) One year later, EPA must publish a document linking various quantities of the listed pollutant to levels of health and environmental impacts, called a “criteria” document and a document discussing available technologies for controlling the pollutant.[[138]](#footnote-139) Finally, comes the step that dismays CBA proponents: EPA must establish standards for the listed pollutant that protect public health and the environment with an adequate margin of safety.[[139]](#footnote-140)

 One must identify pollutants based on science in step one, regardless of whether the final step involves setting standards aimed at protecting public health and the environment (as under current law) or standards based on cost-benefit balancing. Governments cannot analyze the costs and benefits of regulating a pollutant without identifying the pollutant first. Unless governments conduct CBA on every single substance released into the environment, they must select pollutants based on some kind of dangerousness assessment as a predicate for analysis. And no government possesses the resources or information that would permit CBA of every released substance, especially since the CBA would necessarily have to examine a variety of possible abatement levels for each pollutant, as costs and benefits vary with the abatement level. As long as one concedes that some assessment of dangerousness functions as a condition predicate to CBA, then it follows that a triggering step exists to which precaution can apply before one gets to the questions of levels.

 Second, even if one imagines a Herculean regulator who somehow instantly performs CBA on every substance considering a variety of abatement levels and all the sources of the relevant pollution (and their varied abatement costs), this would not necessarily contradict the precautionary principle. If the regulator decided not to list a substance because any and all regulation would cost too much, this would not violate the mainstream precautionary principle, as long as the decisionmaker did not rely on scientific uncertainty as a ground for the decision.

B. *Radical Precaution*

 If, however, one understands the precautionary principle much more broadly as demanding the cessation of all arguably environmental harmful activities, then precaution conflicts with the idea of taking CBA seriously. But leading precautionary principle scholars reject this understanding of the principle,[[140]](#footnote-141) castigating precaution’s critics for focusing on a straw man by directing so much of their attention at radical precaution[[141]](#footnote-142).

 Sometimes the precautionary principle’s supporters suggest that some statements of the principle seem to embrace radical precaution, although even that is debatable.[[142]](#footnote-143) But they point out that the more widely embraced and recently endorsed versions of the principle, such as those found in the Framework Convention, and above all, in the Rio Declaration, contain no such absolutes about levels.

 Not all of those finding a conflict between precaution and CBA rely upon a distortion of the principle’s most widely accepted contemporary meaning. David Weisbach relies upon a statement of the precautionary principle as a demand for action to avoid or diminish uncertain but morally unacceptable harm to bolster his contention that the two ideas must conflict. [[143]](#footnote-144) Yet, the language “avoid or diminish” suggests that regulators need not wholly avoid even “morally unacceptable” harms; they may instead choose to *diminish* those harms. Since actions to reduce serious harms likely generate some benefits, surely some action will usually be justifiable in cost-benefit terms. Certainly, this is true in the climate disruption context, since energy efficiency measures often pay for themselves, even apart from their environmental and health benefits.[[144]](#footnote-145) This “avoid or diminish” statement functions more as a trigger for action than as a guide to calibration of abatement, except perhaps as it indicates a mood.[[145]](#footnote-146)

 CBA proponents’ grounds for finding a conflict between precaution and CBA turn out to be baseless. They rely too much upon a radical precautionary idea enjoying little if any support in international treaties or state practice and, like advocates of precaution, have no clear justification for even imagining that the principles speak to the same issue.

C. *Precautionary Risk Assessment and Abatement Levels*

 Yet, the idea that precaution has something meaningful to say about levels persists among commentators on both sides, in spite of the thin support for this idea in the leading statements of the principle.[[146]](#footnote-147) And surely the word “precaution” itself does suggest choosing abatement levels that reflect some caution about the dangers they aim to address. I have already suggested that the language demanding that governments not rely on scientific uncertainty to reject specific measures supplies some justification for this belief. It remains to spell out this language’s implications for efforts to establish levels and therefore, potentially for CBA. Specifically, I will argue below the precautionary principle demands that policy-makers choosing abatement levels that take health and environmental impacts into account must base their benefits evaluation on conservative risk assessment assumptions.[[147]](#footnote-148)

 As many commentators have suggested, precaution can inform decisions designed to fully protect public health—including decisions about what abatement level to require.[[148]](#footnote-149) Thus, many scholars describe the requirement that standards designed to protect human health (or the environment) incorporate a “margin of safety” as precautionary.[[149]](#footnote-150) This idea of a margin of safety refers to the practice of setting levels of pollution below the levels where serious health effects are actually observed to take into account potential effects that we have not yet observed, but may well exist. This accounts for a common situation where data exist only for high-level exposure, but that data show the existence of serious problems. For lower levels of exposure that often typify environmental insults, insufficient data exist. This approach takes uncertainty into account by making some expert judgment about safe levels, even when nobody has produced data that would answer the question of exactly where this safe level lies. Furthermore, the idea of an adequate margin of safety implies that in making this assessment of risks at levels for which we have inadequate data, regulators should err on the side of caution, rather than on the side of optimism.[[150]](#footnote-151) This approach implies an attitude of precaution in risk assessment.[[151]](#footnote-152)

 Notice that this argument does not locate the precautionary principle in the health protection principle itself.[[152]](#footnote-153) Rather, a decision to protect health regardless of cost involves a particular value choice that by itself says nothing about scientific uncertainty. One could imagine a health protection principle that applies only to extremely well understood environmental risks. This principle in isolation would violate the precautionary principle, as it would use scientific uncertainty as a basis for inaction. Furthermore, the literature identifies precaution with a very different principle, that of feasibility. This principle, which animates technology-based rulemaking, does not directly take risk into account at all; yet many countries consider a feasibility-based approach to be synonymous with the precautionary principle.[[153]](#footnote-154) This approach conforms to the precautionary principle, because it does not use scientific uncertainty to postpone action. This analysis suggests that precaution must influence risk assessment whenever levels of risk influence actions.

 Yet, as we have seen, risk assessment underlies not just efforts to establish safe levels, but also efforts to quantify regulatory benefits for purposes of CBA. And questions about “margins of safety” and other indicia of precaution enter into risk assessment to establish regulatory benefits. For example, suppose that one wants to establish the benefits of a proposed regulation diminishing levels of a hazardous pollutant to 5 parts per million (ppm). Assume that we have solid data showing that at 10 ppm the pollutant causes 10,000 deaths per year, but we have no data at all about the number of deaths below 10 ppm. How many deaths should an analyst claim will occur at 5 ppm for purposes of CBA?

 One approach to this question goes under the name of “sound science” and is much in vogue among regulated companies and conservative think tanks.[[154]](#footnote-155) Under this approach, the regulator would assume that at 5 ppm, the regulation will avoid only 10,000 deaths, the number of deaths associated with a 10 ppm level, since no proof exists that levels below 10 ppm will kill anybody.[[155]](#footnote-156) This approach, in spite of its technocratic sounding moniker, enjoys little support from scientists not receiving industry funding.

 Typically, scientists, absent some contrary evidence, will assume that if levels of 10 ppm kill 10,000, then levels of 5 ppm will kill people as well, albeit at numbers less than 10,000. Many scientists would be very uncomfortable with making claims about how many people will die at 5 ppm, because no data exist to answer that question scientifically. Yet, techniques of quantitative risk assessment exist, which risk assessors can use to make guesses about how many people will die at a 5 ppm level, at least in some cases.[[156]](#footnote-157)

 These extrapolation techniques, however, create controversy, since science often cannot identify the correct extrapolation technique.[[157]](#footnote-158) The fact that science often cannot tell us how to estimate risks in the absence of data has significant implications for CBA. It means that human beings cannot discover correct answers about the magnitude of environmental and health benefits.[[158]](#footnote-159) In this case (i.e. just about every case), the answer given in a quantitative analysis will depend upon the analysts’ assumptions.[[159]](#footnote-160)

 The need for assumptions in risk assessment underlying CBA implies that analysts conducting CBA can choose precautionary assumptions in estimating the magnitude of consequences where the data tail off. Or they can choose anti-precautionary assumptions—like the sound science assumption that no firm proof of harm with data implies no harm at all.

 Use of antiprecautionary assumptions in the risk assessment underlying a CBA would violate the core of the precautionary principle. To see how antiprecautionary CBA could offend even a modest view of precaution’s implications, a return to our “sound science” example will help. Suppose that a regulatory agency rejects a proposal to regulate at 5 ppm on the grounds that the costs of doing so outweigh the benefits. The agency calculates the benefits as 10,000 lives saved (based on the sound science assumption) and multiplies this number by $6 million (an estimated value for a life saved), thus reaching the conclusion that the 5 ppm regulation generates $60 billion worth of benefits. It estimates the cost of compliance with a 5 ppm standard at $61 billion and declines to promulgate the regulation as unjustified in cost-benefit terms. Its conclusion that the benefits outweighed the cost depended on assuming that scientifically uncertain benefits, *i.e.* those stemming from harms occurring at levels below 10 ppm, do not exist at all. Accordingly, the agency has implicitly used scientific uncertainty to justify rejecting a measure protecting the environment, in violation of the precautionary principle.

 According to Rena Steinzor, in practice OIRA uses CBA “to combat precaution.”[[160]](#footnote-161) She cites an effort by OIRA economists to change the risk assessment guidelines that the National Academy of Sciences has created to guide government agencies conducting quantitative risk assessments. Although this effort failed, OIRA has long enjoyed a reputation for second-guessing precautionary assumptions embedded in agency CBA.

 This gravitation toward anti-precaution may not be deliberate. Generally, CBA practitioners see themselves as choosing middle-of-the-road assumptions. But the middle of the road is not a fixed place. It depends on ones view of where the edges of the road are, i.e. which worst and best cases one finds credible. And one’s view of that may be influenced by one’s predilections. Furthermore, knee jerk moderation is not necessarily more accurate than any other response in the face of true uncertainty. True uncertainty makes reliable identification of the middle impossible.

 One finds this same tendency of CBA supporters to resist precautionary assumptions in risk assessment among commentators. In a notable example, Robert Hahn, who has made a career of promoting CBA, sought (with a coauthor) to downplay the risks arsenic posed in drinking water by challenging the assumptions EPA and the National Academy of Sciences had used in assessing that risk.[[161]](#footnote-162) Tom McGarity’s rebuttal showed that Hahn’s assumptions lacked scientific justification.[[162]](#footnote-163) Perhaps more tellingly, he pointed out that Hahn, as an economist, lacked adequate credentials for making scientific judgments.[[163]](#footnote-164) This point suggests something intriguing for the potential practice of precautionary CBA: CBA of environmental measures requires scientific, not just economic, expertise.[[164]](#footnote-165)

 Not all CBA supporters, however, use CBA as a pretext to undermine precautionary risk assessment. Cass Sunstein responded to Hahn’s article by accurately noting that the science of arsenic supports a wide range of scientifically plausible estimates of the magnitude of the harms arsenic would cause.[[165]](#footnote-166) Accordingly, he recognized that a CBA based on the plausible benefits range would not provide agency policymakers with clear guidance about what to do.[[166]](#footnote-167)

 Whether or not today’s CBA proponents would accept precautionary risk assessment, it is an analytical possibility. Therefore, it is possible to imagine a benefits assessment that estimates benefits using precautionary risk assessment assumptions. I now move to a case study of anti-precautionary CBA, which will inform, by negative example, our understanding of what precautionary CBA might look like.

D. *The Social Cost of Carbon*

 Recently, the Obama administration (an administration not particularly hostile to environmental protection) engaged in an effort to estimate carbon’ssocial cost. This estimate of the value of harms caused by carbon emissions is in effect an estimate of carbon abatement benefits, since the principal benefit of abatement is that it avoids a quantity of emissions and the consequent harms. This exercise’s results have already been used in CBA of carbon abatement measures, and will presumably influence future standards.[[167]](#footnote-168)

 An understanding of this process will show that climate disruption CBA requires either precautionary or anti-precautionary assumptions. The Obama Administration’s Interagency Working Group’s (IWG’s) conclusion pegging carbon’s social cost at $21 per ton (as its central estimate) was not inevitable. Indeed, economists’ estimates of the dollar value of a ton of greenhouse gas emission reduction vary from as little as $5.00 a ton to close to $3,000 a ton (although most estimates lie in the $5-$125 range).[[168]](#footnote-169) The IWG’s conclusions reflect the anti-precautionary assumptions of the academic economists whose work it selected as the basis for its estimate. Showing the anti-precautionary nature of existing practice provides a predicate for understanding the shape of a potential precautionary alternative.

 1. *Anti-Precautionary Damage Functions -* The IWG arrived at its $21 number by averaging results from three commonly used integrated assessment models, FUND, PAGE, and DICE.[[169]](#footnote-170) All three of these models rely on inadequate representations of climate damages, failing to reflect current scientific understandings of likely climate impacts, let alone precautionary assumptions about the remaining uncertainties.

 DICE calculates expected damages as a function of temperature increases. This “damage function” is calibrated to estimates of the value of a few categories of potential damages at 2.5°C, partially offset by a large subjective benefit expected from warmer weather. In all, DICE projects losses of less than two percent of world GDP due to the first 2.5°C of warming. That estimate is quite incomplete and conjectural; other analysts have estimated much larger damages at the same temperature. [[170]](#footnote-171) Based on the 2.5°C estimate, the DICE damage function is extended to other temperatures by assuming a simple, unproven algebraic formula (involving the square of the temperature increase). The DICE damage function implies that half of world output will not be lost to climate damages until the temperature has increased by almost 19°C, far beyond the temperatures at which many observers anticipate catastrophic climate changes.[[171]](#footnote-172)

 PAGE uses a slightly more complex treatment of damages, separately estimating the costs of several major categories of climate impacts. The overall results are calibrated to roughly match other models such as DICE – and indeed, PAGE and DICE produce very similar estimates of the social cost of carbon under IWG assumptions ($30 and $28, respectively). PAGE assumes that developed nations will adapt to most impacts of climate disruption at near-zero cost.[[172]](#footnote-173) This seems like wishful thinking, in light of our failure to protect the people of New Orleans from the widely anticipated threat of a major hurricane such as Katrina.[[173]](#footnote-174) The developer of the PAGE model has indicated that he is exploring alternatives to this assumption (along with other improvements) in the next version of the model; his preliminary results from that version suggest a much higher social cost of carbon.[[174]](#footnote-175)

 The FUND model offers the lowest estimate of the social cost of carbon of the three models used by the IWG, a mere $6 per ton of carbon dioxide. (As a rule of thumb for interpreting such numbers, every $1 per ton of carbon dioxide is roughly equivalent to $0.01 per gallon of gasoline. Thus the IWG’s FUND results suggest that the climate damages caused by using a gallon of gasoline are worth about $0.06, compared to a larger but still modest $0.28 - $0.30 per gallon inferred from the DICE or PAGE results.)

 A recent article analyzed the damage estimates in the FUND model.[[175]](#footnote-176) Although FUND distinguishes 15 different categories of damages, many of the category estimates are close to zero in practice. Cooling and heating costs, driven by the fact that a warmer world will lead to increases in air conditioning expenditures, are by far the largest category of climate impacts in FUND. The increased costs of air conditioning, combined with smaller climate disruption costs in other areas, are partially offset by a substantial projected benefit of climate change in agriculture. The supposed agricultural benefit is supported by citations to a handful of studies published in the mid-1990s, and rests on calculations that are both empirically and theoretically problematical.[[176]](#footnote-177) In the IWG’s FUND analysis, the world as a whole experiences net benefits from warming until about 3°C.[[177]](#footnote-178)

 In short, each of these models relies on assumptions about the extent of climate damages, and/or the ease of adaptation, which serve to minimize the threat of climate change. Climate science, meanwhile, has run far ahead of such economic analyses, identifying numerous threats to economies and ecosystems that are expected to occur at relatively low temperatures.[[178]](#footnote-179) Even worse are the “known unknowns” – crucial issues such as climate sensitivity, discussed above, for which scientific research has not resolved the fundamental uncertainty, and may not be able to do so (at least until it is too late to act on this information and prevent worst-case outcomes).

 Perhaps the biggest challenge to conventional CBA of climate change involves the problem of catastrophic risk mentioned earlier. The IWG analysis minimizes this problem. Of the three chosen models, PAGE includes a Monte Carlo analysis of assumed risks of a medium-sized catastrophe; DICE includes the expected value of the same size of event (i.e., DICE damage estimates include the value of catastrophic losses multiplied by the probability of occurrence); FUND simply omits catastrophic risk. Yet one of the key results in the economic theory of climate change is Martin Weitzman’s “dismal theorem.”[[179]](#footnote-180) Weitzman demonstrates that because we know so little about the risks of disastrously high climate sensitivity, the marginal benefit of emission reduction, and hence the social cost of carbon, could literally be infinite. This, suggests Weitzman, underscores the need for a precautionary response to climate change.[[180]](#footnote-181) The IWG recognized that the models it relied upon downplayed or ignored the potential for catastrophic risk, and identified it as an area for future research. To the extent that CBA does not adequately address catastrophic risk it egregiously violates the precautionary principle.

2. *Zero Value for Nonquantifiables.* - The Stern Review, a widely discussed report on the costs and benefits of greenhouse gas abatement by a noted British economist, criticizes the studies the IWC relied upon for focusing exclusively on “a small subset of the most well understood, but least damaging, impacts.”[[181]](#footnote-182) This report lambastes earlier efforts at quantifying climate disruption’s social costs for ignoring the most damaging impacts because they are “surrounded by the greatest scientific uncertainty.” Analysts conducting CBA face a choice: They can confine themselves to cases where good data exist to estimate benefits, or they can go beyond that and look at cases where data about the magnitude of an effect are sparse. Confining themselves to professionally relatively safe cases where good data exist leads to effective, albeit unintentional, use of the lack of scientific certainty to justify rejecting measures to abate serious harms—*i.e.* to a cold violation of the precautionary principle.

 Even Nicholas Stern, however, has been unable to fully quantify some of climate disruption’s most serious effects—such as the loss of endangered species.[[182]](#footnote-183) Unfortunately, many of the harms that cannot be quantified are likely to occur. The Intergovernmental Panel on Climate Change, the primary source for peer reviewed consensus science on climate disruption, has a high degree of confidence that climate disruption will produce widespread species loss.[[183]](#footnote-184) The frequent coexistence of good qualitative evidence indicating a likely environmental or health effect with a dearth of good data about the effect’s magnitude, however, does pose a problem for the project of constructing precautionary CBA.

 3. *High Discount Rates.* - Economists conducting CBA discount future costs to reflect the time value of money. So, for example, if a regulator enacts a rule that requires a $1 million compliance expenditure three years from now, the regulator will calculate the cost of that regulation as being somewhat less than $1 million today, because a company could set aside less than $1 million today and earn sufficient interest on the balance to pay the $1 million cost three years hence. The expected rate of interest determines the discount rate that would apply to future costs.

 More controversially, economists generally discount future health and environmental benefits as well.[[184]](#footnote-185) The IWG selected models using higher discount rates than the models generating far higher social cost of carbon numbers. It applied a range of discount rates, but used 3% as a central estimate.

 Selection of discount rates implicates the analyst’s policy judgment.[[185]](#footnote-186) Scholars have made reasonable arguments for rejecting discounting of deaths and illness, especially when the discount rates apply to harms threatening future generations.[[186]](#footnote-187) Some economists, notably Nicholas Stern, accept arguments that this generation’s preferences should not determine the scope of allowable harms to future generations, and therefore use close to a zero discount rate for the rate of pure time preference, a component of the discount rate.[[187]](#footnote-188) Others, such as William Nordhaus, however, think that discount rates should reflect the current generation’s self-interested preferences and therefore come up with a much higher discount rate. The question of whether this generation’s preferences should govern the valuation of benefits accruing to future generations is normative.[[188]](#footnote-189) A thorough review of the discounting debate will not serve this Article’s purpose. It brings up the policy judgments embedded in discount rates primarily to discuss discounting’s potential relationship to the precautionary principle.

 The discount rate appears to implicate the precautionary principle insofar as it influences regulation’s timing. Recall that the precautionary principle has an ambition of anticipating and preventing serious negative consequences before they occur, especially irreversible consequences.[[189]](#footnote-190) Greenhouse gases once emitted remain in the atmosphere for many decades, in some cases for centuries, so failing to act in advance of dangerous warming makes it impossible to address the problem effectively with carbon abatement.[[190]](#footnote-191) Our emissions today will influence the climate many decades hence, even if we cease emitting tomorrow. The very word precaution appears to prefer early rather than late action.

 Discounting of abatement benefits, however, favors delay over prompt action, because benefits often occur many years after companies pay out abatement costs.[[191]](#footnote-192) For climate disruption, many of the worst effects occur 100 years or more in the future, so that discount rates have an enormous effect.[[192]](#footnote-193) An analysis applying a high discount rate to benefits occurring far in the future makes them dwindle to a fraction of their dollar value, thereby allowing the nearer term costs to greatly exceed them.[[193]](#footnote-194) By contrast, a decision not to discount future environmental and health benefits or to discount them only modestly makes the early timing favored by precaution appear more attractive in cost-benefit terms.

 Economists have criticized the IWG for selection bias in choosing the models and data runs to employ in estimating carbon’s social cost.[[194]](#footnote-195) The analyses that the IWG chose to rely upon employed much higher discount rates than other analyses, such as the Stern Report, that generated much higher social cost of carbon numbers.[[195]](#footnote-196) A choice of high discount rates appears to exacerbate the tension between CBA and the precautionary principle.

 Yet, selection of a high discount rate does not appear to contradict the Rio Declaration’s literal language. It only rejects use of scientific uncertainty as a reason for postponement. By its terms, it does not take delay motivated by a desire to make environmental policy mirror the current generation’s market preferences off the table.

 Yet, some arguments against high discount rates depend upon precaution. Daniel Cole, relying on work by the economists Christian Gollier and Martin Weitzmann, has argued that at least one assumption common in constructing discount rates may literally violate the precautionary principle. A frequently employed equation for generating a discount rate, the Ramsey equation, makes the discount rate depend, in part, on an estimate of the future economic growth rate, something economists have been notoriously bad at predicting.[[196]](#footnote-197) Economists employing this equation in climate CBA have usually assumed that economic growth would remain positive and more or less as robust as it has been in the past.[[197]](#footnote-198) This assumption neglects the possibility that climate change or an oil shortage may disrupt the economy so severely that economic growth diminishes or even reverses.[[198]](#footnote-199) Cole, Gollier, and Weitzmann suggests that a precautionary approach to discounting would require consideration of discount rates based on assumptions of declining or negative economic growth.[[199]](#footnote-200) To the extent that calculations of discounting rates assume away scientific uncertainty about climate’s disruption of the economy and oil reserves, they implicitly generate results using scientific uncertainty to justify inaction (or less vigorous action).

 A high discount rate tends to produce results in tension with the idea of precaution generally, especially as it applies to irreversible problems like climate disruption. And some aspects of current discounting practice directly contradict the principle.

E. *Lessons about Prospects for Reconciliation*

 Thus far, we have found that conceptually CBA and precaution need not be at war. In doing so, we discovered some valuable things about environmental law. The argument advanced here suggests that precaution by itself has relatively little to say about how to consider costs. It has something to say, however, about how to treat uncertainty, not wanting it to be used as a reason for “postponing” measures addressing serious environmental harms. But the social cost of carbon case study suggests that current U.S. CBA practice is deeply anti-precautionary, employing methods that effectively use uncertainty as a rationale for postponing measures that a different approach to benefits valuation would justify.

 Conversely, the mere idea of CBA has very little to say about normative judgment in addressing uncertainty. Its practitioners, however, address uncertainty, both in coming up with quantitative estimates through analytical techniques (such as Monte Carlo analysis and Bayesian probabilities) and in leaving significant information out of their analysis. And policymakers, to the extent that they employ antiprecautionary CBA as a guide to policy, will implicitly, and probably unwittingly, use scientific uncertainty to justify postponing measures addressing serious, and sometimes irreversible, environmental problems.

 The analysis of this anti-precautionary practice suggests that precautionary CBA will, at a minimum, have to employ conservative risk assessment assumptions and take nonquantifiable benefits into account. The spirit of precaution, and in some contexts the letter, would also counsel against steeply discounting future benefits. I will develop these principles into more concrete suggestions in the next part. Although these ideas are easily stated, many of them excite controversy and their implementation raises difficult issues.

IV. Toward Precautionary CBA

 The previous section shows that an analytical possibility of precautionary CBA exists and provides a rudimentary picture of what precautionary CBA might look like. I begin this section by motivating interest in implementing precautionary CBA, primarily by arguing that the executive order requires CBA and that our obligations under international law support precaution: *i.e.* that existing law may require some sort of blending. I will then develop a fuller picture of what precautionary CBA might look like, building on the core ideas mentioned in the Introduction and in Part III.

A. *Why Precautionary CBA?*

This exploration of precautionary CBA illuminates both the precautionary principle and CBA, and therefore proves worthwhile theoretically, even if nobody had any interest in adopting it. And, in truth, a lot of analysts will oppose its adoption. CBA proponents may well resist precautionary CBA, because they see little or no value in precaution. Conversely, precaution’s advocates tend to find CBA wrongheaded and will see no value in continuing its use.[[200]](#footnote-201)

 The law, however, suggests that we need precautionary CBA. The United States, for better or worse, has operated under an executive order for some time that requires CBA of major rules. On the other hand, international law, including treaties that the United States has ratified, supports implementation of the precautionary principle.

 Environmental advocates’ actions in recent years suggest that they do not see much opportunity for dislodging CBA in the near term. Even at the outset of President Obama’s first term, no environmental group urged him to repeal the Clinton executive order requiring CBA of major rules to the extent required by law. Accordingly, some environmental advocacy groups have begun to follow Richard Revesz and Michael Livermore’s advice: to become more active in seeking to shape CBA’s methodologies.[[201]](#footnote-202) Indeed, environmental groups filed comments seeking to influence the IWC’s approach to the social cost of carbon, and these comments, at least implicitly, addressed precautionary CBA.

 On the other hand, international law supports the precautionary principle. To the extent that the principle has become a part of customary international law, it binds us. As a general matter, the idea that international law forms part of our law is well established.[[202]](#footnote-203) I put aside difficult issues about whether a U.S. duty to abide by the precautionary principle might be judicially enforceable, because even if it is not, the executive branch remains obligated to respect customary international law.[[203]](#footnote-204)

 Furthermore, the United States has ratified a number of treaties embodying the precautionary principle.[[204]](#footnote-205) Most importantly for this Article, it has ratified the Framework Convention, which contains a leading statement of the principle echoing the Rio Declaration (which we also signed). Although the Framework Convention states that the parties “should” rather than “must” take a precautionary approach, other treaties that the U.S. has ratified contain mandatory language.[[205]](#footnote-206) The object and purpose of the Framework Convention treaty—to avoid dangerous climate change—suggests that the United States must take this admonition to employ the precautionary principle seriously, as treaties must be construed to advance their object and purpose.[[206]](#footnote-207) Together, the likelihood that the precautionary principle already imposes a legal obligation under customary international law together with the U.S. agreement that it should employ the approach suggest that the President of the United States should see to it that U.S. actions, and U.S. practices under the executive order, conform to the precautionary principle.

 The legal academy’s CBA advocates should, moreover, support precautionary CBA. For they have urged CBA as a way of fully informing decisionmakers about their actions’ consequences. To the extent that CBA does not comprehensively present information about all of the benefits, because it leaves out information about nonquantifiable benefits, CBA systematically undervalues benefits and misleads decisionmakers. That is why CBA advocates have always said that decisionmakers should take nonquantifiable benefits into account.[[207]](#footnote-208) Similarly, when CBA obscures the possible consequences of action, by hiding uncertainty through obscure and often arbitrary uses of statistical techniques, it does not perform its mission of informing decisionmaking. Scholars advocating CBA as a way of enhancing the rationality and transparency of government decisions should welcome the reforms proposed here.[[208]](#footnote-209)

 Hence, both the law and the ideals of CBA’s most thoughtful advocates support precautionary CBA. It remains to say a little more about how one might carry out precautionary CBA.

B. *On Precautionary Cost-Benefit Analysis*

 This section develops and supports recommendations on how to carry out precautionary CBA. I begin with some institutional points, building on an earlier suggestion that CBA requires too much scientific and normative judgment to be left solely to economists. I then take up the question of how to take into account nonquantifiables. I flesh out a conservative approach to risk assessment that comports with the principle. And finally, I discuss the precautionary principle’s potential implications for treatment of discount rates.

 1. *Institutional Considerations*—I have already suggested that precautionary CBA may require scientific and normative judgments that ought not be left solely to economists. The IWC did not open up the black box containing the anti-precautionary assumptions I highlighted in my discussion of the models it relied upon. It simply averaged the model results it chose to consider. The IWC consisted mostly of economists. Although economists have expertise in monetization techniques, construction of risk assessments informing a model’s damage functions is essentially a scientific task. For it requires assessment of scientific information to generate descriptions of climate disruption’s outcomes and estimates of their magnitude. To be sure, the scientific data alone will rarely control such a damage functions. For creation of damage functions requires science policy judgment in making inferences from the data. Still, the people with the relevant expertise for these science policy judgments are scientists, not economists.[[209]](#footnote-210) And scientists should have the dominant role in constructing damage functions.[[210]](#footnote-211)

 In the case of climate disruption CBA the principle that scientists should have a dominant role in constructing damage functions, suggests a need for scientific review of models’ damage functions. This role will enable the government to avoid relying on scientifically outdated or naive models. This implies, at a minimum, that scientists must participate in any future IWG revisiting the social cost of carbon issue. As a further safeguard, the National Academy of Sciences could review the IWC’s estimate and the studies it relies upon for scientific integrity and completeness. Often climate disruption CBA has undergone peer review in the past, but peer review by economists does not suffice as a substitute for a current scientific review assessing the model’s validity under the most up-to-date scientific information.

 2. *Nonquantifiables—*Although the suggestion that nonquantifiables should count enjoys widespread support, the cost-benefit state has not been kind to information resisting quantification. Basically, soft variables—those lacking hard numbers— tend to get short shrift in CBA[[211]](#footnote-212)

 Government regulatory impact analyses (RIAs) mention nonquantifiable benefits’ existence.[[212]](#footnote-213) Furthermore, they often comprehensively list pollutants’ effects including both quantifiable and nonquantifiable impacts (something called risk characterization in the risk assessment literature).[[213]](#footnote-214) Usually, however, these documents highlight CBA’s quantitative conclusions and bury mention of nonquantifiable impacts deep in the documents, sometimes scattered about in different subsections.[[214]](#footnote-215) This makes it almost impossible for a busy policymaker to get a clear picture of the importance (or unimportance) of the benefits left out of the quantitative analysis.[[215]](#footnote-216)

 Government agencies should design RIAs to counteract the tendency to give soft variables short shrift. They should emphasize what is important, not necessarily what is quantifiable. The executive summary should include a list of significant benefits listed in order of importance, relying on the judgment of agency scientists. This list should include an indication of which benefits were quantified and which were not.[[216]](#footnote-217) That way, a reader can easily see whether the quantitative portion of the CBA captured the most important benefits or not. EPA guidance endorses a template that would likewise list benefits and indicate whether they were quantified or not.[[217]](#footnote-218) My recommendation builds on this suggestion by endorsing ordering information by importance and commending this approach for all agencies, not just EPA.[[218]](#footnote-219)

 This recommendation demands that agency scientists make some judgments that go beyond merely reporting data. Moreover, these judgments will often prove difficult, for they require subjective judgments about the relative importance of very different types of impacts. They also require assessment of the relative weight to be given one impact that can be quantified and another where data do not permit quantification. In some cases, these judgments will prove easy. For example, when EPA evaluated the benefits of regulating runoff from construction projects, its scientists had an abundance of qualitative data indicating that runoff was causing serious water quality problems.[[219]](#footnote-220) Only the relatively trivial benefit of saved water storage and treatment costs and avoided dredging, however, produced sufficient quantitative data to justify a benefits number.[[220]](#footnote-221) Even when it is hard, however, some sort of expert qualitative judgment must be made when important impacts resist quantification, lest policymakers assume, often quite wrongly, that only the quantifiable items are real and important. If policymakers make that assumption, they will unintentionally end up using scientific uncertainty about the magnitude of effects, even with respect to qualitatively well understood effects, to justify inaction.

 Furthermore, where important impacts cannot be quantified, a team of communication experts and scientists should describe the most important ones in ways that will make their significance apparent to policymakers.[[221]](#footnote-222) And this description should precede any mention of numbers in the introduction and follow any mention of numbers in the conclusion, if the nonquantifiables are more important than the quantifiables. The general principle is that the document should emphasize the important, whether the important is quantifiable or not.

 RIA reform, however, makes a process that is already too time consuming and expensive even more so, even though much of the information needed to inform this judgment already appears in the RIA or is well known to the agency.[[222]](#footnote-223) But as long as CBA is retained, some sort of reform is required to avoid letting CBA remain anti-precautionary.

 This improvement of RIAs to emphasize the bottom line only when the bottom line reflects the most important information, however, may not suffice.[[223]](#footnote-224) If OIRA’s career officials see only quantitative information as credible and lack sufficient humility to accept scientific judgments that industry will tend to contest, the tradition of giving nonquantifiable variables short shrift may continue. This may then require changes in OIRA’s management and personnel to become effective, or OIRA’s abolition.[[224]](#footnote-225) The President, by the way, could abolish OIRA without doing away with CBA. Currently individual agencies, not OIRA, prepare RIAs.[[225]](#footnote-226) OIRA reviews them. If OIRA’s review continues to exhibit bias against nonquantifiable variables, and OIRA reform proves impossible, then its abolition would be important to making precautionary CBA real. Abolition would also free up resources and reduce the time and expense involved in government standard setting.

 I do not claim that I have proven through this argument that precautionary CBA is possible. It may be that the tendency of quantitative analysis to crowd out realistic weighing of crucial qualitative information would survive all of the reforms suggested here.

 One reason to suspect this might be the case has to do with the difficulty of giving qualitative information any particular weight in an optimality framework. It is not clear how one can reach conclusions about whether a qualitatively important environmental benefit outweighs a specific quantified cost. The principle U.S. environmental statutes, however, do not authorize optimal regulation anyway.[[226]](#footnote-227) At times, they require protection of health, thereby making the consideration of CBA illegal.[[227]](#footnote-228) More often, they authorize maximizing feasible reductions.[[228]](#footnote-229) In the feasibility context, the Supreme Court has sometimes considered CBA potentially relevant and sometimes not.[[229]](#footnote-230) Even where the Court has found CBA potentially relevant, it has only approved it as a somewhat marginal influence.[[230]](#footnote-231) Hence, the only legal role of CBA in many contexts involves motivating OIRA to advocate use of discretion to tilt results marginally in one direction or another based on cost-benefit considerations.[[231]](#footnote-232) One can imagine an ideal OIRA head asking EPA to temper regulatory action based on a CBA quantifying the most important variables and asking EPA to use its discretion to tighten regulations when an important nonquantifiable impact seems to indicate that vigorous action might be needed in spite of costs outweighing quantified, but qualitatively trivial, benefits.

 Hence, precautionary CBA can only exist if government officials give weight to soft but important variables. Happily, its proponents favor this approach in principle; it remains to see whether government officials can put it into practice.

C. *Toward Precautionary Risk Assessment*

 The previous analysis also suggests a precautionary approach to estimation of risk where sufficient data exist to ground some sort of quantitative estimate. Working out an approach to this issue and defending it thoroughly would require another Article. But this section will sketch some elements of possible precautionary approaches to risk assessment and provide at least some normative justification for them.

 The most obvious way to comply with the precautionary principle involves employing a worst case as the basis for the risk assessment underlying CBA.[[232]](#footnote-233) Advocates of this approach typically do not demand the worst case imaginable, but rather a scientifically plausible worst case. One might think of this as approximating a case at the 95th percentile in a probability distribution.

 Regulations under the National Environmental Policy Act (NEPA), a statute sometimes treated as a source of demand for CBA, used to require a worst-case analysis.[[233]](#footnote-234) The Council on Environmental Quality, however, changed its regulations out of concern about spending an inordinate amount of resources on an unlikely case.[[234]](#footnote-235) Policy professionals inclined to knee-jerk moderation frequently make the error of assuming that a worst case must always be unlikely. But this is not necessarily the case. Richard Posner recognized this when he rejected some economists’ notion that catastrophic climate disruption is unlikely, since he noticed that the scientific literature treated catastrophic climate disruption as a quite plausible case with unknown probabilities.[[235]](#footnote-236) In any case, limiting worst case analysis to scientifically plausible worst cases addresses this concern about wasting resources studying very unlikely scenarios.[[236]](#footnote-237)

 This approach, however, will trouble believers in optimal regulation, for there usually is no particular reason to think that the worst case is more likely than other less drastic possibilities. And an optimization framework suggests trying to focus on the most plausible outcomes, not the worst ones. But optimizers face an enormous difficulty, as part two showed, when probabilities are not known, *i.e.* in the normal case. In such a case, Bayesian probabilities and Monte Carlo notwithstanding, there is no strong scientific basis for declaring any particular plausible case more likely than another.[[237]](#footnote-238) Accordingly, worst-case analysis becomes a reasonable option even within an optimizing framework.[[238]](#footnote-239) Furthermore, risks are not evenly distributed, so one might prefer a 95th percentile type case on distributional grounds to protect the most vulnerable in a reasonable way.

 This approach also has an advantage in terms of analytical symmetry, at least in most cases. Economic analysis of regulatory costs often uses something resembling worst-case analysis. Usually, regulators base their analysis of regulatory costs on current market prices of known technological changes that will reduce relevant pollution. But in practice, regulation tends to lower compliance costs.[[239]](#footnote-240) Sometimes those subject to regulation innovate to escape high costs and they almost always employ competitive bidding to reduce equipment costs. The net result is that post-compliance studies, which unfortunately are in short supply, frequently show unexpected cost declines. It follows that cost estimates based on current market prices often constitute a worst plausible case analysis for cost.[[240]](#footnote-241) This symmetry argument, however, does not apply when economists, as they sometimes do, use rate-of-progress ratios (estimates of past cost declines for a technology) to predict future cost saving innovation.[[241]](#footnote-242)

 The argument for worst-case analysis becomes especially strong when environmental effects prove irreversible, as in the climate disruption case.[[242]](#footnote-243) Most greenhouse gases remain in the atmosphere for centuries. If we invest in greenhouse gas abatement based on a damage assessment that proves too low, we cannot correct the mistake. The temperatures will continue to rise based on past accumulations of greenhouse gases and any additions made even if we suddenly, decades hence, decide that we were wrong and therefore institute drastic abatement. By contrast, we can make up for overinvestment in abatement through economic growth and innovation if the threat proves less serious than imagined. This justifies some risk of overinvestment in abatement.

 At the same time, worst-case analysis should apply to the environmental effects of technologies used to address environmental insults, not just the targeted insults. For example, if regulators are taking an action that addresses climate disruption by licensing nuclear power plants, they should look at scientifically plausible nuclear accidents and consider this possibility in their plans. This addresses the concern that Sunstein and others have expressed about the potential myopia of focusing on a targeted risk without considering risks associated with ameliorating the targeted risk.[[243]](#footnote-244)

 Even if regulators do not wish to base their decisions on the worst case, analysts should include one in their CBA.[[244]](#footnote-245) The National Academy of Sciences has long advocated the presentation of a *range* of regulatory benefits.[[245]](#footnote-246) It considers point estimates irresponsible scientifically, because the relevant science does not generally permit precise estimates of environmental consequences’ magnitude. Accordingly, scientifically informative presentation of costs and benefits will present a range of benefits estimates that correspond to the full range of scientifically reasonable cases.

 This approach also serves the goals of legal scholars advocating CBA. Few of these scholars accept preference-based optimization as the sole determinant of environmental standards.[[246]](#footnote-247) But they all agree that CBA should inform regulators, thereby, they claim, increasing transparency and rationality. But CBA that fails to at least inform regulators about very serious scientifically plausible consequences misinforms regulators by obscuring potentially important information.[[247]](#footnote-248)

 This principle of fully informing regulators also raises some concerns about CBA’s approach to uncertainty. Academic CBA based on or including a worst case would reduce the dollar value of the worst case by an estimate of the probability of its occurrence, even when the probability is truly unknown. That may indeed be an appropriate procedure for an academic optimization exercise. But it poses some questions from the standpoint of precaution and with CBA advocates’ professed goal of fully informing regulators.[[248]](#footnote-249)

 The claim that the precautionary principle rules out rejection of measures based upon scientific uncertainty leads to the following question: Does the practice of multiplying risks by the probability of their occurrence itself violate the precautionary principle? Suppose, for example, that an economist estimates that a 100 ton reduction of a pollutant would cost $1 million, but might generate $1.5 million of benefit. The economist estimates the likelihood of this benefit occurring as 50%. The standard economics would suggest that the benefit estimate be reduced to $750,000 ($1.5 million X .5).[[249]](#footnote-250) Doing so would lead to rejection of the measure on the ground that the $1 million cost exceeds the $750,000 benefit. It would seem that this standard approach to risk uses scientific uncertainty as a reason to forego a protective measure. For absent some consideration of uncertainty, the economist would conclude that the measure costing $1 million would yield $1.5 million worth of benefits and would recommend its adoption. Surely, scientific uncertainty here performs the function of justifying rejection of the measure.

 One could resist this conclusion by drawing upon economics’ distinction between risk and uncertainty.[[250]](#footnote-251) In economic terms, if the probabilities are known, as in the above hypothetical, this is not a case of true uncertainty. Rather it is a case of risk. Therefore, a treatment of the “scientific uncertainty” as a term of economic art would support the conclusion that reducing benefits estimates on the basis of probabilities does not violate the precautionary principle.[[251]](#footnote-252)

 This term of art argument, however, would not justify benefit reduction in cases of true uncertainty. That is, when we really do not know the probabilities of a particular predicted harm coming to fruition, multiplying benefits estimates by some economists’ guesses about the probabilities, whether arrived at through Monte Carlo analysis or Bayesian probabilities, would seem to violate precaution. In other words, the precautionary principle seems to rule out multiplying harms by the likelihood of negative outcomes in the normal case, that of true uncertainty, because doing so uses scientific uncertainty as a justification for rejecting measures.

 Transparency concerns would suggest that CBA should at least include an unreduced worst case, even if economists want to include a diminished one as well. Regulators should know what a worst case would look like. Hiding that information from them, especially when the probability of its occurrence remains unknown, conflicts with the goal of transparently informing policymakers.

D. *Discounting*

 I cannot in this space offer a thorough defense of any particular approach to discounting and doing so would implicate considerations going beyond precaution itself, such as inter-generational equity. But a brief mention of the some of the potential implications of the forgoing analysis for discounting does seem in order.

 To minimize tension with the precautionary principle’s timing goals policymakers might well choose to eschew discounting of future benefits or discount at a low rate. CBA employing discount rates for government consumption should, at a minimum show an undiscounted case and a low discount rate case, explaining the ethical questions involved in this. In addition, precaution requires discounting that does not assume continued economic growth.[[252]](#footnote-253) That will lead to a reduction or elimination of positive discounting in analyses using the Ramsey equation. So, the precautionary principle requires at least the adjustment of the Ramsey equation and its spirit commends a more general reduction of discount rates.

E. *A Cultural Caveat*

 This article’s conclusion that the core ideas of CBA and precaution do not necessarily conflict and that therefore one can imagine precautionary CBA barely addresses cultural norms among communities supporting one or the other approach that may make adoption of these measures difficult. It may well be that supporters of precaution often start with the assumption that we have a right to a clean environment, which should be compromised, if at all, only upon a strong showing of serious economic harm and perhaps not then. Conversely, many CBA supporters may start from a presumption of an entitlement to economic development through a free market, and require a strong showing to justify government “intervention.”[[253]](#footnote-254) More subtle differences in cultural norms almost surely influence the methodologies these communities endorse to arrive at sound decisions. For example, CBA advocates tend to think in terms of a flat metric of overall welfare, whereas advocates of precaution see important qualitative differences between different effects.[[254]](#footnote-255)

 For that reason, this Article’s precautionary CBA recommendations necessarily serve as a starting point for debate, rather than as an endpoint. Cultural differences suggest the need for a more thorough understanding of the normative positions underlying the clashes between CBA and precautionary principle advocates. Hopefully, this Article will move the debate over appropriate environmental policy to a deeper level.

V. Conclusion

 Precaution, understood narrowly as the principle that scientific uncertainty should not be used to avoid taking measures to address serious environmental problems, does not necessarily conflict with the basic idea of CBA— the idea that policy makers should take costs into account in deciding how vigorously to act in avoiding looming harms. Current CBA practice, however, often conflicts with precaution. So, precautionary CBA is imaginable.

 By making use of worst-case analysis, paying close attention to nonquantifiable regulatory benefits, and avoiding deep discounting analysts can, in principle, harmonize CBA with non-radical precaution. I intend my specific recommendations along these lines as a starting point for discussion, not necessarily as the last definitive word on the subject that this Article has introduced—how to reconcile precaution and CBA.
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