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Motivation |

» Causality - a crucial issue in economics (maybe more than in
other social sciences)

» Non-experimental nature of data as opposed to experiments
such as laboratory experiments or randomized controlled trials

» Estimation techniques developed over the past 70 or so years
to estimate a causal effect of variables on the outcome of
interest

» Development of 'instrumental variable estimation techniques’
is an attempt to account for causality in non-experimental
data



Basic set-up |

» Consider a basic regression y = x;p; +u,i=1,....K

» Key condition of consistency of OLS estimator is that the
error term is uncorrelated with each of the regressors:
cov(xj,u)=0,i=1,..,K

» Sufficient condition for cov (x;, u) = 0is E (u|x;) =0

> An explanatory variable is endogenous if it is correlated with
the error term which is caused by

1. omitted variables

2. measurement error
3. simultaneity



Basic set-up |

> Bors = (X'X) 1 X!y = (X'X) P XXB+ (X'X) T X'y =
,B+ (X,X)_IX/U

> 5/02 =p+ (’V_lX'X)_1 N~1X’u - renormalization to allow

the use of large numbers to be applied to X’'X
> plim BoLs = B+ (plim N=1X'X) ™ (plim N=1X"u) (Slutsky's

theorem)

OLS is consistent if plim N1 X'u =0

> a necessary condition for the above equality to hold is that
E[X'ul=0



Instrumental Variable Regression |

> To obtain consistent estimates of  when cov (x;, u) # 0, we
need to find a variable - call it z - which satisfies two
conditions:

1. Instrument relevance: cov (zj, x;) # 0

2. Instrument exogeneity: cov (z;, u) =0

» failure of the first condition leads to weak instrumental
variable problem, but we can deal with it (somehow)

» failure of the second condition is fatal and we can’t interpret
the estimated relationship as causal (only as a
sophisticated correlation)



Instrumental Variable Regression |

» we will deal with a single equation model

» number of instruments can be the same as the number of
endogenous variables (just-identified model) or larger
(overidentified model)

> just-identified model:

By = (ZX)7 Zly = B+ (Z2X) 7 Zu = (NT1Z/X) T NLZy

» consistency of IV estimator requires plim N~'Z'u = 0 and
plim N=1Z'X £ 0

> variance of B, V(B,,) = (Z/X)"12/0Z(Z'X)~! where
Q = Diag(ii?)

» though consistent, IV estimators exhibit efficiency loss



Instrumental Variable Regression |

» over-identified model requires Two-Stage Least Square
estimator (TSLS/2SLS)

Brsis = [X'Z(Z'2) 12’ X)X/ 2(2'2)"1 Z'y]

> in just-identified model 25L5=IV

> StageAl: obtain predicted values of X from a regression of X
onZ: X=2(Z2'2)"1zZ'X

» Stage 2: run OLS with predicted values X

> again, 25LS causes efficiency loss relative to OLS, but, it is
effecienct estimator in the class of all instrumental variable
estimators using instrument linear in z



Instrumental Variable Regression |

» Even though 2SLS is a consistent estimator when instruments
satisfy the conditions of relevance and exogeneity, it is biased
in finite samples

» In fact, we must rely on large sample analysis to derive the
properties of 2SLS (mean of just-identified 2SLS does not
even exist)

» When instruments are weak, 2SLS is biased even in very large
sample

» Consider the 'degree of inconsistency’ - there is some, though
very mild, correlation between instruments are error terms

» When instruments are weak, the degree of inconsistency
increases



Instrumental Variable Regression |

» consider a simple model with one endogenous variable:
Yii=a1+ B, Yo +€iand Yo, = ar + B, 7 + i

» assume that Var(e;)=1 and Var(y;)=1 =>cov(e;, 4;)=p
where p is the correlation coefficient

> if we assume that Z; is exogenous, then p measures the
degree to which y»; is correlated with €;

» Hahn and Hausman (2005) showed that in this simple case,
the finite sample bias of 25LS in overidentified case is, to a
second-degree approximation

Ip(1—R?
E(pI°H) — By ~ F)

» [ is the number of instruments, n is sample size, R? is R2
from the regression of Z; on Y5; and measures the strength of
instruments



Instrumental Variable Regression |

» the bias of 25LS in finite samples is toward inconsistent OLS

» a fundamental question arises: if a consistent 2SLS estimator
is biased in finite samples toward inconsistent OLS, is 2SLS
bias smaller or larger then that of OLS?

» Hahn and Hausman (2005) offer the following equation

Bias(ﬁfﬂs) ~ L
Bias(B91°) nR?

> as long as the denominator is larger than the nominator, 2SLS
bias is smaller than OLS bias

> ceteris paribus, the bias of 2SLS grows with the number of
instruments

» weak instruments (low R?) increase the bias of 2SLS
toward inconsistent OLS!!!



Instrumental Variable Regression |

» weak instruments and 'mild inconsistency’:
cov(Zu) _ g, | corr(Z,u)
plim IB/V - ‘3—1— cov(Z,X) — oy [corr(Z,X)
> relative inconsistency of 2SLS

p||m,BZSLS B corr()?,u)i
pllmﬁOLS B ~ corr(X,u) Ry

» if instruments are weak and moderately correlated with error
term (mildly endogenous), instrumental variable estimator is
even more inconsistent than OLS



Instrumental Variable Regression |

» unless we have a perfect natural experiment of a perfectly
exogenous instrument, weak instrument is more fatal than
running a simple OLS even when a correlation between
instrument and error term is very small

» this result is due to Bound, Jaeger and Baker (1995) and has
not received much attention in the literature

> literature on weak instruments assumes that instruments
satisfy exogeneity assumption and the only problem is their
weak correlation with endogenous variables



Weak Instruments |

v

how to detect it:

1. Shea’s partial R? from the first stage regression
2. F-statistics from the first stage regression

> logic of R? from the first stage regressions: consider
y = Byx1 + B,x2 + u where x; is endogenous and x;
exogenous, and let z be a vector of instruments (includes x»)

» we need a measure of the correlation between z and x; which
purges out xo

» R°measure adjusted for the presence of x, proposed by
Bound, Jaeger, and Baker (1995)

» R°measure adjusted for the presence of x, and another
endogenous variables proposed Shea (1997)



Weak Instruments |

» F-statistics from the first-stage regression; the test statistics
are not drawn from the standard F-distribution

» Stock and Yogo (2005) offer critical values which depend on
the number of instruments and endogenous variables

> Null hypothesis: the bias in 25LS is less than some
percentage of the bias of OLS

» for example, for one endogenous variable and three
instruments, and HO stating the bias being less than 10%, the
critical value of F-statistic is 9.08



Weak Instruments - Solution(s) |

» alternative estimators to 25LS which exhibit better properties
in the presence of weak instruments

> test statistics which are robust to weak-instrument problem



An Example - Housing Expenditures |

» the model allows for household fixed effects

dip = 1 (7'x; + 0, — U = 0)
Yoir = BoXit + &oi + €oie if dig =0
Vit = ,B;Xit +ayj+Fe ifdip =1

> the selection variable dj; is a choice between owning a
property (dj = 1) and renting a property (dj; = 0)

> X is a vector of explanatory variables (total expenditures,
square of total expenditures, prices, household characteristics)

> yiji+ and ypj: are budget shares spent on housing for renters
and owners respectively

> apj, &1;, 17; are unobservable household specific time-invariant
effects



An Example - Housing Expenditures |

> x; is decomposed into x,; (log of total expend, square of total
expend), xp; (log of hh income, square of hh income), xy4;
(prices, hh characteristics), x.; are exclusion restrictions

» selection equation includes xp; and xy;, the budget equation
X,i and X

» taking the difference between period t and T yields:

Ypit — Ypit = [3;3 (Xait — Xait) + ﬁ:,c (Xeit — Xcit) + (€pit — €pir) if
dir = diz = p, p=0,1
dis = 1 (7T Xxpit + 7yxgit +1; — uir > 0), s=t, T



An Example - Housing Expenditures |

> we can rewrite the above equation as

Ypit — Ypit = ,B;,a (Xait - Xair) + ,B:,C (Xcit - Xcir) +
8ptt (Xbit: Xbit, Xdit, Xdit) + Epitt

» the function gytr, p = 0,1 is given by

8ptt (Xbit, Xpity Xdit Xdir) =
E (epit — €pit|Xbit, Xbit, Xdit, Xdit, dit = dis = p)

> and ;¢ satisfies

E (&pitr|Xbit: Xbit, Xdit, Xdir, dit = dis = p) =0,p=10,1



An Example - Housing Expenditures |

> we can assume no sample selection after differencing =>
gptr = 0, p = 0,1 which is equivalent to saying that 1, — uj;
is independent of €p;; and €1;; for all t

> in other words, possible selection effect on budget shares
operate only through correlation between &; and (;, uj)
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