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 Workers' Compensation and
 Occupational Injuries and Illnesses

 John W. Ruser, Office of Economic Research,

 U.S. Bureau of Labor Statistics

 A longitudinal establishment data set is used to assess the effect of
 changes in workers' compensation benefits on the incidence of lost-
 workday injury and illness cases in manufacturing for the years 1979-
 84. Higher benefits are found generally to increase lost-workday cases.
 However, consistent with theory, the benefit effect is smaller in larger,
 more highly experience-rated establishments. After initial estimates
 are obtained using ordinary and weighted least squares, several count
 data models are explored that are more appropriate for the integer
 injury and illness counts in the data. The results are consistent across
 the specifications.

 I. Introduction

 The economics and public policy literature on occupational safety and
 health frequently refers to two apparently contradictory goals of workers'
 compensation insurance: the provision of adequate benefits and the en-
 hancement of incentives for safety.' That these goals appear to be contra-
 dictory is supported by a body of empirical work showing that, at sample

 This article was presented at the sixth World Congress of the Econometric Society.
 My thanks to Harley Frazis, Jerry Hausman, Rick Valliant, and members of the
 Office of Economic Research staff. All remaining errors are mine. The views ex-
 pressed here are mine and do not necessarily reflect the views of the U.S. Bureau
 of Labor Statistics.

 l See, e.g., the 1987 Economic Report of the President (Executive Office of the
 President 1987), pp. 197-98.

 [Journal of Labor Economics, 1991, vol. 9, no. 4]
 (? 1991 by The University of Chicago. All rights reserved.
 0734-306X/9 1/0904-0001 $01.50
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 means, increases in workers' compensation benefits are associated with
 increases in nonfatal injury rates.2

 A priori, it is not clear that these two goals are jointly unattainable.
 Higher benefits may reduce worker caretaking. But, as shown in Ruser
 (1985), the extent to which higher benefits increase a firm's safety invest-
 ments depends on the degree of experience rating of its workers' compen-
 sation premium. A premium is more highly experience-rated if it is more
 closely related to the benefits paid to the firm's own injured workers.
 When a premium is more highly experience-rated, the firm internalizes
 both more of the costs of its accidents and more of the costs of benefit
 increases. Thus, a given benefit increase results in greater safety investments
 in more highly experience-rated firms. A potential explanation for the
 apparently poor incentive effects of higher benefits may lie in the fact that
 the degree of experience rating is low in many firms.

 The empirical literature has generally failed to recognize the intervening
 effect of experience rating in the benefit/nonfatal-injury-rate relationship.
 The exceptions exploit an institutional characteristic, that larger firms tend
 to be more highly experience-rated, in order to advance the empirically
 testable hypothesis that the relationship between benefits and injury rates
 is smaller in larger firms. Two studies using industry-aggregate Bureau of
 Labor Statistics (BLS) injury-rate data for manufacturing obtain conflicting
 results. Chelius and Smith (1983) find no support for the hypothesis among
 15 two-digit Standard Industrial Classification (SIC) manufacturing in-
 dustries. In contrast, Ruser (1985) finds strong support among 25 selected
 three-digit manufacturing industries. Two other studies use industry-ag-
 gregate workers' compensation claims data to support the hypothesis
 (Butler and Worrall 1988; Worrall and Butler 1988).3

 In this article, I seek to test this hypothesis, as well as others that have
 already found empirical support, using a rich longitudinal microdata set
 for nearly 2,800 manufacturing establishments for the years 1979-84.
 Nonfatal lost-workday injury and illness ("injury") case-rate equations
 are estimated using a variety of econometric specifications, including a set
 of count data models that are especially appropriate for explaining varia-
 tions in injuries in this sample. The results are consistent across the spec-
 ifications. They show that higher benefits lead to an increase in reported
 nonfatal injury rates in all but possibly the largest establishments. But,

 2 See articles by Chelius (1974, 1982); Worrall and Appel (1982); Butler (1983);
 Butler and Worrall (1983); Bartel and Thomas (1985); and Ruser (1985). For
 fatalities, the evidence is the opposite. Moore and Viscusi ( 1990) and Ruser ( 1991)
 find that higher benefits reduce fatalities.

 3The evidence for fatal injuries is scant. Moore and Viscusi (1990) find support
 for the hypothesized experience-rating effect, while Ruser (1991) obtains mixed
 results.
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 Workers' Compensation and Injuries 327

 consistent with the experience-rating hypothesis, higher benefits lead to a
 smaller increase in injuries in larger establishments.
 Section II describes the empirical strategy, the data used in the empirical

 work, and the hypothesized relationships between injury rates and the
 independent variables. Section III presents estimates of injury-rate equations
 using ordinary and weighted least squares. Section IV explores several
 count data specifications, including the negative binomial, a fixed-effect
 negative binomial, and a quasi-generalized pseudo-maximum-likelihood
 estimator. Finally, Section V presents some conclusions.

 II. Empirical Strategy and Data

 The empirical strategy that was adopted to assess the effect of benefits
 on injuries and to test the experience-rating hypothesis was to estimate
 equations of the form

 LWCR =f(WCOMP, SIZE, X), (1)

 where LWCR is the lost-workday injury-case rate, WCOMP is workers'
 compensation benefits, SIZE is establishment size, and X represents a vector
 of other variables. Since higher WCOMP has offsetting incentive effects
 on the worker and the firm, the sign of the derivative of LWCR with
 respect to WCOMP is theoretically indeterminate. However, the empirical
 evidence suggests that it should be positive. The hypothesis concerning
 the effect of experience rating on the benefit/injury-rate relationship is

 82 LWCR 0 2
 aWCOMPaSIZE (2)

 To estimate equation (1), I assembled a unique longitudinal microdata
 set of 2,788 manufacturing establishments for the years 1979-84. The data
 set, which contained a total of 16,728 observations, was created by matching
 observations for establishments from the BLS's Annual Survey of Injuries
 and Illnesses and the BLS's Current Employment Survey (CES). I added
 information on the laws regarding the payment of worker's compensation
 benefits from annual issues of the Analysis of Workers' Compensation Laws
 (Chamber of Commerce of the United States 1979-84). The data set is
 well suited for this study since it contains a rich set of variables on estab-
 lishment characteristics, as well as workers' compensation benefits cal-
 culated for each establishment. Definitions of the variables used in the
 study, as well as sample means, appear in table 1.

 The creation of the sample introduced one bias that is important to
 mention. The Annual Survey of Injuries and Illnesses is resampled yearly
 in such a way that an establishment with larger employment has a greater
 probability of selection. Further, establishments above a certain employ-
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 Table 1
 Definitions and Sample Statistics (N = 16,728)

 Variable Mean
 Name Definition (SD)

 LWCR Frequency of lost-workday injury and illness cases
 per 100 worker years 6.96

 (8.35)
 LWC Annual number of lost-workday injury and illness

 cases per establishment 24.35
 (49.66)

 HOURS Annual total hours worked (+. 200,000) 5.08
 (13.57)

 WCOMP Average real weekly workers' compensation
 income benefit for production workers . 100
 (1979 $) 1.33

 (.34)
 WAGE Average real weekly wage for production workers

 + 100 (1979 $) 2.47
 (.86)

 EMPL, Annual average employment in year t 523.63
 (1,362.50)

 CHEMPL Change in annual employment (EMPL,/EMPL,-i) 1.01
 (.15)

 PCTPROD Proportion of production workers in
 establishment .74

 (.17)
 PCTFEM Proportion of female workers in establishment .28

 (.23)
 WKOTHRS Weekly overtime hours per production worker

 ?10 .30
 (.25)

 EMPIOO-249 Employment class size dummy = 1 for 100-249
 employees .35

 EMP250-499 Employment class size dummy = 1 for 250-499
 employees .26

 EMP500+ Employment class size dummy = 1 for 500 or
 more employees .25

 ment size are sampled with certainty. Similarly, the CES sample is drawn
 with probability proportional to size. This implies that the establishments
 that survived the matching process tended to be larger than the typical
 manufacturing establishment. Table 1 indicates that the average level of
 employment in an establishment in our sample is 524. I control for this
 through the inclusion of establishment-size class dummies.

 The rate whose variation I seek to explain is LWCR, the frequency (per
 100 full-time worker years) of lost-workday injury and illness cases ex-
 cluding fatalities. Since illness cases make up a small fraction of all cases
 (less than 4%) and since most are acute (similar to injuries), I will hence-
 forth use the words "injury" or "injuries" to denote both injuries and
 illnesses. Let LWCQ, represent the annual number of lost-workday injury
 cases, and let HOURS,. be total annual hours worked by all employees in
 establishment i in year t. The injury rate is calculated as
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 LWCRt, = HOURS X 2,000 X 100, (3)
 itHOURS.,

 where a full-time worker is assumed to work 2,000 hours per year.
 The data record-keeping and reporting system underlying the BLS's

 lost-workday case-rate figures is designed to be independent of any other
 system related to occupational injuries, including the workers' compen-
 sation system. Nevertheless, it is possible that the reporting of injuries in
 the BLS survey may be affected by variations in the level of workers'
 compensation benefits independent of any effect on the level of true safety.
 In a world of imperfect verification of workers' health states, higher benefits
 may create a greater incentive for workers to report injuries. These may
 be injuries either that did occur but were not "worth reporting" at lower
 benefit levels, or that did not occur and are being falsely reported. In
 contrast, firms may have a reduced incentive to report injuries at higher
 benefit levels if they feel that to record such injuries would be an admission
 of liability on their part. Therefore, an increase in benefits may lead to a
 change in the reported level of injuries without a corresponding change
 in the true level of safety.

 Unfortunately, there is no clear way to disentangle the reporting and
 true safety effects short of possessing independent information on safety.
 Thus, this study looks at the impact of workers' compensation on reported
 injury rates and some of the measured effect of workers' compensation on
 injuries may not represent a true safety effect. However, since it is generated
 from a data system largely independent of the workers' compensation
 system, the measure of injuries I use should be less affected by reporting
 than other available data on work injuries.

 The data set permitted the creation of a rich set of independent variables
 that have been shown to be related to injuries. The variable WAGE measures
 the average real weekly wage of production workers in an establishment,
 using the consumer price index (CPI) as the deflator. It was introduced
 into the equation to measure the forgone cost of an injury, and its coefficient
 is expected to be negative. However, since it is not possible to capture
 adequately the differences across establishments in workers' skill levels
 with these data, the wage variable might also be negatively related to injury
 rates because more highly skilled and paid workers are less frequently
 injured. Finally, the wage variable might be positively related to injuries
 in our equations since workers require positive compensating differentials
 to work at more hazardous jobs.4 Therefore, a priori, the direction of the
 relationship between LWCR and WAGE is uncertain.

 4Ideally, one would like to estimate a simultaneous system of wage and injury
 rate equations. Unfortunately, all of the available explanatory variables seem to
 belong in both the wage and injury equations, so there are no variables in my data

This content downloaded from 147.251.185.127 on Mon, 19 Feb 2018 14:41:14 UTC
All use subject to http://about.jstor.org/terms



 330 Ruser

 It should be noted that one shortcoming of the wage variable is that it
 applies only to production workers, while LWCR is the injury rate for all
 workers. This introduces measurement error into the coefficient estimates
 for the WAGE variable. This problem is mitigated to the extent that there
 is a positive correlation between the wages of production and nonpro-
 duction workers across establishments.

 The variable WCOMP measures the average weekly real income benefit
 paid to a production worker who suffers a total temporary disability. It
 was calculated using the nominal weekly production worker wage, the
 state laws regarding benefit payments, and an actuarial technique employed
 by the National Council on Compensation Insurance.5 Because it was
 calculated separately for each establishment, it will suffer from less mea-
 surement error than more aggregated measures. However, it is less than
 ideal in two respects. First, like the wage variable, it applies only to pro-
 duction workers. This problem is mitigated by the fact that there is a
 positive correlation between the benefits for production and other workers
 and that most injuries are sustained by production workers. Second, the
 benefit variable reflects only payments for total temporary disability, while
 some reported lost-workday cases may involve either permanent partial
 or total disability. Use of the WCOMP measure is justified by the high
 level of correlation between total temporary disability benefits and benefits
 for other types of injuries (see Chelius 1982; Krueger and Burton 1984).
 As already noted, a priori, the relationship between workers' compensation
 benefits and injuries is ambiguous. However, all previous empirical work
 finds LWCR and WCOMP to be positively related at sample means.

 To test the hypotheses concerning the effect of experience rating on the
 benefit/injury-rate relationship, I included three establishment-size class
 dummies: 100-249, 250-499, and 500+ employees. They are labeled
 EMP100-249, EMP250-499, and EMP500+, respectively. These dummy
 variables were interacted with WCOMP to test the hypothesis represented
 by inequality (2). The hypothesis is supported if the coefficients on the
 interactions are negative and increase monotonically in absolute value with
 increases in establishment size.

 It should be noted that establishment size merely proxies as a measure
 of the degree of experience rating. A difficulty with this proxy is that
 workers' compensation premiums are written for firms, rather than for
 establishments. This would suggest that firm size would make a better
 proxy. Unfortunately, I have no information on the ownership structure

 set with which to identify the system. In any case, while the coefficient on the
 wage variable may be biased, it is less apparent that the estimated relationship
 between benefits and injury rates is biased by my failure to estimate a simultaneous
 system.

 5 For a complete description of the calculation of this variable, see Butler ( 1983).
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 of establishments in the sample. Instead, in my empirical work, I rely on
 the assumption that establishment size is positively correlated with firm
 size, while recognizing that establishment size is a noisy indicator of firm
 size. This measurement error in my proxy will tend to work against finding
 an experience-rating effect.

 I also included a squared benefit variable and the interaction of benefits
 with wages to account for potential nonlinearities in the workers' com-
 pensation/injury-rate relationship. A simple model presented in Moore
 and Viscusi (1990) shows that, a priori, the sign of the coefficient for the
 squared benefit variable is uncertain, depending on the curvature of the
 firm's marginal cost of safety curve. However, in their empirical work on
 fatalities, they obtained a positive coefficient.

 A priori, the coefficient for the interaction of wages with benefits is also
 ambiguous. I expect a negative coefficient based on the following argument.
 If workers' compensation insurance can be supplemented, then a change
 in the statutory level of workers' compensation benefits will affect injury
 rates only when the statute establishes a binding minimum constraint.
 Otherwise, a change in the statutory benefit will simply lead to a substi-
 tution between statutory and supplementary coverage, without changing
 the total amount of coverage. If we accept that workers' compensation
 insurance is a normal good, then higher-wage workers demand higher
 levels of benefits. Thus, with the possibility of supplementation, a given
 statutory benefit level is less likely to be binding for higher-wage workers
 (i.e., they are more likely to supplement benefits). Then a change in the
 benefit level is less likely to affect injury rates.

 Viscusi and Moore (1989) present an argument that predicts a positive
 coefficient for the wage-benefit interaction. They argue that a firm's safety
 incentives from workers' compensation are decreased at a higher wage
 level since workers' compensation costs are relatively lower in high wage
 establishments. While theory may lead to ambiguous predictions regarding
 the sign of the wage-benefit interaction coefficient, both Ruser (1985)
 and Viscusi and Moore (1989) obtain positive coefficients in their em-
 pirical work.

 It has been shown in previous research that injury rates are negatively
 related to establishment size. There are two explanations for this: economies
 of scale in the production of safety and a higher degree of experience rating
 in larger establishments, which leads them to internalize more accident
 costs (at any benefit level). In the present empirical work, I expect to see,
 at sample means, a decline in injury rates as establishment size increases.

 I include a number of other variables to account for variations in injury
 rates. The variable CHEMPL, which is related to business conditions,
 measures the change in employment from year t - 1 to year t. Since an
 increase in employment is often associated with the hiring of untrained or
 inexperienced workers who are more likely to be injured, I expect this
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 variable to be positively related to injury rates. Another business conditions
 variable I include is WKOTHRS, the weekly overtime hours per production
 worker. It is expected to be positively related to injury rates since an increase
 in the length of the workweek increases worker fatigue. Both variables
 may also proxy for other establishment-specific business conditions, such
 as increases in the pace of production, which are also positively correlated
 with injuries. Consequently, I expect the coefficients on these variables to
 be positive.

 The variables PCTPROD and PCTFEM represent the percentage of
 workers in the establishment who are production workers and who are
 female, respectively. These variables are included to control for the com-
 position of the establishment's work force. Production workers tend to be
 injured more frequently, so that the coefficient for PCTPROD should be
 positive. Conversely, female workers tend to work in less hazardous oc-
 cupations, so that the coefficient for this variable should be negative.

 The empirical work reported in the following sections also includes time
 and two-digit SIC dummies to control for general time and industry effects.

 III. Linear Least Squares Estimates

 In this section, I report the results of ordinary and weighted least squares
 regressions. Coefficient estimates appear in table 2, while the effects of the
 key variables at sample means appear in table 3. Elasticity estimates appear
 after tables 4-7, in the Appendix.

 I estimate a linear equation of the form

 RIt = XItJ3 + Unt, (4)

 where Rit is the lost-workday case rate per 100 worker years, and the X. 's
 were described in the previous section. My prior research (Ruser 1985)
 has suggested the possibility of heteroscedasticity in the errors of equation
 (4). In particular, I previously found that the variances of the errors tended
 to be smaller in larger establishments, a result consistent with the law of
 large numbers. As in this previous work, I adopt here the multiplicative
 heteroscedasticity specification of Harvey ( 1976) and assume that the error
 variance structure is

 var (u1) -e (co+allog Hit) (5)

 where Ht is annual hours worked (HOURS,.) divided by 200,000, and at
 is expected to be negative. Assuming this error structure, a test of homo-
 scedasticity is obtained by regressing the log of the squared ordinary least
 squares (OLS) residuals on the log of Hit. Judge et al. (1980) show that
 the regression sum of squares divided by 4.9348 is a x2 (1) distributed test
 statistic for homoscedasticity.
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 A preliminary analysis of the OLS residuals in the present sample yielded
 a test statistic of 612, which indicated that the hypothesis of homoscedas-
 ticity could be rejected at the .001 level of significance. As expected, the
 logs of the squared residuals were negatively related to hours worked. I
 chose to handle the heteroscedasticity problem in two ways. First, I adopted

 the variance structure of equation (5). Estimates of ck and a, were obtained
 from the regression of the log of the squared OLS residuals on the log of

 Hi,. Equation (5) and the estimated alphas were used, along with the hours
 data, to obtain weights for each observation (the estimated inverses of the
 variances), which were then applied in a weighted least squares procedure.
 The WLS estimates of equation (4) appear in column 2 of tables 2 and 3.

 Alternatively, we know that, in the presence of heteroscedasticity, the
 OLS parameter estimates are consistent but inefficient, while the covariance
 matrix of the regression estimates is inconsistent. White (1980) suggests a
 procedure by which a consistent estimator of the covariance matrix can
 be calculated without reference to a formal model of the structure of the
 heteroscedasticity.6 Column 1 of tables 2 and 3 reports the OLS estimates
 of equation (4), along with the standard errors from White's consistent
 covariance matrix.

 The OLS and WLS estimates are quite similar, both qualitatively and
 quantitatively. Most important, as table 3 shows, workers' compensation
 benefits are positively related to injury rates in all establishment-size classes,
 but the magnitude of the relationship is smaller in larger establishments.
 At sample means, the estimated benefit/injury-rate relationship decreases
 monotonically with increases in establishment size. Benefit/injury-rate
 elasticities, as reported in the Appendix, are between .79 and .82 in estab-
 lishments with under 100 employees, while they decrease to between .18
 and .20 in establishments with 500 or more employees. These results are
 consistent with the hypothesis that the higher degree of experience rating
 in larger firms lowers the magnitude of the benefit/injury-rate relationship.

 The relationship between workers' compensation and injuries is non-
 linear, as indicated in table 2 by the statistically significant coefficients on
 the squared benefit variable and the interaction of wages with benefits.
 Contrary to the results of Moore and Viscusi (1990) for fatalities, but
 similar to those of Worrall and Butler (1988) for temporary total workers'
 compensation claims, an increase in benefits has a smaller effect on nonfatal
 injuries at higher benefit levels. Consistent with Ruser (1985) and Viscusi
 and Moore (1989), changes in benefits have a larger effect in higher-wage
 establishments.

 Almost all other results in these regressions are as expected. In table 3,
 the decreasing pattern of employment-size effects at sample means indicates

 6White's (1980) estimator is (X'X/n)-'Vn(X'X/n)-', where n is the number
 of observations and Vn = nW' Zit ^?XitXit. The u4t's are the OLS residuals.
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 Table 2
 Least-Squares Regressions, Coefficient Estimates
 Dependent Variable: LWCR

 Technique

 OLS WLS
 Independent Variable (1) (2)

 WCOMP2 -4.88t -4.12t
 (.65) (.53)

 WCOMP 14.61 t 13.61tt
 (1.44) (1.13)

 WCOMP X EMP100-249 -2.65 ** -2.73 * *

 (.63) (.62)
 WCOMP X EMP250-499 -3.08** -3.17**

 (.62) (.61)
 WCOMP X EMP500+ -3.19** -3.22**

 (.63) (.60)
 EMP100-249 3.30tt 3.26tt

 (.84) (.81)
 EMP250-499 2.96tt 2.95tt

 (.82) (.81)
 EMP500+ 1.78t 1.55

 (.85) (.81)
 WCOMP X WAGE 1.0Itt .67t

 (.33) (.27)
 WAGE -1.66tt -1.28tt

 (.48) (.39)
 CHEMPL 2.80** 2.86**

 (.46) (.35)
 PCTPROD 4.04 * * 4.25 * *

 (.30) (.29)
 PCTFEM -6.16** -6.07**

 (.42) (.33)
 WKOTHRS -1.81 -1.42

 (.24) (.23)

 R 2 .12 .18

 NOTE.-All regressions also included an intercept, time, and two-digit
 SIC dummies. Standard errors are in parentheses.

 ** Significant at the .01 Ilevel (one-tailed test).
 t Significant at the .05 level (two-tailed test).
 #t Significant at the .01 level (two-tailed test).

 that larger establishments are safer. This is consistent with the hypotheses
 that there are economies of scale in the production of safety and that,
 holding benefits constant, a higher degree of experience rating leads to an
 increase in safety.

 At sample means, wages are negatively related to safety. Thus the role
 of wages as a measure of forgone costs and as a control for worker skill
 levels dominates the effect of positive compensating wage differentials.

 Table 2 also shows that the coefficients for the change in employment,
 the percent production workers, and the percent female workers all have
 their expected signs and are statistically significant at the .01 level. The
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 Table 3
 Least-Squares Regressions, Effects at Sample Means

 Technique

 Independent Variable OLS WLS

 (Establishment Size) (1) (2)

 WCOMP (1-99) 4.1 1i 4.29t
 (.65) (.57)

 WCOMP (100-249) 1.46t 1.56t
 (.36) (.35)

 WCOMP (250-499) 1.04t 1.12t
 (.34) (.33)

 WCOMP (500+) .92tt 1.07tt
 (.30) (.27)

 WAGE -.31t -.39tt
 (.13) (.10)

 EMP100-249 -.23 -.38*
 (.26) (.20)

 EMP250-499 -1.14** -1.27**

 (.23) (.21)
 EMP500+ -2.47** -2.74**

 (.24) (.21)

 NOTE.-Standard errors are in parentheses.
 * Significant at the .05 level (one-tailed test).
 ** Significant at the .01 level (one-tailed test).
 t Significant at the .05 level (two-tailed test).
 St Significant at the .01 level (two-tailed test).

 sole variable that fails to perform as expected is weekly overtime hours,
 which has anomalously negative coefficients that are large relative to their
 standard errors. An explanation for this result is that in establishments
 where there is more overtime, it is the safer, more experienced senior
 workers who work that overtime.

 We can use the parameter estimates to assess the impact of a hypothetical
 policy change. For example, consider the effect of raising weekly benefits
 by $50.00 in 1989 ($29.27 in 1979 dollars). In establishments with fewer
 than 100 employees, this would increase the lost-workday rate by 1.20-
 1.26 cases per 100 worker years, or 17%-18% of the sample mean. However,
 in establishments with 500 or more workers, the resulting increases are
 .27-.31 cases, or 4%.

 IV. Count Data Models

 The least-squares regressions presented in the previous section provide
 first estimates of the relationship between benefits and injury rates and
 first tests of the hypotheses presented in Section II. However, the nature
 of the data is such that there are statistical shortcomings with these esti-
 mates. First, many establishments reported no injuries in one or more of
 the years from 1979 to 1984, so that there is a mass point of observations
 with calculated incidence rates of zero. Second, the dependent variable
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 (LWCR) is bounded from below by zero, while the estimated linear models
 may permit predicted values below zero. The common solution to this
 second problem, taking the natural logarithm of the dependent variable,
 is precluded here by the presence of zeros. Finally, the injury data (LWC)
 used to calculate rates are reported as counts. It is desirable to account for
 this aspect of the data.

 As an alternative to traditional least squares analysis, I explore in this
 section several nonlinear count data models that address these issues. In
 preliminary work, which I do not report, I assumed that injury counts
 were generated by a Poisson process.7 However, an analysis of the Poisson
 residuals led to a rejection of that specification. A property of the Poisson
 distribution is the equality of the mean with the variance. By regressing
 the log of the estimated variance of the residuals for each establishment
 on the establishment's estimated mean, I determined that, in my data, the
 variance increases faster than the mean.8 This condition, referred to as
 "overdispersion," is frequently found in count data. Note that this result
 is consistent with my finding with regard to heteroscedasticity reported
 in the previous section, that is, larger (and, ceteris paribus, safer) estab-
 lishments have more stable injury rates.

 Rejection of the Poisson led to the consideration of count data models
 that incorporate overdispersion. I report estimates of these models here.
 First, I make the explicit distributional assumption that the injury data are
 generated from a compound Poisson distribution, the negative binomial.

 'I estimate a model described in Ruser and Smith (1988). The estimates are
 available from me on request.

 8 Specifically, I calculated the Poisson residuals, t = nit- II where Xit is the
 predicted number of injuries. From these I calculated, for each establishment, the
 quantities

 i2=[1/( T -1 )] I (U^it - U-i )2,

 u= (1/T) it

 and

 Xi= (1/T) E kit

 where T = 6. I regressed the log of the estimated variances of the residuals against
 the log of the mean injury rates, obtaining

 log siY = -.92 + 1.50 log Xi.

 (0.02)
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 I estimate the parameters of the model by means of maximum likelihood.
 Then I relax this distributional assumption and utilize the quasi-generalized
 pseudo-maximum-likelihood approach of Gourieroux, Monfort, and
 Trognon ( 1984). Finally, having detected a significant within-establishment
 intertemporal correlation of the residuals of these models, I turn to con-
 sideration of a fixed-effect negative binomial specification.

 A. Negative Binomial Maximum-Likelihood Estimator

 The negative binomial distribution is frequently utilized to model counts
 when it is determined that the Poisson's equality between the mean and
 variance does not hold. As early as 1920, in a nonregression context,
 Greenwood and Yule (1920) used this distribution to model accident
 proneness in industrial accidents. More recently, the distribution has been
 used in a regression context by Hausman, Hall, and Griliches (1984) to
 study patents and by Cameron and Trivedi (1986) to study visits to doctors.9
 Here, I adopt the parameterization proposed by Cameron and Trivedi, but
 I estimate a more flexible, functional relationship between the mean and
 variance.

 Let nit represent the number of injuries in establishment i in year t. I
 assume that nit is distributed according to the negative binomial distribution,
 which is

 pr~nit) - F(n,-t + vt) vit \Vit Olt \nit (6
 F ) (nlt + I )F(vt) (vt + Olt Vt + (it)

 where F(*) is the gamma function, and vit > 0 and fit > 0 are the two
 parameters of this distribution.0 It has the properties that

 E(nit) = fit (7)

 and

 var(nit) = fit(1 + itl/lvt). (8)

 Both Hausman, Hall, and Griliches (1984) and Cameron and Trivedi (1986)
 derive the negative binomial distribution from the Poisson.

 10 The gamma function, denoted by F(.), is defined as

 F(t) = f xt-le-xdx for t > 0.

 For integer n, it has the property that F(n + 1 ) = n!.
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 Since kit/vit > 0, then var(n-t) > E(n1t), so that this specification contains
 overdispersion.

 The regression aspect of this model is introduced by linking the ex-

 planatory variables Xi, to the parameters Pit and vit. I assume that

 E(n1t) = Pit = HiteXitp, (9)

 which, for the purposes of interpretation, can be rewritten as

 log[E(R-t)] = log[E( -) = X-A3 (10)
 [(H-it ) 1

 where Rit is the lost-workday case rate per 100 worker years, as in the
 previous section. This semilog specification for the expected injury rate

 guarantees that all values of Xit yield legal values of Bit.
 For the other parameter, vit, I assume that

 vit = ( 1 /a) (Hit eXit5)k, (11)

 where a > 0, and both a and k are unknown constants. Then

 var(nit) = (HiteXitp) + a(HFitexit5)>k (12)

 = E(nit)[1 + aE(nit)l k],

 or

 var (nit) - + En~)-k.
 E(n) 1 + aE(nit)

 A lower value of k indicates that the variance rises more rapidly with
 the mean.

 Cameron and Trivedi (1986) consider specifications of this model in
 which k is arbitrarily restricted to either zero or one, which are the two
 values implicitly assumed by, among others, Hausman, Hall, and Griliches
 (1984). In contrast, I permit k to be estimated along with the parameters
 a and 3, by means of maximum likelihood. This procedure has the ad-
 vantage that the data can directly indicate the value of k. Note that, since
 a is estimated, a test of the null hypothesis a = 0 is a test of the Poisson
 assumption of equality between the mean and variance.

 B. Quasi-generalized Pseudo-Maximum-Likelihood Estimator

 The maximum-likelihood model just presented relies on a strong dis-
 tributional assumption about the stochastic process generating the data.
 This assumption is clearly arbitrary. It is possible to relax the assumption
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 by following the quasi-generalized pseudo-maximum-likelihood estimation
 (QGPMLE) approach suggested by Gourieroux et al. (1984). They show
 that consistent estimates of the parameters 13 can generally be obtained
 using any member of the linear exponential family in the estimation pro-
 cedure, provided that the data are generated by a distribution in the linear
 exponential family, and provided that the mean and variance are correctly
 specified. Members of the linear exponential family include the Poisson
 and the negative binomial (with v given).

 I provide QGPML estimates here, assuming that the mean and variance
 are specified as in the previous section. One compromise is required.
 Whereas in the previous section, I propose to estimate k along with the
 other parameters, the QGPMLE approach requires that I impose a value
 for it in advance. As we shall see, the estimated value for k in the negative
 binomial maximum-likelihood estimation (MLE) is -.092, which is nu-
 merically close to zero. Therefore, the following assumes that k is zero.

 My approach follows Hausman, Ostro, and Wise (1984). It is motivated
 by the observation (see Jennrich and Moore 1975) that maximum-likelihood
 estimation is sometimes equivalent to iteratively reweighted nonlinear least
 squares. I posit a nonlinear regression equation of the form

 nit = HiteXitpeli + Unt, (13)

 where nlit and ut are random variables with unspecified distributions. I
 make the following assumptions about the means and variances of these
 errors:

 E(uit) = 0, (14)

 var(uit) = HiteXitp, (15)

 E[exp(,q1t)]= 1, (16)

 and

 var[exp(,qt)] = a. (17)

 I further assume that exp(,qt) and uit are uncorrelated. These assumptions
 imply

 E(n1t) = HiteXitp, (18)

 and

 var(nit) = aH e 2 Xitp + Hite xitP

 = HitexitP(1 + aQIiteXitP). (19)

This content downloaded from 147.251.185.127 on Mon, 19 Feb 2018 14:41:14 UTC
All use subject to http://about.jstor.org/terms



 340 Ruser

 The mean and variance structure is the one that I assumed for the negative
 binomial specification in the previous section, with k = 0.

 To estimate this model, I utilized the procedure described in Hausman,
 Ostro, and Wise (1984). Please refer to their paper for details. In brief, in
 a first stage, estimates of 13 were obtained by means of unweighted nonlinear

 least squares of equation (13), assuming exp(fll,) = 1. These were used to
 calculate estimates of uit. Using these and the variance formula (eq. [19]),
 a consistent estimate of a was obtained. The variance of nit for each ob-
 servation was then calculated from (19). These formed the weights in a
 second-stage nonlinear least squares estimate of equation (13), which

 yielded the QGPML estimates of 1P. Finally, a consistent estimate of the
 variance-covariance matrix of iB was obtained by substituting into the for-

 mula for a the QGPML estimates of P3, then using the formula of Cameron
 and Trivedi (1986, p. 38).

 C. Estimates

 Coefficient estimates of the negative binomial MLE and the QGPMLE
 appear in columns 1 and 2 of table 4, respectively, while the corresponding
 first derivatives, dR/dX, evaluated at sample means, appear in columns
 3 and 4.11 In these nonlinear specifications, the coefficient estimates rep-
 resent percentage changes in injury rates resulting from a unit change in
 each explanatory variable, while the first derivatives give estimates that
 have units comparable to the linear regression estimates. Table 5 contains
 the first derivatives of the effects at sample means, while elasticity estimates
 of the benefit/injury-rate relationship appear in the Appendix.

 First, we should make some comments about model selection. Table 4
 shows that the negative binomial MLE of a is statistically significant with
 a value of .48, while the corresponding estimate from the QGPMLE pro-
 cedure is also statistically significant with a value of .11. These estimates
 lend further support to our rejection of the Poisson variance assumption.
 Further, the maximum-likelihood estimate of k is a statistically significant
 -.092, which, when plugged into equation (12), indicates that the variance
 to mean ratio increases slightly faster than linearly with the mean. However,
 as noted previously, the magnitude of k is sufficiently close to zero that
 our QGPML estimates, with k assumed to be zero, should be reasonable.

 A comparison of the standard errors of the O3's for the count data models
 yields a result previously observed by Cameron and Trivedi (1986) in their
 study of doctors' visits. The estimated standard errors under the QGPMLE
 specification are almost always smaller than the corresponding estimates
 from the negative binomial MLE.12

 II The first derivatives were calculated as NexP. Standard errors were calculated
 using the delta method.

 1l Another result reported in Cameron and Trivedi (1986) that I observed was
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 Table 4
 Count Data Models by Technique

 Coefficients First Derivatives

 Neg Bin Neg Bin
 MLE QGPMLE MLE QGPMLE

 Independent Variable (1) (2) (3) (4)

 WCOMP2 -.678t -.780t -4.261i -4.758t
 (.073) (.055) (.463) (.335)

 WCOMP 1.954t 2.235t 12.273t 13.634t
 (.146) (.111) (.920) (.678)

 WCOMP X EMP100-249 -.265** -.280** -1.664** -1.707**
 (.062) (.049) (.391) (.300)

 WCOMP X EMP250-499 -.266** -.454** -1.672** -2.769**
 (.065) (.050) (.411) (.304)

 WCOMP X EMP500+ -.338** -.436** -2.121** -2.660**
 (.065) (.050) (.411) (.302)

 EMP100-249 .31 0t .31 0t 1.946t 1.894t
 (.081) (.066) (.510) (.401)

 EMP250-500 .208t .428t 1.310t 2.609t
 (.087) (.067) (.546) (.410)

 EMP500+ .044 .048 .279 .294

 (.090) (.069) (.565) (.420)
 WCOMP X WAGE .1l18t .185t .740t 1.126t

 (.036) (.027) (.226) (.168)
 WAGE -.198t -.347t -1.246t -2.115l

 (.051) (.039) (.319) (.240)
 CHEMPL .366** .208** 2.301 ** 1.268**

 (.042) (.031) (.266) (.189)
 PCTPROD .732** .705** 4.596** 4.302**

 (.043) (.028) (.269) (.172)
 PCTFEM -.919** -.739** -5.774** -4.508* *

 (.043) (.030) (.272) (.184)
 WKOTHRS -.180 -.092 -1.132 -.563

 (.032) (.021) (.199) (.126)

 a .484** .109**
 (.017) (.006)

 k -.092t
 (.01 1)

 NOTE.-An intercept, time, and two-digit SIC dummies were also included, but their coefficients are
 not reported. First derivatives were evaluated at sample means of the X's, while their standard errors were
 computed using the delta method. Standard errors are in parentheses. Neg Bin MLE = negative binomial
 maximum-likelihood estimator; QGPMLE = quasi-generalized pseudo-maximum-likelihood estimator.

 ** Significant at the .01 level (one-tailed test).
 t Significant at the .05 level (two-tailed test).
 it Significant at the .01 level (two-tailed test).

 Turning to the estimated effects of the interacted variables, table 5 shows
 that, under both the MLE and QGPMLE specifications, the relationship
 between benefits and injury rates is positive and statistically significant in

 that the Poisson standard errors were uniformly smaller than the standard errors
 of the two count data specifications reported here. This is an indication that the
 Poisson's incorrect variance assumption produced spuriously small estimates of
 the standard errors.
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 Table 5
 Count Data Models, First Derivatives:
 Effects at Sample Means

 Technique

 Independent Variable Neg Bin MLE QGPMLE
 (Establishment Size) (1) (2)

 WCOMP (1-99) 2.755t 3.744t
 (.360) (.281)

 WCOMP (100-249) 1.091I 2.037t

 (.267) (.182)
 WCOMP (250-499) 1.082t .975t

 (.284) (.185)
 WCOMP (500+) .633t 1.084tt

 (.254) (.170)
 WAGE -.261tt -.617tt

 (.083) (.056)
 EMPIOO-249 -.269* -.378**

 (.136) (.098)
 EMP250-499 -.916** -1.076**

 (.144) (.103)
 EMP500+ -2.545** -3.247**

 (.155) (.1 I l)

 NOTE.-All first derivatives were evaluated at the sample means of the
 independent variables. Standard errors were computed using the delta
 method. Standard errors are in parentheses.

 * Significant at the .05 level (one-tailed test).
 ** Significant at the .01 level (one-tailed test).
 t Significant at the .05 level (two-tailed test).
 #t Significant at the .01 level (two-tailed test).

 all establishment-size classes. Further, there is strong evidence supporting
 the hypothesis that a higher degree of experience rating reduces the benefit/

 injury-rate relationship. As was the case in the least-squares estimates, the
 effects of benefits generally decline monotonically with establishment size
 under both the MLE and QGPMLE. In the one instance where this mono-
 tonicity is violated, that is, between the two largest size classes for the
 QGPMLE, we cannot reject the hypothesis that the two effects are equal.
 The effects at sample means and the elasticity estimates (see the Appendix)
 are similar between the least squares and both MLE and QGPMLE, though
 the maximum-likelihood estimates tend to be smaller. In establishments
 of fewer than 100 workers, the MLE and QGPMLE benefit/injury-rate
 elasticities are .53 and .72, respectively, while they are .12 and .21 for
 establishments with 500 or more employees.

 A comparison of the first-derivative estimates for the count data models
 with the least-squares coefficients indicates that all other relationships are
 both qualitatively and quantitatively similar. Table 5 shows that wages are
 negatively related to injuries at sample means. In table 4, we see that the
 coefficients for the squares benefit variable are negative and significant,
 while those for the interaction of wages with benefits are positive and
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 statistically significant. Both of these results are consistent with the least-
 squares runs.

 Table 5 shows that, consistent with the effects of economies of scale
 and experience rating, injury rates decline with establishment size. Further,
 in table 4, the coefficients for the change in employment, percent production
 workers, and percent female workers are all significant and have their
 expected signs. Finally, the coefficients for the weekly overtime hours
 variable are again anomalously negative and large relative to their standard
 errors.

 An assumption underlying the MLE and QGPMLE models just discussed
 is that, within an establishment, injury rates are independent over time.
 To test this, I calculated, for both specifications, standard correlation ma-
 trices for the within-establishment vector of residuals, whose elements are

 it =: nit- Hitexp(X&OP). For the negative binomial MLE, off-diagonal
 elements of the matrix range from .76 to .93, while for the QGPMLE they
 range from .70 to .91. The correlations between time periods that are in-
 creasingly far apart drop off slowly, so that there is still a high degree of
 correlation even 6 years apart (.78 in the negative binomial specification).
 It is evident that it is not reasonable to assume independence over time
 within an establishment.

 D. Fixed-Effect Negative Binomial Regression

 The diagnostics for the residuals of the previous count data models are
 indicative either of an autoregressive process with a high level of autocor-
 relation or of unobserved establishment fixed effects. In this section, we
 follow Hausman, Hall, and Griliches (1984) in specifying a fixed-effect
 negative binomial regression model.

 As before, let nit be a random variable representing the number of injuries
 sustained in establishment i at time t. I assume that the distribution for nit
 is a negative binomial, with parameters fit and vit, where the distribution
 is specified in equation (6). I relate the parameters to the vector of char-
 acteristics Xit according to the equations

 Olt = Hite (Xit'+ i) (20)

 and

 I= HiteXit5. (21)

 As compared to equations (9) and (11), equations (20) and (21) simplify

 the functional form for vi, and add an additional parameter, pi, which is
 a fixed effect for each establishment. Under these assumptions, the mean
 and mean-to-variance ratio of nit are
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 E(n-t) = Hite(XitP+?i) (22)

 and

 var(nit) = 1 + e'i

 E (nit) (23)

 >1.

 Hence, the mean injury rate contains a fixed effect for each establishment,
 while the variance exceeds the means. The mean-to-variance ratio can differ

 for each establishment. However, the simplifying restrictions on v-t limit
 the mean-to-variance ratio to a simple functional form of the fixed effect.
 This is a compromise that is required to make an estimation of the fixed-
 effect specification possible.13

 Following Hausman, Hall, and Griliches (1984), I utilize a conditional
 maximum-likelihood approach. The parameters IB are estimated by max-
 imizing the likelihood that a pattern of injury counts, ni1, n 2, ..., ni,
 occurs in an establishment over time, conditional on the sum of the injuries
 occurring in the establishment over the entire time period, It nit. The
 estimates of 13 are within-establishment estimates, since they reflect only
 how the Xit's affect injuries within an establishment.

 It can be shown that, if nit and ni, are drawn from negative binomial
 distributions with parameters vit and vi respectively, and where Iit
 = is/vis = exp(gi), then the sum nit + nis is also distributed according to
 a negative binomial with parameters vit + vis and exp(gi)(vit + vis) = fit
 + (pis. 4 This fact, and the parameterizations of sit and vit that are specified
 in equations (20) and (21), can be used to establish that the sum, ni
 = t nit, of injuries in establishment i is also distributed according to a
 negative binomial with parameters vi = Et Vit and 4i = exp(gi)vi. Then,
 for establishment i, the likelihood of observing a sequence of injury counts
 nil, ni2, . .. ., ni, conditional on the total of Et nit injuries occurring over
 the entire time period, is

 13 One of the assumptions of this specification is that the expression for v- does
 not contain an exponent analogous to k of the previous section. Unfortunately, it
 does not appear possible to derive a fixed-effect specification in which the analogue
 to k is estimable.

 14 This is established by using the moment generating function for this param-
 eterization of the negative binomial, which is

 m(t) = [1 + (k/v)(1 - et)]-v.

 The moment-generating function for the sum of two independent random variables
 is the product of the moment-generating functions for the two variables.
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 = f(nij, 2 . , niTI z nit)

 (24)
 = pr(nij, ni2, , niT)/pr(L nit)

 or

 L I IF (vit + nit) I F(v, )F(ni + I) (25)
 IF(v.,)]F(n~t + 1) IF(v. + n.)25

 I estimated the parameters P by maximizing the sum of the logs of Li.
 Coefficient estimates and derivatives appear in table 6. Table 7 presents

 Table 6
 Fixed-Effect Negative Binomial Regression

 Coefficient Derivative
 Independent Variable (1) (2)

 WCOMP2 -.204ff -1.420tf
 (.049) (.341)

 WCOMP .696ft 4.844ff
 (.149) (1.037)

 WCOMP X EMP100-249 -.189 -1.315
 (.118) (.821)

 WCOMP X EMP250-499 -.156 -1.086
 (.120) (.835)

 WCOMP X EMP500+ -.302** -2.102**
 (.115) (.800)

 EMPIOO-249 -.737f -5.130f
 (.171) (1.190)

 EMP250-499 -1.501ff - 10.447f
 (.173) (1.204)

 EMP500+ -2.323f - 16.168f
 (.165) (1.148)

 WCOMP X WAGE .055 .383

 (.029) (.202)
 WAGE -.159f -1.107f

 (.042) (.292)
 CHEMPL .240** 1.670**

 (.023) (.160)
 PCTPROD .555** 3.863**

 (.053) (.369)

 PCTFEM -.153* -1.065*

 (.068) (.473)
 WKOTHRS .146** 1.016**

 (.026) (.181)

 NOTE.-The regression also included an intercept, time dummies, and two-
 digit SIC industry dummies. Since estimates of the mean fixed effect was not
 available, the derivatives were calculated at the mean injury rate. Standard errors
 are in parentheses.

 * Significant at the .05 level (one-tailed test).
 ** Significant at the .01 level (one-tailed test).
 Xt Significant at the .01 level (two-tailed test).
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 Table 7
 Fixed-Effect Negative Binomial, First Derivatives:
 Effects at Sample Means

 Independent Variable Derivatives

 WCOMP (1-99) 2.004t
 (.780)

 WCOMP (100-249) .689
 (.362)

 WCOMP (250-499) .919t
 (.376)

 WCOMP (500+) -.097
 (.285)

 WAGE -.592f
 (.097)

 EMP100-249 -6.876**

 (.557)
 EMP250-499 -1 1.895*

 (.557)
 EMP500+ -18.966**

 (.550)

 NOTE.-Standard errors are in parentheses.
 ** Significant at the .01 level (one-tailed test).
 t Significant at the .05 level (two-tailed test).
 tt Significant at the .01 level (two-tailed test).

 estimates of the effects of interacted variables at sample means, while the
 Appendix contains the benefit/injury-rate elasticities.

 Comparing the benefit effects at sample means, which appear in table
 7, with those for the previous count data models in table 5, it is clear that
 controlling for fixed effects yields somewhat different results from those
 previously seen. While the benefit/injury-rate relationships are positive as
 before in the three smallest establishment-size classes, the relationship is
 not statistically significant in the 100-249 category. Further, the fixed effects
 reduce the estimated effects of benefits in all but the 250-499 size class.
 There is an insignificant negative benefit/injury-rate relationship in es-
 tablishments with 500 or more workers. The Appendix indicates that con-
 trolling for fixed effects also lowers the estimated elasticities in all size
 classes except 250-499 workers.

 The results in table 6 generally continue to support the hypothesis of
 an experience-rating effect on the benefit/injury-rate relationship. The
 effects of benefits do not strictly decline with an increase in establishment
 size, and the coefficient for the interaction of benefits with size is only
 significant in the largest size class. However, the largest effect of benefits
 is found in the smallest establishments, while the smallest effect is found
 in the largest establishments. Further, the nonmonotonicity in the inter-
 action coefficients occurs in the middle two size classes, where it is not
 possible to reject, at the 5% level, the null hypothesis of equal benefit
 effects.
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 What do these parameter estimates imply about the impact of a hypo-
 thetical change in the level of benefits? Consider, for example, the effect
 of raising weekly benefits by $50.00 in 1989 ($29.27 in 1979 dollars). In
 establishments with fewer than 100 employees, this would increase the
 lost-workday rate by .6 cases per 100 worker years, or 8.4% of the sample
 mean. However, in establishments with 500 or more workers, the resulting
 decrease is .03 cases, or .4%.

 The remaining relationships between injury rates and the explanatory
 variables are generally qualitatively similar to those obtained before. The
 coefficient on the squared benefit variable is negative and statistically sig-
 nificant, while the coefficient on the interaction of wages and benefits is
 positive though insignificant. At sample means, wages are negatively related
 to injury rates, while injury rates are lower in larger establishments (table
 7). Further, the expected statistically significant coefficients are found for
 the change in employment, the percent production workers, and the percent
 female workers. Finally, in contrast to all other specifications, the weekly
 overtime variable has the expected positive and statistically significant coef-
 ficient here. This is consistent with the hypothesis that within an estab-
 lishment variations in overtime are positively correlated with worker fatigue
 and other business cycle factors.

 V. Conclusion

 In this article, I have studied the effect of workers' compensation benefits
 on lost-workday injury and illness ("injury") case rates. I have argued that
 an increase in benefits has offsetting incentive effects for workers and firms,
 so that the net effect of a benefit increase on safety is theoretically ambig-
 uous. But I noted that larger, more experience-rated firms internalize a
 greater proportion of the costs of the benefits paid to their own injured
 workers. Hence, they have a greater incentive to increase safety when
 benefits increase. Consequently, we hypothesized that the benefit/injury-
 rate relationship will be smaller (less positive or more negative) in these
 larger firms.

 I assembled a longitudinal microdata set of 2,788 manufacturing estab-
 lishments for the years from 1979 to 1984. The data set permitted us to
 calculate workers' compensation benefits and lost-workday injury and ill-
 ness case rates separately for each establishment, and it included a variety
 of establishment-level variables known to be correlated with injury rates.
 I estimated lost-workday case-rate equations using a variety of econometric
 specifications. Initial estimates were obtained using ordinary and weighted
 least squares, correcting for heteroscedasticity in both cases. Shortcomings
 with these approaches then led to the investigation of several count data
 specifications: the negative binomial, a fixed-effect negative binomial, and
 a quasi-generalized pseudo-maximum-likelihood estimator.

 The estimates for all of the non-fixed-effect specifications indicated that
 workers' compensation benefits are positively related to reported lost-
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 workday case rates in all establishment sizes. In the fixed-effect specifi-
 cation, this is the case in all establishment-size classes except the largest,
 where the coefficient, though negative, is statistically insignificant and small
 in magnitude.

 The empirical work supported the hypothesis of an experience-rating
 effect on the benefit/injury-rate relationship. This support indicates that
 the apparently contradictory goals of providing adequate benefits and en-
 hancing safety incentives may be jointly achieved by increasing the degree
 of experience rating for a firm at the same time that benefits are increased.

 Elasticity estimates suggest that increases in workers' compensation
 benefits will largely affect establishments with fewer than 500 workers.
 The least-squares results indicate that a hypothetical increase in the weekly
 benefit of $50.00 in 1989 would raise injuries by 1.20-1.26 cases per 100
 workers (17%-18%) in establishments with fewer than 100 workers. These
 least-squares results also indicate that injuries would rise by only .27-.31
 cases (4%) in establishments with 500 or more workers. The fixed-effect
 results draw an even larger distinction. The $50.00 weekly benefit increase
 is predicted to lead to an increase of .6 cases (8.4%) in the smallest estab-
 lishments, while decreasing injuries by .03 cases (.4%) in the largest es-
 tablishments.

 The regressions also confirmed a number of other hypotheses. Larger
 establishments are found to be safer, either as the result of economies of
 scale or the effect of a higher degree of experience rating. Injuries are also
 procyclical, rising with an increase in employment. Finally, not surprisingly,
 establishments with more production workers and fewer female workers
 are riskier. The gender effect may result from the fact that women tend to
 work in safer occupations.

 In addition to providing better estimates of the effect of workers' com-
 pensation and confirming a hypothesis about the role of experience rating,
 this article has demonstrated the utility of count data models in the analysis
 of occupational injuries and illnesses. The results obtained from the count
 data specifications are in accord with those obtained from the more tra-
 ditional least-squares analysis, which strengthens confidence in my findings.

 Appendix

 Table Al
 Benefit/Injury-Rate Elasticity Estimates, Evaluated at Sample Means

 Technique

 Establishment Neg Bin Fixed-Effect
 Size OLS WLS MLE QGPMLE Neg Bin

 1-99 .79 .82 .53 .72 .38
 100-249 .28 .30 .21 .39 .13
 250-499 .20 .21 .21 .19 .18
 500+ .18 .20 .12 .21 -.02
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