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Increasing Residual Wage Inequality: Composition Effects, 
Noisy Data, or Rising Demand for Skill? 

By THOMAS LEMIEUX* 

This paper shows that a large fraction of the 1973-2003 growth in residual wage 
inequality is due to composition effects linked to the secular increase in experience 
and education, two factors associated with higher within-group wage dispersion. 
The level and growth in residual wage inequality are also overstated in the March 
Current Population Survey (CPS) because, unlike the May or Outgoing Rotation 
Group (ORG) CPS, it does not measure directly the hourly wages of workers paid 
by the hour. The magnitude and timing of the growth in residual wage inequality 
provide little evidence of a pervasive increase in the demand for skill due to 
skill-biased technological change. (JEL J31) 

The growth in wage inequality over the last 
three decades is one of the most extensively 
researched topics in labor economics. An im- 
portant part of the change in wage inequality 
has been linked to the growth in the college- 
high school wage premium since the late 1970s 
(John Bound and George Johnson, 1992; Law- 
rence F. Katz and Kevin M. Murphy, 1992). 
However, explanations for the growth in wage 
inequality linked to standard human capital 
variables like experience and education are lim- 
ited by the fact that these variables explain only 
about a third of the variance of wages.' Perhaps 
not surprisingly, residual or within-group wage 
inequality-i.e., wage dispersion among work- 
ers with the same education and experience-is 
generally believed to account for most of the 
growth in overall wage inequality (Chinhui 
Juhn, Murphy, and Brooks Pierce, 1993, JMP 

hereinafter). According to JMP, residual wage 
inequality increased steadily throughout the 
1970s and 1980s. More recently, Daron Ace- 
moglu (2002) and Katz and David H. Autor 
(1999) argue that residual wage inequality kept 
increasing steadily in the 1990s. 

Understanding the sources of growth in re- 
sidual wage inequality is problematic, as there 
are many reasons why workers with the same 
level of experience and education may report 
different wages. Perhaps these workers have 
different levels of valuable but unobserved 
skills linked to school quality, intrinsic ability, 
effort, etc. Or perhaps the reported wage differ- 
ences are simply due to measurement error. In 
this simple setting, there are already three pos- 
sible reasons why residual wage inequality may 
be increasing over time. First, the "price" or 
return to unobserved skills may be increasing 
because of an increase in the demand for skill. 
JMP argue that this is in fact the main factor 
behind the growth in residual wage inequality 
during the 1970s and 1980s. Second, the dis- 
persion in unobserved skills may be growing 
over time. For example, if unobserved skills are 
more dispersed among older and more educated 
workers, dispersion in unobserved skills could 
increase because of composition effects linked 
to the aging and increasing educational achieve- 
ment of the work force. Third, the extent of 
measurement error may be increasing over time. 

In this paper, I show that all three factors 
played an important role in the increase in re- 
sidual wage inequality over the last three 
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'For example, the R-square of the regression models 
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decades. In other words, the growth in residual 
inequality cannot simply be equated to a rise in 
the demand for skill. In fact, I show that in- 
creases in the return to unobserved skills ac- 
count for no more than 25 percent of the overall 
increase in wage inequality over the last three 
decades. Moreover, I show that all of the in- 
crease in the return to unobserved skills is con- 
centrated in the 1980s. 

These findings have important implications 
for understanding the sources of change in wage 
inequality. While JMP did not elaborate on the 
underlying source of growth in the demand for 
skill, most subsequent studies have argued that 
skill-biased technological change (SBTC) was 
the main factor responsible for the steady 
growth in the demand for skill. In particular, the 
computer and information technology revolu- 
tion has emerged as the leading hypothesis for 
explaining the growth in the relative demand for 
skills since the early 1970s (Eli Berman et al., 
1994; Autor et al., 1998). As pointed out by 
David Card and John DiNardo (2002), however, 
SBTC should have resulted in an increase in the 
demand for skill in both the 1980s and 1990s 
since computer technologies kept advancing 
rapidly in the 1990s. The fact that the return to 
unobserved skill grew only in the 1980s is a 
major challenge for the SBTC explanation. 

These findings are also at odds with most of 
the previous literature that generally suggests 
that residual wage inequality increased steadily 
over time and accounts for most of the increase 
in overall wage inequality. I show that the dif- 
ference between my findings and those of ear- 
lier studies is due to a combination of several 
factors. First, like Bound and Johnson (1992), I 
use data on hourly wages from the May and 
ORG supplements of the CPS, while earlier 
studies have typically used the March supple- 
ment of the CPS. In Section V, I explain why 
the May/ORG CPS is better suited than the 
March CPS for studying the evolution of resid- 
ual, or within-group, wage dispersion. The main 
problem with the March CPS is that it poorly 
measures the wages of workers paid by the hour 
(the majority of the work force). The fraction of 
workers paid by the hour has grown substan- 
tially over time, which results in spurious 
growth in residual wage inequality in the March 
CPS. I also show that the variance of mea- 
surement error in wages has increased over 
time. This has also resulted in spurious growth 

in residual wage inequality, especially in the 
March CPS. 

A second important difference is that, unlike 
in most other studies, I control for composition 
effects.2 Wage dispersion among narrowly de- 
fined groups of workers is substantially larger 
for older and more educated workers than for 
younger and less educated works. As result, I 
show that a large fraction of the increase in 
residual wage inequality is a spurious conse- 
quence of the fact that the work force has grown 
older and more educated since the early 1980s. 
A final difference with earlier studies is that 
much more data are now available for studying 
secular changes in residual wage inequality. For 
example, I use wage data for up to 2003, while 
the last year of wage data available to JMP was 
1989. Composition effects play a much bigger 
role in changes in residual inequality in the 1990s 
and early 2000s than in the 1970s and 1980s. This 
may explain why composition effects remained 
relatively unnoticed in the earlier literature. 

The paper is organized as follows. In Section 
I, I discuss in more detail the link between 
residual wage inequality, unobserved skill 
prices, and composition effects. I explain how 
to account for composition effects in Section II. 
Section III presents the May/ORG CPS data and 
shows basic trends in within-group wage in- 
equality for 20 experience-education groups. 
The main results on the evolution of residual 
wage inequality once composition effects are 
adjusted for are presented in Section IV. Section 
V shows why both the level of and growth in 
residual wage inequality are overstated in the 
March CPS. Section VI concludes by suggest- 
ing possible explanations for the trends in re- 
sidual wage inequality since the early 1970s. 

I. Residual Wage Inequality: Skill Prices, 
Composition Effects, and Measurement Error 

A. Determinants of Residual Wage Inequality 

Changes in residual wage inequality can be 
interpreted as evidence of changing skill prices 
only when both the distribution of unobserved 
skills and the variance of measurement error are 

2 One earlier study that controls for compositions effects 
is DiNardo et al. (1996). They show that a third of the 
growth in residual inequality between 1979 and 1988 is due 
to composition effects. 
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constant over time. To see this, first consider a 
standard Mincer-type wage equation: 

(1) Wit = xitbt + Eit, 

where wi, is the natural logarithm of the hourly 
wage rate of individual i at time t; xi, is a vector 
of observed skills (education and labor market 
experience); b, is the return (or price) to ob- 
served skills; and ei, is the standard regression 
residual. JMP assume that the residual is the 
product of some unobserved skills, et, with the 
return to unobserved skills, pt. Allowing for a 
measurement error vit yields an error compo- 
nent model for the residual similar to the one 
considered by Kenneth Y. Chay and David S. 
Lee (2000): 

(2) 8it = pteit + 
Vit. 

What I call "residual wage inequality" is simply 
the measured inequality in the residual, it,. The 
main inequality measure used in the paper is the 
variance because, unlike other popular mea- 
sures like the difference between the ninetieth 
and the tenth percentile of log wages (the 
"90-10 gap"), it is a decomposable measure of 
inequality.3 Using equation (2), the residual 
variance can be written as: 

(3) Var(ei,) = p2Var(ei,) + Var(vi,). 

Equation (3) shows that changes in the residual 
variance can be interpreted as evidence of 
changing skills prices, p,, only when both the 
variance of unobserved skills, Var(et,), and the 
variance of measurement error, Var(vi,), remain 
constant over time. Most of the existing litera- 
ture, however, simply interprets growing resid- 
ual wage inequality as evidence of rising 
unobserved skill prices without controlling for 
changes in the dispersion of unobserved skills 
or measurement error. 

In particular, JMP use a residual imputation 

procedure to compute the contribution of 
changes in unobserved skill prices to the growth 
in wage inequality. Consider computing, for 
example, the contribution of changes in unob- 
served skill prices to the growth in wage in- 
equality between period s and t. JMP's 
procedure consists of replacing each period t 
residual by a period s residual at the same 
position in the residual wage distribution.4 For 
instance, if the residual 8it turns out to be at the 
ninety-second centile of the wage distribution in 
period t, it simply gets replaced by the ninety- 
second centile of the residual wage distribution 
in period s. In the case of the variance, replacing 
the period t residuals by the period s residuals 
amounts to simply replacing the period t resid- 
ual variance by the period s residual variance.5 
JMP's procedure thus imposes, by assumption, 
that the growth in the residual variance is solely 
due to changes in skill prices. 

B. Changes in Observed and Unobserved 
Skill Prices: Is There Really a Puzzle? 

When combined with the steady growth in 
residual wage inequality in the March CPS in 
the 1970s, 1980s, and 1990s (JMP; Acemoglu, 
2002; Katz and Autor, 1999), the assumption 
that the residual variance and skill prices are the 
two sides of the same coin means that skill 
prices have been steadily rising over the last 30 
years. While this is generally interpreted as sup- 
port for SBTC, the difference in the timing of 
changes in residual wage inequality and other 
wage differentials such as the college-high 
school wage premium was initially viewed as a 
puzzle in the literature (Frank Levy and Richard 
J. Murnane, 1992; Jacob Mincer, 1997). After 
all, if these various dimensions of wage disper- 
sion were all linked to similar factors like tech- 
nological change, they should more or less vary 
in a similar way over time. 

JMP attempt to reconcile this initial puzzle 

3The total variance of wages can be written as Var 
(wi,) = Var(xib,) + Var(e,) and the residual variance is the 
fraction (1 - R2) of the overall variance of wages. By 
contrast, the 90-10 gap in wi, is not generally equal to the 
sum of the 90-10 gap in xib, and in ei,. As a result, arbitrary 
choices have to be made when trying to quantify the con- 
tribution of residual inequality to overall inequality, which 
complicates the economic interpretation of the results. 

4 The procedure described here is based on how JMP 
explain in words how their procedure works. The equations 
in their paper describe the conditional distribution of the 
residuals for given values of the regressors, suggesting that 
the procedure could, in principle, control for composition 
effects. See Lemieux (2002) for more discussion of this 
issue. 

5 One main advantage of the JMP procedure is that, like 
the reweighting procedure presented below, it can be used to 
decompose measures of inequality other than the variance. 
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using a two-factor model for observed (educa- 
tion and experience) and unobserved skills. 
Like Bound and Johnson (1992) and Katz and 
Murphy (1992), JMP view the increase in the 
relative demand for skills as the driving force 
behind the expansion of the college-high 
school wage premium during the 1980s. They 
argue that during the 1970s, however, the 
growth in the relative demand for skill was 
offset by an even stronger growth in the relative 
supply of college-educated labor. By contrast, 
residual wage inequality grew in the 1970s be- 
cause the relative supply of unobserved skills 
did not increase during this period (or other 
periods). The role of growing relative demand 
in residual wage inequality was not "masked" 
by a large increase in supply in the 1970s, as in 
the case of the college-high school premium. 

While JMP's synthesis of the causes of grow- 
ing wage inequality had a major impact in labor 
economics and other fields, there is a growing 
number of problems with the story.6 First, it 
works for only a very specific production func- 
tion, namely a CES function in education (or 
experience) and unobserved skills (Acemoglu, 
2002).7 By contrast, when unobserved skills 
(e.g., school quality or cognitive skills) are 
close substitutes for education, increases in the 
supply of education should depress both the 
college-high school premium and the return to 
unobserved skills.8 

Second, both Card and DiNardo (2002) and 
Paul Beaudry and David A. Green (2005) point 
out that the pattern of change in wage inequality 

in the 1990s is hard to reconcile with a tra- 
ditional supply-and-demand explanation. In 
particular, the college-high school premium in- 
creased much less in the 1990s than in the 
1980s, despite the fact that relative supply kept 
increasing at the same rate. The "supply" expla- 
nation for why residual wage inequality grew in 
the 1970s while the college-high school wage 
premium did not grow does not work for the 
1990s. 

Third, if the increase in the price of unob- 
served skills was the most important source of 
growing wage inequality, we should have seen a 
large increase in the return to various measures 
of "ability" and in the male-female, or black- 
white, wage gap (to the extent that part of these 
gaps is due to differences in unobserved skills). 
The fact that none of those wage differentials 
expanded over the last three decades is a major 
challenge to the view that the return to unob- 
served skills grew substantially during this 
period.9 

Figure 1 illustrates how the results of the 
paper suggest a surprising "explanation" for 
these various puzzles in the inequality literature. 
The explanation is that there was simply not a 
puzzle in the first place because the return to 
unobserved skills (a) increased only in the 
1980s; and (b) does not account for much of the 
overall increase in wage inequality over the last 
three decades. These points are illustrated in 
Figure 1, which plots the between-group vari- 
ance and the composition-adjusted residual 
variance (based on 1973 characteristics) for 
men using the May/ORG CPS data for 1973 to 
2003. I explain in detail later how these two 
series are computed. The important point is that, 
unlike the unadjusted residual variance com- 
puted from the March CPS, the composition- 
adjusted residual variance reported in Figure 1 
can be interpreted as reflecting underlying 
changes in unobserved skill prices. 

The figure clearly shows that unobserved 
skills prices increased only in the 1980s, just 
like education and experience differentials, 

6 Beyond labor economics, JMP's interpretation of 
growing residual inequality as an increase in the skill pre- 
mium has laid the foundations for a large and influential 
literature on economic growth, technical change, and in- 
equality (see Acemoglu, 2002, and Philippe Aghion, 2002, 
for recent surveys of this literature). 

7 Acemoglu (2002) illustrates this point using a "two-by- 
two" factor model. The first factor is education (college and 
high school) and the second factor is unobserved skills (low 
and high). The CES assumption implies that the substitut- 
ability between college workers with low and high (unob- 
served) skills is the same as the substitutability between 
high-skill college workers and low-skill high-school work- 
ers, which is not a very appealing property of the production 
function. 

8 Years of schooling and school quality are perfect sub- 
stitutes in an "efficiency units" model of schooling where 
schooling (in efficiency units) is the product of years of 
schooling and school quality. In this model, residual in- 
equality and the college-high-school premium should move 
exactly together over time. 

9 See James J. Heckman and Edward Vytlacil (2001), 
who show that the return to cognitive ability has not 
changed much during the 1980s and 1990s. See Card and 
DiNardo (2002) for evidence that the black-white wage gap 
was relatively stable during the 1980s and 1990s, while the 
male-female wage gap declined substantially during this 
period. 
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FIGURE 1. BETWEEN-GROUP VARIANCE AND COMPOSITION-ADJUSTED (USING 1973 
CHARACTERISTICS) RESIDUAL VARIANCE FOR MEN, MAY/ORG CPS 

which are summarized by the between-group 
variance in Figure 1, increased primarily in the 
1980s. There is, thus, no difference between the 
timing of changes in the prices of observable 
and unobservable skills, which was the source 
of the initial puzzle in the inequality literature. 
More importantly, the between-group variance 
increases much more between 1973 and 2003 
than the composition-adjusted residual vari- 
ance, suggesting a modest role for unobserved 
skill prices in the overall growth in wage 
inequality. 

Even if the puzzles listed above are no longer 
so puzzling after all, the obvious question that 
emerges from Figure 1 is why so much of the 
growth in inequality is concentrated in the 
1980s. I return to this question in Section VI. 

II. Accounting for Composition Effects 

Leaving aside measurement error, equation 
(3) shows that the residual variance depends 
both on the price of unobserved skills, p, and on 
the variance of unobserved skills, Var(ei,). In 
this section, I argue that there are strong empir- 
ical and theoretical reasons to believe that the 
variance of unobserved skills has increased over 
the last 30 years because of composition effects. 
I then propose a simple method for controlling 
for these effects. 

The role of composition effects is easily il- 
lustrated using a standard variance decomposi- 
tion formula. Consider the case where observed 
skills, xi, are divided into a finite number of 
groups (or cells), j. The unconditional variance 
of unobserved skills, Var(ei,), is linked to the 
conditional variance, oj, by the formula 

(4) Var(eit) = Ojto2t, 

where o-j = Var(eitlxit E j), and Ojt is the share 
of workers in experience-education group j at 
time t. Unless wages are homoskedastic (ot = 
o{ for all j, k), changes in the shares Ojt will 
result in changes in the unconditional variance 
Var(eit) even if the conditional variances o- are 
constant over time. 

There is pervasive evidence of heteroskedas- 
ticity in wages, however. For example, Mincer 
(1974) and more recently Chay and Lee (2000) 
show that the variance of wages generally 
grows with both education and labor market 
experience. Since the conditional variance in 
wages, Vj,, is linked to the conditional variance 
of unobserved skills by the equation 

(5) (5) Vy, = p to'j,, 
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this suggest that o-2. also increases as a function 
of experience and education. There are a num- 
ber of possible explanations for this link. In 
particular, Mincer (1974) argues that wage dis- 
persion increases as a function of experience 
(past the overtaking point) because of differen- 
tial investments in on-the-job training (OJT). In 
other words, inequality in the distribution of 
unobserved skills (OJT) increases with experi- 
ence. Similarly, Henry S. Farber and Robert 
Gibbons (1996) show that inequality in wages 
and unobserved skills (as valued by the market) 
also increase as a function of experience in a 
simple learning model.10 In both of these mod- 
els, the aging of the work force results in a more 
dispersed unconditional distribution of unob- 
served skills as increasingly more weight is put 
on older workers with more unequally distrib- 
uted skills. This can result in significant com- 
position effects in the 1980s, 1990s, and 2000s 
because of the aging of the baby-boom genera- 
tion. Similar arguments can be made in the case 
of education. For example, Mincer (1997) 
shows that the within-group variance of wages 
increases as a function of education in a stan- 
dard human capital model (Gary S. Becker, 1975) 
with heterogeneity in the marginal costs and ben- 
efits of investments in education. Alternatively, 
there may be more heterogeneity in school quality 
at the college than high school level. 

While it is important to allow for heteroske- 
dasticity in wages, some restrictions nonethe- 
less need to be imposed to identify the effects of 
changes in skill prices as residual wage inequal- 
ity. Following Chay and Lee (2000), I assume 
that the distribution of unobserved skills 
among workers with the same level of expe- 
rience and education is stable over time." In 

terms of variances, this amounts to assuming 
that:12 

(6) oj2,= oj2 for all time periods t. 

In the absence of measurement error (I return 
to this issue in Section V), the residual variance 
of wages, Var(ei,), is then obtained by substi- 
tuting equations (6) and (4) into equation (3): 

(7) Var(si,) = pt C Ojtao. 

In this model, an increase in the residual vari- 
ance can now be interpreted as an increase in 
skill prices, pt, when the skill composition of the 
work force (the Ojt's) is held constant. 

Equation (7) suggests a straightforward way 
of holding the skill composition of the work 
force constant. The residual variance just has to 
be recomputed at some counterfactual values of 
the shares, 0", which remain constant over time. 
To see this, rewrite the residual variance as a 
function of Vj,, the variance of wages within 
each skill group j 

(8) Var(,it) = 
OtVjt, 

where we now have Vj, = 
Pt Assuming that 

changing the skill composition of the work 
forces has no general equilibrium effects on 
skill prices, the counterfactual residual vari- 
ance, V*t is13 

(9) V= Ovj 

1o In Farber and Gibbons (1996), wages are equal to the 
expected value of productivity, given the available informa- 
tion about the past productivity of workers. There is little 
wage inequality among inexperienced workers, since the 
market does not yet know who is productive and who is not. 
Inequality increases as a function of experience as the 
market learns who is productive (skilled) and who is not. 
From the point of view of the econometrician, inequality in 
unobserved skills (what is valued by the market) thus grows 
as a function of labor market experience. 

1 Whether or not this assumption is reasonable is dis- 
cussed in more detail by JMP and Chay and Lee (2000). The 
problem is that younger cohorts of workers may have dif- 
ferent distributions of unobserved skills because, for exam- 
ple, of intercohort changes in the distribution of school 

quality. JMP convincingly argue that the steep growth in 
residual inequality in the late 1970s and early 1980s cannot 
be due to cohort effects, because inequality growth accel- 
erated uniformly for all cohorts. Unfortunately, this argu- 
ment cannot be used to rule out smooth long-run trends in 
inequality linked to changing cohort composition, because 
of the well-known problem that linear cohort, age, and time 
effects cannot be separately identified. 

12 More generally, the assumption means that F,(eij,i) 
F(eilxi,) for all time periods t. 

13 Increasing the share of more educated and experienced 
workers depresses the return to these observed skills in a 
standard supply-and-demand model. The effect on unob- 
served skill prices depends, however, on the substitutability 
between observed and unobserved skills (see Section I). 
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When the number of skill groups is small rela- 
tive to sample sizes, the within-group variance 

Vjt can be computed for each skill group j. It is 
then straightforward to estimate the counterfac- 
tual variance by replacing the year-specific shares, 

Ojt,, by some average or base year shares, 0714 
In Section III, I present some basic trends in 

residual and within-group inequality by divid- 
ing data in a limited number of experience- 
education cells (20). Working with these coarse 
cells helps illustrate which factors are driving 
the overall changes in residual inequality. To 
see this, consider the following decomposition 
of the change in the residual variance between a 
base period s and an end period t: 

(10) V, - V, = (,ot vt 
- 

Ojs V)js 

= e sW(Vt, - 
Vis) 

+ 
(O, 

- 
js) jt,. i 

Equation (10) shows that the overall change in 
the residual variance can be decomposed into 
two terms. The first term on the right-hand side 
of equation (10), j Oj,(Vj, - Vj,), is a weighted 
average of changes in the within-group vari- 
ance. In terms of equation (9), this represents 
the change in the counterfactual variance, Vt, when the counterfactual weights, 07, are set at 
the base period level (07 = 

0js). The second term on the right-hand side of 
equation (10), Ij (O9, - Ojs)Vj,, captures compo- 
sition effects. Composition effects result in a 
spurious growth in the residual variance when 
changes in the weights, Ojt - Ojs, are positively 
correlated with the within-group variances, Vj,. 

When the number of cells is small enough, 
equation (10) suggests a simple approach for 
separating the role of rising skill prices from 
composition effects. Since Vj, = p:o, the most 
direct evidence on rising skill prices is that the 
within-group variances, Vj,, are also growing 
over time. This can be readily checked by com- 
paring these variances in a base and end period. 
Equation (10) then shows how these changes 
can be aggregated into a single factor, 1j Ois 
(Vjt - Vjs). From an estimation point of view, however, 
dividing the data into a limited number of 
coarse experience-education cells may be too 
restrictive. One alternative is to construct finer 
cells based on single years of education and 
experience. Unfortunately, cell sizes based on 
single years of age and education are often "too 
small" (and sometimes empty) in most CPS 
samples. Following Lemieux (2002) and Di- 
Nardo et al. (1996), I address this problem by 
estimating a flexible logit model to reweight the 
data in a way that keeps the distribution of skills 
constant over time. 

To see how this procedure works, note that 
residual variance can be computed directly from 
the individual level data as 

(11) V, = w 
ritrt, i 

where rit and oit are the estimated wage residual 
and sample weight, respectively, for worker i at 
time t. In pure random samples, owi is simply 
defined as the inverse of the number of obser- 
vations. In the CPS, however, wit differs across 
observations, reflecting the sampling design of 
the survey. 

Equation (11) can be thought of as the 
weighted sum of the contribution r2 of each 
worker to the overall variance. By analogy, with 
grouped data the variance is also the weighted 
sum V, = Ej OjVj, of the contribution (Vjt) of 
each skill group to the overall variance. By 
analogy with equation (9), the microdata-based 
counterfactual variance is 

S= Writ 

The estimation problem consists simply of find- 
ing the counterfactual weights tO* that make the 

14 Mincer (1974) computed such counterfactual vari- 
ances. After dividing the data into about 100 experience- 
education cells, he shows that the variance of wages would 
have been substantially larger in 1959 if older workers had 
been as highly educated as younger workers, which is 
basically was happened in the U.S. labor market over the 
last 40 years (Card and Lemieux, 2001a, 2001b). Mincer 
shows that the variance of log annual earnings in 1959 
would have increased from 0.668 to 0.721 if workers at all 
experience levels had had the same level of education as 
younger workers (seven to nine years experience). This 
suggests that composition effects can be quite important 
empirically. 
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(counterfactual) distribution of skills at time t 
the same as in an appropriate base year (for 
example, 1973). These weights are obtained by 
multiplying the sample weights wi, by a re- 
weighting factor. Intuitively, to transform the 
skill distribution of 2003 back to its 1973 level, 
we need to put less weight on more educated 
and experienced workers, since the share of 
these workers has increased over time. In prac- 
tice, the reweighting factor is computed using 
the estimates from a logit model for the proba- 
bility of being in year t relative to the base year. 
For example, the counterfactual weights for 
2003 when 1973 is used as base year are com- 
puted by estimating a logit model on data for 
years 1973 and 2003 pooled together. The de- 
pendent variable is a dummy variable for year 
2003, while the explanatory variables are the 
age and education variables.15 The predicted 
probability that worker i is in year 2003, Pi, is 
then used to compute the counterfactual weight as 

it 
= [(1 - 

Pi)/Piloit. 

Older and more educated workers are rela- 
tively more likely to be observed in 2003 than in 
1973, suggesting a larger value of Pi and lower 
value of (1 - Pi)/Pi. These workers are thus 
"downweighted" when 

wit 
is replaced by o4. 

Once the counterfactual weights have been 
computed, it is straightforward to compute al- 
ternative measures of residual wage dispersion 
beside the variance. For example, the actual 
90-10 residual gap is defined as the difference 
between the ninetieth and the tenth centile of the 
wage residuals when the usual sample weights 
wi, are used. The counterfactual 90-10 residual 
gap is readily obtained by recomputing the nine- 
tieth and the tenth centiles using the counterfac- 
tual weights, w ,* instead of the regular weights, 
(0it. 

III. Data and Trends in Within-Group 
Inequality by Skill Groups 

In this section, I briefly present the May/ 
ORG CPS data and show the basic trends in 
within-group wage dispersion for 20 experi- 
ence-education groups. I use equation (10) to 
illustrate which factors-rising skill prices or 
composition effects-are driving the growth in 
the residual variance. 

A. May/ORG Data 

Data issues are discussed in detail in Appen- 
dix A, which explains the construction of wage 
measures for the May/ORG and March CPS 
supplements in more detail. I discuss only 
briefly here how the May and ORG supplements 
of the CPS are processed. Following most of the 
literature, the wage measure I use is the hourly 
wage rate. The main advantage of this measure 
is that theories of wage determination typically 
pertain to the hourly wage rate. For example, 
the interplay of demand and supply consider- 
ations has direct implications for the hourly 
price of labor. By contrast, the impact of these 
factors on weekly or annual earnings also de- 
pends on the responsiveness of labor supply to 
changes in the hourly wage rate. 

The Dual Jobs Supplement of the May CPS 
for 1973 to 1978 asks questions to all wage and 
salary workers about wages on the main job 
held during the survey week. For workers paid 
by the hour, the May CPS asks workers directly 
about their hourly rate of pay. This is the hourly 
wage measure I use for this group of workers 
(about 60 percent of the work force). For the 
other workers, I compute an hourly wage rate 
by dividing usual weekly earnings by usual 
weekly hours of work. I use the same procedure 
for the 1979-1993 ORG supplements that ask 
the same wage questions as the May CPS. The 
wage questions in the 1994-2003 ORG supple- 
ments are similar except that workers not paid 
by the hour can choose the periodicity at which 
they report earnings. I compute their hourly 
wage rate by dividing earnings by hours over 
the corresponding time period. The merged 
outgoing rotation group (MORG) files com- 
bine this information for all 12 months of the 
year. One important advantage of the MORG 
supplement is that it is roughly three times as 

'5 I use the same set of explanatory variables in the logit 
as in the wage regressions (full set of indicators for age and 
education, plus interactions between education and a quartic 
in age). Note, also, that this reweighting procedure is similar 
to the propensity score reweighting method used in the 

program evaluation literature. One can think of the period t 
sample as the "treatment group," the base period sample as 
the "control group," and Pi as the (estimated) propensity 
score. 
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large as the May or March supplements of the 
CPS.16 

Unlike in the ORG and March supplements 
of the CPS, in the 1973-1978 May CPS wages 
were not allocated for workers who refused to 
answer the wage questions. To be consistent, I 
keep only workers with nonallocated wages in 
the 1979-2003 ORG supplement. As a conse- 
quence, I have to drop observations for 1994 
and the first eight months of 1995 in which the 
CPS did not flag workers with missing wages. 
Following most of the literature, I trim extreme 
values of wages (less than $1 and more than 
$100 in 1979 dollars), adjust top-coded earnings 
by a factor of 1.4, and weight wage observations 
by hours of work (in addition to the usual CPS 
weights). I also keep workers age 16 to 64 with 
positive potential experience. 

All the measures of residual wage inequality 
are computed from the residuals of a regression 
of log wages on an unrestricted set of dummies 
for age, years of schooling, and interactions 
between nine schooling dummies and a quartic 
in age.17,18 Separate regressions are estimated 
for both men and women in each year. 

B. Basic Trends in Within-Group Variances 

I first divide workers into 20 skill groups 
based on five education categories (high-school 
dropouts, high-school graduates, some college, 
college graduates, and college postgraduates) 
and four experience categories (1-10, 11-20, 
21-30, and 31 years or more of potential expe- 
rience). Table 1 shows the within-group vari- 
ances for each experience-education group at 
the beginning and end of the sample period. 
Since the residuals are computed from a very 
flexible regression, the within-group variance 
(variance of residuals) for a given group is 
smaller than the variance of unadjusted wages 
for the same group. To improve the precision of 
the estimates, I pool years 1973 to 1975 for the 
base period, and years 2000 to 2002 for the end 
period. 

Tables lA (men) and IB (women) show the 
within-group variances for each of the 20 
groups in 1973-1975 (column 1) and 2000- 
2002 (column 2). The change in the within- 
group variance is reported in column 3. Table 
lA shows that, for men, changes in the within- 
group variance are not uniformly large and pos- 
itive across skill groups. For four of the 20 
groups (college graduates with 1-10, 11-20, 
and 21-30 year of experience, and college post- 
graduates with 1-10 years of experience), the 
changes are large and positive, and exceed the 
overall change in the residual variance (0.041). 
These groups are highlighted (in bold) in col- 
umn 3. For the 16 other education-experience 
groups, however, there is no systematic pattern 
of increase in the within-group variance. The 
variance grows for most groups, but declines for 
all high-school dropouts and for the two older 
groups of college postgraduates. Changes are 
positive and significant for four groups, but 
negative and significant for four other groups. 

Several other clear patterns also emerge from 
Table 1 A. In particular, the within-group vari- 
ance grows as a function of both experience and 
education. For example, in both 1973-1975 and 
2000-2002, high-school dropouts with one to 
ten years experience have the lowest variance 
(around 0.10), while college postgraduates with 
31 years and more experience have the largest 
variance (around 0.40). This suggests that com- 
position effects may be quite important, since 
both experience and education increase over 
time. 

16 The May 1973-1978 and March supplements are ad- 
ministered to all (eight) rotation groups of the CPS during 
these months. By contrast, only one-quarter of respondents 
(in rotation groups 4 and 8) are asked the questions from the 
ORG supplement each month. Combining the 12 months of 
data into a single MORG file yields wage data for 24 
rotation groups, compared to 8 in the May or March sup- 
plements (plus the Hispanic and Medicare (post-2000) over- 
samples in the March CPS). 

17 One well-known problem with using schooling as a 
regressor in wage equations is that schooling is not mea- 
sured in a consistent fashion over time in the CPS. Prior to 
1992, the CPS asked about the highest grade attended, and 
whether the highest grade was completed. Starting in 1992, 
however, the CPS switched to a question about the highest 
grade or diploma completed. It is, nonetheless, possible to 
construct a relatively consistent variable for years of school- 
ing completed over the whole sample period. The nine 
categories I use for years of schooling completed are 0-4, 
5-8, 9, 10, 11, 12, 13-15, 16, and 17+. 

18 While it would be ideal to use an unrestricted set of 
age-education dummies in the wage regressions, in practice 
many age-education cells are quite small in the March and 
May supplements of the CPS. The flexible specification I 
use fits the data quite well. In the larger ORG samples, using 
a full set of age-education dummies raises the R-square only 
by about half a percentage point relative to the specification 
used in the paper. Note also that variables like race, marital 
status, and other socioeconomic variables are often used in 
standard wage regressions. I use only years of schooling and 
years of age (or potential experience) as regressors to focus 
on arguably "pure" measures of skills. 
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TABLE IA-WITHIN-GROUP VARIANCE OF WAGES BY EXPERIENCE-EDUCATION CELL FOR MEN, 1973-1975 AND 2000-2002 

Within-group variance Work-force share 

1973-1975 2000-2002 Change 1973-1975 2000-2002 Change 
(1) (2) (3) (4) (5) (6) 

A. By education and experience 
Dropout: 

1-10 0.118 0.083 -0.035* 0.065 0.035 -0.030 
11-20 0.169 0.130 -0.038* 0.052 0.026 -0.026 
21-30 0.170 0.154 -0.017* 0.055 0.025 -0.029 
31+ 0.180 0.162 -0.019* 0.123 0.028 -0.095 

High-school graduates: 
1-10 0.130 0.130 0.000 0.137 0.082 -0.055 

11-20 0.145 0.181 0.035* 0.094 0.085 -0.009 
21-30 0.162 0.196 0.034* 0.069 0.086 0.017 
31+ 0.188 0.217 0.029* 0.074 0.058 -0.016 

Some college: 
1-10 0.143 0.152 0.008 0.076 0.077 0.001 

11-20 0.173 0.204 0.031" 0.036 0.075 0.039 
21-30 0.216 0.227 0.012 0.025 0.072 0.048 
31+ 0.245 0.256 0.011 0.020 0.046 0.026 

College graduates: 
1-10 0.161 0.224 0.064* 0.048 0.061 0.014 

11-20 0.204 0.276 0.072* 0.022 0.063 0.041 
21-30 0.220 0.310 0.091* 0.017 0.051 0.034 
31+ 0.299 0.332 0.033 0.009 0.024 0.015 

Postgraduates: 
1-10 0.217 0.316 0.099* 0.034 0.023 -0.010 

11-20 0.324 0.324 0.000 0.023 0.033 0.009 
21-30 0.327 0.302 -0.025 0.015 0.033 0.018 
31+ 0.420 0.369 -0.051 0.006 0.016 0.010 

B. Weighted average (using alternative shares) 
Actual shares 0.173 0.214 0.041 
1973-1975 shares 0.173 0.185 0.012 
2000-2002 shares 0.191 0.214 0.023 

Notes: "*" indicates that the change in the variance is significantly different from zero at the 95-percent confidence level. 
Changes that exceed 0.04 are highlighted (bold). The standard errors of the estimated variances are 0.011, on average, in 
column 1, and 0.005, on average, in column 2. The standard errors range from 0.0025 (high-school graduates with one to ten 

years experience) to 0.035 (college postgraduates with 31 to 40 years experience) in column 1, and from 0.0023 (high-school 
graduates with one to ten years experience) to 0.011 (college postgraduates with 31 to 40 years experience) in column 2. 

The results for women in Table 1B are qual- 
itatively similar to those for men, with the ex- 
ception of women with some college education. 
For this education group, the within-group vari- 
ance systematically increases between 1973- 
1975 and 2000-2002 (as in the case of men, 
groups for which the variance grows by more 
than 0.04 are highlighted in column 3). And as 
in the case of men, the within-group variance 
increases for college graduates, decreases for 
high-school dropouts, and remains relatively 
unchanged for high-school graduates and col- 
lege postgraduates. 

Columns 4 and 5 show the share of each skill 
group in the work force in 1973-1975 and 
2000-2002, respectively, while column 6 

shows the change in the shares over time. For 
both men and women, there is a large and 
systematic decline in the share of workers in 
groups with low within-group wage dispersion. 
This is most obvious when looking at education. 
For women, column 6 of Table IB shows that, 
for all experience groups, the share of women 
with a high-school degree or less has declined 
over time. By contrast, the share of women with 
some college education or more has increased 
for each and every experience group. With two 
small exceptions, the same pattern holds for 
men in Table lA. The other clear pattern is that 
the share of more experienced workers relative 
to young workers systematically increases for 
all education groups (except high-school drop- 
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TABLE IB-WITHIN-GROUP VARIANCE OF WAGES BY EXPERIENCE-EDUCATION CELL FOR WOMEN, 1973-1975 AND 2000- 
2002 

Within-group variance Work-force share 

1973-1975 2000-2002 Change 1973-1975 2000-2002 Change 
(1) (2) (3) (4) (5) (6) 

A. By education and experience 
Dropout: 

1-10 0.099 0.056 -0.043* 0.057 0.026 -0.031 
11-20 0.130 0.090 -0.040* 0.039 0.015 -0.024 
21-30 0.125 0.106 -0.019* 0.050 0.018 -0.032 
31+ 0.139 0.123 -0.017* 0.103 0.023 -0.080 

High-school graduates: 
1-10 0.106 0.108 0.002 0.179 0.070 -0.109 

11-20 0.145 0.157 0.011* 0.095 0.072 -0.023 
21-30 0.144 0.172 0.028* 0.092 0.086 -0.006 
31+ 0.162 0.178 0.016* 0.097 0.074 -0.023 

Some college: 
1-10 0.118 0.137 0.019* 0.077 0.091 0.014 

11-20 0.134 0.198 0.065* 0.025 0.081 0.057 
21-30 0.152 0.209 0.057* 0.020 0.084 0.064 
31+ 0.160 0.220 0.060* 0.020 0.054 0.034 

College graduates: 
1-10 0.134 0.179 0.045* 0.055 0.076 0.020 

11-20 0.170 0.260 0.090* 0.015 0.058 0.043 
21-30 0.173 0.262 0.088* 0.014 0.052 0.038 
31+ 0.195 0.254 0.059* 0.010 0.021 0.010 

College postgraduates: 
1-10 0.154 0.239 0.085* 0.022 0.026 0.004 

11-20 0.238 0.259 0.021 0.012 0.027 0.015 
21-30 0.204 0.217 0.013 0.011 0.034 0.023 
31+ 0.280 0.234 -0.046 0.006 0.013 0.007 

B. Weighted average (using alternative shares) 
Actual shares 0.136 0.183 0.047 
1973-1975 shares 0.136 0.148 0.012 
2000-2002 shares 0.149 0.183 0.034 

Notes: "*" indicates that the change in the variance is significantly different from zero at the 95-percent confidence level. 
Changes that exceed 0.04 are highlighted (bold). The standard errors of the estimated variances are 0.010, on average, in 
column 1, and 0.004, on average, in column 2. The standard errors range from 0.0025 (high-school graduates with one to ten 
years experience) to 0.035 (college postgraduates with 31 to 40 years experience) in column 1, and from 0.0018 (high-school 
dropouts with one to ten years experience) to 0.009 (college postgraduates with 31 to 40 years experience) in column 2. 

outs). This reflects the aging of the baby boom 
generation. 

Overall, Tables lA and IB clearly show a 
systematic growth in the share of experience- 
education groups that exhibit large within- 
group variances. The correlation coefficient 
between the within-group variance in 2000- 
2002 (Vj,) and the change in share (Oj, - Ojs) is 
0.55 for men and 0.68 for women. This suggests 
a large and positive composition effect term in 
equation (10). 

The lower panels of Tables lA and IB show 
the precise magnitudes of composition effects. 
The first row of the panel shows the weighted 
average of the within-group variances when the 

weights used are the actual shares in the corre- 
sponding year. The 1973-1975 shares are used 
to weight the 1973-1975 variances, and the 
2000-2002 shares are used to weight the 2000- 
2002 variances. The weighted averages corre- 
spond to the unadjusted residual variances for 
1973-1975 and 2000-2002, respectively. Table 
lA shows that the residual variance for men in- 
creases by 0.041 between these two time periods. 

The second row of panel B shows that the 
change in the residual variance is much smaller 
(0.012) when the shares are held at their 1973- 
1975 level. As a result, only about a quarter of 
the 0.041 change in the residual variance is due 
to the increase in the within-group variances. 
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The remaining change in the residual variance, 
0.029 (0.041 minus 0.012) is due to composi- 
tion effects. Note that education, as opposed to 
experience, accounts for the bulk of the compo- 
sition effects.19 

The results for women reported in Table 
IB are quite similar. Composition effects ac- 
count for 0.035 of the 0.047 increase in the 
residual variance. Only a quarter of the total 
increase (0.012) is due to the changes in within- 
group variances, holding the shares constant at 
their 1973-1975 level. 

Interestingly, the last row of panel B shows 
that the residual variance increases more when 
shares are held at their 2000-2002 levels in- 
stead. The intuition for this result is that using 
the 2000-2002 shares instead of the 1973-1975 
shares puts more weight on college graduates 
who experience a sharp increase in their within- 
group variances, and less weight on high-school 
dropouts who experience a decline in their with- 
in-group variances. In other words, the base 
period matters in the decompositions. 

Figure 2 provides some information on the 
detailed year-by-year evolution of the within- 
group variance for each of the five education 
groups. To control for changes in the experience 
distribution of the work force, the variance for 
each education group is defined as the simple 
average of the within-group variances over 
the four experience groups. For example, the 
within-group variance for college graduates in 
Figure 2 is the arithmetic average of the within- 
group variances for college graduates with 
1-10, 11-20, 21-30, and 31 or more years of 
experience. 

I show only the detailed evolution in the 
within-group variance by education groups for 
two reasons. First, it would not be practical to 
show the detailed evolution in the within-group 
variance for each of the 20 experience-educa- 
tion groups. Second, Table 1 suggests that, con- 
ditional on education, the change in the within- 
group variance is relatively similar across 

experience groups. In other words, education 
(as opposed to experience) accounts for most of 
the variation in the growth in the within-group 
variance across the 20 experience-education 
groups. 

The trends in within-group wage inequality 
for men (Figure 2A) and women (Figure 2B) are 
different in different decades. For both men and 
women, the within-group variances are either 
stable or declining during the 1970s. The 
within-group variances then grow substantially 
for each and every group during the 1980s. In 
the 1990s, however, there is a divergence in the 
trends by education groups. For college gradu- 
ates and postgraduates, the within-group vari- 
ance increases slightly or remains constant 
between 1990 and 2000. For all other education 
groups, however, the within-group variance de- 
clines during the 1990s. The decline is particu- 
larly pronounced for high-school dropouts. 
Finally, the within-group variances grow mildly 
for most groups during the early 2000s. 

Taken together, the results in Table 1 and 
Figure 2 indicate that, for most groups, there is 
relatively little change in the within-group vari- 
ance between 1973 and 2003. The only excep- 
tion is college graduates and women with some 
college education. For these particular groups, 
however, most of the growth in the within- 
group variance is concentrated in the 1980s. 

IV. Changes in Residual Inequality: 
Reweighting Results 

Having established the basic patterns of 
changes in the within-group variance for 20 
coarse experience-education cells, I now turn to 
a reweighting approach to analyze in more de- 
tail the role of composition effects in changes in 
residual wage inequality. As discussed in Sec- 
tion II, one advantage of the reweighting ap- 
proach is that it is easily implemented even 
when the data cannot be divided into fine expe- 
rience-education cells. Another advantage of 
the approach is that it can be used to compute 
counterfactual measures of residual wage dis- 
persion other than the variance. 

Figures 3A (men) and 3B (women) compare 
the actual residual variance from 1973 to 2003 
to the counterfactual variances that would have 
prevailed if the distribution of skills (experience 
and education) had remained at its 1973 (or 
2003) level. The composition effects are the 

19 The 0.029 composition effect (men) can be decom- 

posed into three subcomponents: changes in the distribution 
of education holding experience constant (0.025), changes 
in the distribution of experience holding education constant 
(0.008), and the interaction term (-0.004). For women, the 
overall composition effect (0.035) is the sum of 0.030 
(education), 0.011 (experience), and -0.007 (interaction 
term). 
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FIGURE 2A. WITHIN-GROUP VARIANCE BY EDUCATION GROUP FOR MEN 
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FIGURE 2B. WITHIN-GROUP VARIANCE BY EDUCATION GROUP FOR WOMEN 

(Average of the four experience groups) 

difference between the actual and counterfac- 
tual variances. Figure 3A shows that the resid- 
ual variance grows by about 0.04 over the 
whole sample period. Consistent with Figure 
2A, most of the growth is concentrated in the 
first part of the 1980s. The residual variance 

remains essentially unchanged in the 1970s and 
1990s, but grows between 1999 and 2003. 

By contrast, the counterfactual variance in 
the late 1990s and early 2000s is only about 
0.01 higher than in the mid-1970s when the 
distribution of skills is held constant at its 1973 
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FIGURE 3B. ACTUAL AND COUNTERFACTUAL RESIDUAL VARIANCE OF WAGES FOR WOMEN, 

1973 To 2003 

level. Consistent with Table 1A, Figure 3A sug- 
gests that about three-quarters of the growth in 
the residual variance is a spurious consequence 
of composition effects (when the distribution of 
skills is held at its 1973 level). 

In terms of timing, Figure 3A shows that 
composition effects play a negligible role dur- 
ing the 1970s but become very important during 
the 1980s and 1990s. It is clear from Appendix 

Table 1 why composition effects are not impor- 
tant during the 1970s. The table shows that 
while the work force became more educated 
between 1973 and 1980, it also became less 
experienced with the entry in the labor market 
of the largest baby boom cohorts (born in the 
late 1950s). The positive impact of growing 
educational achievement on the residual vari- 
ance is thus offset by the fact that the work force 
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TABLE 2--COMPOSITION EFFECTS AND CHANGES IN THE RESIDUAL VARIANCE OF LOG HOURLY WAGES, MAY/ORG CPS 

1973-1979 1979-1989 1989-1999 1999-2003 1973-2003 

A. Men 
Residual variance: 

Actual change -0.003 0.036 -0.003 0.017 0.047 
[43] 

1973 skills distribution -0.003 0.027 -0.019 0.011 0.015 
[14] 

2003 skills distribution -0.008 0.034 -0.013 0.012 0.025 
[23] 

Total variance: -0.002 0.080 0.007 0.024 0.109 
[100] 

B. Women 
Residual variance: 

Actual change -0.014 0.047 -0.001 0.013 0.045 
[46] 

1973 skills distribution -0.017 0.036 -0.019 0.005 0.005 
[5] 

2003 skills distribution -0.012 0.040 -0.006 0.008 0.030 
[31] 

Total variance: -0.026 0.092 0.017 0.015 0.098 
[100] 

C. Change in the (log) real value of the minimum wage 
0.103 -0.391 0.135 -0.099 -0.252 

Note: Numbers in square brackets represents the percentage of the 1973-2003 change in the total variance of wages (both 
within- and between-group components) that is attributable to this variance component. 

became younger (lower within-group vari- 
ance) during this period. By contrast, Appen- 
dix Table 1 shows that both experience and 
educational achievement increased in the 1980s 
and 1990s, leading to an unambiguous positive 
composition bias in the growth of the residual 
variance. 

A closer examination of Figure 3A also 
shows evidence of a cyclical effect in the com- 
position effects. During the recessions of 1981- 
1983, 1990-1992, and 2000-2002, the actual 
variance grew faster than the counterfactual 
variance. This is consistent with less-skilled 
workers-who tend to have a lower within- 
group variance-being more adversely affected 
in terms of their employment during recessions. 
It is well known that composition effects tend to 
hide the procyclicality of the level of real wages 
(Gary Solon et al., 1994). By analogy, Figure 
3A suggests that composition effects tend to 
overstate the countercyclical pattern in wage 
inequality over the business cycle (inequality 
grows during recessions). 

Figure 3A also shows the counterfactual vari- 
ance when the distribution of characteristics is 
held constant at its 2003 level. The results are 
qualitatively similar, though not as dramatic, as 

those obtained by holding characteristics at 
their 1973 level. The main difference is that the 
counterfactual variance declines less dramati- 
cally in the 1990s when characteristics are held 
at their 2003, instead of 1973, level.20 

The results for women in Figure 3B are qual- 
itatively similar to those for men. Composition 
effects explain most of the growth in the within- 
group variance between 1973 and 2003 when 
characteristics are held at their 1973 level. 
Composition effects also play a qualitatively 
similar, though less dramatic, role when char- 
acteristics are held at their 2003 level instead. 

The results for both men and women are 
summarized in Table 2. The table confirms that 
composition effects account for most of the 
growth in the residual variance between 1973 
and 2003 when the distribution of experience 
and education is held at its 1973 level. Once 

20 The difference stems from the fact that holding char- 
acteristics at their 1973 level puts relatively more weight on 
high-school dropouts who experience a clear decline in their 
within-group variance (Figure 2). By contrast, holding char- 
acteristics at their 2003 level puts relatively more weight on 
college graduates who experience a clear increase in their 
within-group variance. 
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again, the results are less dramatic when the 
distribution of experience and education is held 
at its 2003 level instead. Even in this case, 
however, composition effects still account for 
about half of the growth in the residual variance 
for men, and for a third of the growth in the 
residual variance for women. 

Table 2 also compares the growth in the 
residual variance to the growth in the total vari- 
ance of wages (both within- and between-group 
components) over the same periods. Interest- 
ingly, over the whole 1973-2003 period, the 
residual component of the variance accounts for 
less than half of the growth in the total variance 
(43 percent for men, 46 percent for women). 
This finding is at odds with several previous 
studies that tend to find that most of the growth 
in wage inequality is due to the residual com- 
ponent. I explain in Section V that this earlier 
finding appears to be an artifact of measurement 
problems in the March CPS. 

When the distribution of experience and ed- 
ucation is held at its 1973 level, the remaining 
growth in the residual variance accounts for 
only 14 percent of the 1973-2003 growth in the 
total variance of wages for men, and 5 percent 
for women. These percentages increase to 23 
and 31 percent, respectively, when the distribu- 
tion of experience and education is held at its 
2003 level instead. Table 2 also shows that 
when the skill distribution is held constant, 
there is more growth in the residual variance 
between 1979 and 1989 than for the whole 
1973-2003 period. This result holds for both 
men and women when skills are either held at 
their 1973 or 2003 levels. For example, the 
residual variance for men increases by 0.034 
between 1979 and 1989 when the distribution of 
skills is held at its 2003 level. This is larger than 
the 0.025 change over the whole period. This 
means that for the other sample periods (1973 to 
1979 and 1989 to 2003) pooled together, the 
residual variance declined by 0.009. 

In light of the discussion in Section I, these 
findings suggest that changes in the prices of 
unobserved skills play only a modest role in the 
overall growth in wage inequality between 1973 
and 2003. For men, changes in the prices of 
unobserved skills account for no more than a 
quarter of the growth in overall inequality. For 
women, changes in the price of unobserved 
skills account for between 5 and 31 percent of 
the overall growth inequality. 

The results also imply that all of the growth 
in the price of unobserved skills is concentrated 
in the 1980s. This finding is difficult to recon- 
cile with the SBTC hypothesis which typically 
states that the relative demand for skills also 
increased during the 1970s and the 1990s. In 
Section VI, I return to the question of what else 
may explain the pattern of growth in residual 
wage inequality. 

Finally, the main findings are robust to the 
choice of alternative measures of wage disper- 
sion. Figure 4 reproduces the results of Figure 
3 using the 90-10 residual gap instead of the 
residual variance. The results are very similar to 
those for the residual variance. As in the case of 
the residual variance, almost all the growth in 
the 90-10 residual gap is concentrated in the 
1980s (first half of the 1980s for men in Figure 
4A). Furthermore, most of the growth in the 
90-10 residual gap appears to be a spurious 
consequence of composition effects. When the 
distribution of experience and education is held 
at its 1973 level (dotted line in the figures), the 
90-10 residual gap in the early 2000s is barely 
higher than in 1973. 

Interestingly, all of the remaining growth in 
the 90-10 gap is driven by inequality growth in 
the upper end (90-50) of the distribution. In fact, 
Appendix Figure 1 shows that, for both men and 
women, the 50-10 gap declined while the 90-50 
gap increased over time once composition ef- 
fects are controlled for. This mirrors the earlier 
finding that residual inequality increased in the 
upper part of the wage distribution (college- 
educated workers) but decreased or remained 
stable in the lower part of the distribution (high- 
school graduates and dropouts). For the sake of 
completeness, in Appendix B I also present the 
reweighting results using the March CPS. 

V. What Is Wrong with the March CPS? 

As mentioned in the introduction, the find- 
ings of Section III and IV are at odds with most 
of the previous literature on residual wage in- 
equality. In addition to composition effects, one 
potential explanation for this difference is that I 
use data on hourly wages from the May and 
ORG supplements of the CPS, while earlier 
studies typically use the March supplement of 
the CPS. 

In this section, I argue that a key problem 
with the March CPS is that it poorly measures 
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the wages of workers paid by the hour (the 
majority of the work force). I present several 
pieces of evidence to show that both the level 
and trends in residual inequality are systemati- 
cally biased in the March CPS because of the 
mismeasurement of the wages of workers paid 
by the hour. 

I explain in detail in Appendix A how I 

compute hourly wage rates in the March CPS. 
Unlike the May/ORG CPS which measures 
wages at a point in time, the March CPS pro- 
vides a retrospective measure of annual earn- 
ings over the previous year. From 1975 on, an 
hourly wage rate can be computed by dividing 
annual earnings by annual hours of work (an- 
nual hours of work were not collected prior to 
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March 1976). A number of adjustments are per- 
formed to make the hourly wage rates computed 
in the May/ORG and March CPS as comparable 
as possible (see Appendix A for more details). 

A. Mismeasurement of the Wages of Workers 
Paid by the Hour in the March CPS 

Wages computed using the March and May/ 
ORG CPS could differ for a variety of reasons, 
including the treatment of self-employment 
earnings, topcoding, etc. Instead of looking sys- 
tematically at all possible sources of differences 
between the two data sources, I focus on the fact 
that earnings are collected on a yearly basis in 
the March CPS, while workers can report their 
earnings at different periodicities in the May/ 
ORG CPS. 

In particular, around 60 percent of workers in 
the May/ORG CPS are paid by the hour (see 
Figure 8 on page 484). These workers report a 
direct measure of their hourly wage rate in the 
May/ORG CPS. In the March CPS, however, 
they have to report their total annual earnings 
and hours of work, which are then used to 
compute an average hourly wage rate. 

In the absence of measurement error, it 
should not matter whether hourly wages are 
computed directly from questions about hourly 
wage rates, or indirectly by dividing earnings by 
hours of work. Several validation studies show, 
however, that there is substantial measurement 
error in the earnings reported in the CPS or 
similar surveys.21 

It is plausible to think that asking directly 
hourly-rated workers about their hourly wage 
rates provides a more accurate wage measure 
than dividing earnings by hours. If it is easier 
for workers paid by the hour to report directly 
their hourly wage rate, this measure will likely 
be less affected by error than the indirect wage 
measure based on average hourly earnings. For 
example, a minimum-wage worker will likely 
know and correctly report the exact value of the 
hourly wage at which he or she is paid. The 
same worker would probably have more diffi- 

culty reporting total hours and earnings during 
the year. In fact, the U.S. Census Bureau and 
other national statistical offices often mention 
the case of the minimum wage as one reason for 
asking directly workers paid by the hour about 
their hourly wage rate. 

My basic hypothesis is that for hourly-rated 
workers, the hourly wage rate indirectly com- 
puted from the March CPS is a noisier measure 
of the true hourly rate of pay than the hourly 
wage rate collected in the May/ORG CPS. For 
workers not paid by the hour, the hourly wage 
rate has to be indirectly computed by dividing 
earnings by hours in both the May/ORG and the 
March CPS. Therefore, I do not expect the 
hourly wage from the March CPS to be a noisier 
measure for these workers. 

Under the additional assumption of classical 
measurement error, this hypothesis yields sev- 
eral clear empirical predictions.22 The most di- 
rect prediction is that the variance of March 
CPS wages should be larger than the variance of 
May/ORG CPS wages among workers paid by 
the hour. I test this prediction by comparing the 
variance of the two wage measures for workers 
paid by the hour and workers not paid by the 
hour. 

One problem with implementing this test is 
that the March CPS does not ask individuals 
whether they are paid by the hour or not. For- 
tunately, this problem can be resolved by ex- 
ploiting the rotation group feature of the CPS. 
Among individuals sampled in the March CPS, 
roughly one-quarter of individuals rotate out of 
the CPS in each of the next four months, in- 
cluding March. This means that from 1979 on, 
all individuals in the March CPS should even- 
tually be part of the outgoing rotation group in 
March, April, May, or June. In principle, their 
responses to the ORG supplement questions can 
thus be matched to their March CPS records. As 
discussed below, however, not all March re- 
spondents can be matched because of attrition 
and other data problems. 

Prior to 1979, it is still possible to match the 
May CPS responses to the March responses for 
the March respondents who are still in the CPS 
in May (half of the March respondents when 

21 Wesley Mellow and Hal Sider (1983) compare em- 
ployee and employer responses in the January 1977 Vali- 
dation Study of the CPS. Bound and Krueger (1991) 
compare employee responses from the March 1977 and 
1978 CPS to employer-reported Social Security earnings. 

22 Under classical measurement error, the measurement 
error in wages is assumed to have mean zero and be inde- 
pendent of all observable variables. 
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there is no attrition). My empirical strategy is thus 
to match the March CPS respondents to either 
their ORG or May CPS records. From this 
matched sample, I can then use the information 
from the ORG or May CPS questions to divide 
workers into those paid and not paid by the hour. 

Working with these matched samples in- 
volves a number of data issues that are beyond 
the scope of this paper. In particular, between 5 
and 10 percent of respondents cannot be 
matched because of attrition and other data 
problems.23 Also, while the March and May/ 
ORG wage records are for the same respondent, 
they are not for the same period (March wage is 
for last year, May/ORG wage is for the current 
survey month). This means that some workers 
coded as "paid by the hour" may not have been 
paid by the hour in the previous year. Focusing 
on workers who report a wage both in the month 
of the survey (the May/ORG wage) and in the 
previous year also results in a more "stable" 
sample of workers. Fortunately, Appendix Fig- 
ures 2A and 2B show that while the level of 
wage inequality is lower for this matched sam- 
ple than for the full sample, the trends in in- 
equality are very similar for the two samples. 

Despite these data limitations, a striking pat- 
tern of results emerges from Figures 5A (men) 
and 5B (women). These figures contrast the 
variance of the March and May/ORG wages for 
the two groups of workers (paid by the hour or 
not). For both men and women, the variance of 
March wages is systematically larger than the 
variance of May/ORG wages for workers paid 
by the hour. By contrast, there is no systematic 
difference in the variance of March and May/ 
ORG wages for workers not paid by the hour. 
Figures 5A and 5B provide clear evidence that 
the key difference between the March and May/ 
ORG wages is that the wages of workers paid 
by the hour are more noisily measured in the 
March CPS. 

The extent of measurement error in the 
March CPS for workers paid by the hour is both 
quantitatively and statistically significant. For 
men (Figure 5A), the average difference in the 
variance is 0.064, which represents about a third 
of the average variance in the May/ORG CPS 

(0.198). The results are similar for women. The 
average difference in variances (0.055) also rep- 
resents a third of the average variance of wages 
in the May/ORG CPS (0.167). 

Despite these large differences in levels, the 
pattern of change in the variances over time is 
relatively similar in the March and May/ORG 
CPS. For both wage measures, the variance of 
wages for hourly workers is flat in the 1970s, 
grows sharply in the 1980s, and remains rela- 
tively constant thereafter. For workers not paid 
by the hour, however, the variance of wages 
keeps increasing steadily during the 1990s. This 
is consistent with workers not paid by the hour 
being much more educated than workers paid 
by the hour (see below), and within-group in- 
equality increasing for college educated work- 
ers in the 1990s. 

There is a second empirical prediction about 
measurement error in the March CPS that can 
be tested without resorting to the matched sam- 
ple. Under the assumption of classical measure- 
ment error, the additional noise in the March 
CPS measure of wages (for hourly workers) 
should not affect estimates of the conditional 
means of wage (by education, age, etc.).24 This 
means that measurement error should have no 
effect on the between-group variance of wages 
(i.e., the dispersion in conditional means) when 
samples are large enough. If hourly wages from 
the March CPS are simply a noisier measure of 
hourly wages than wages in the May/ORG CPS 
(for hourly workers), then the two wage mea- 
sures should yield similar between-group vari- 
ances of wages. The measurement error should 
increase only the within-group, or residual, 
variance of wages in the March relative to the 
May/ORG CPS. 

Figures 6 and 7 confirm this empirical pre- 
diction. Figure 6A shows the evolution of the 
between-group variance for men over the 
1975-2003 period for the two measures 
(March and May/ORG) of hourly wages.25 In 

23 Since I am matching only months that are close by, the 
matching rates are much higher than in most applications, 
where records in one year are matched to the record for the 
same respondent one year later. 

24 The assumption is reasonable since both Mellow and 
Sider (1983) and Bound and Krueger (1991) find that mea- 
surement error in the CPS earnings in the late 1970s is 
uncorrelated with typical regressors like experience and 
education. 

25 Figures 6 and 7 report the variance of wages by 
earnings year (year of the survey in the May/ORG CPS, 
previous year in the March CPS). I report data for 1975 to 
2003 that correspond to the 1976 to 2004 survey years in the 
March CPS. 
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the case of hourly wages computed from the 
March CPS, I report the between-group vari- 
ance with and without observations with al- 
located earnings. The figure shows that 
including observations with allocated earn- 
ings has essentially no impact on the be- 
tween-group variance. This suggests that the 

hot-deck allocation process used in the CPS 
accurately assigns the means of wages for 
different age and education cells. 

More importantly, the two wage measures 
yield very similar between-group variances of 
log wages. Both the levels and the trends in the 
two series are very similar. Almost all the 
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growth in the between-group variance is con- 
centrated during the first half of the 1980s. The 
between-group variance is more or less constant 
between 1975 and 1980, and after 1985. This 
finding is very robust to the choice of hourly 
wage measure. 

The results for women in Figure 6B are also ro- 
bust to the choice of wage measure. The between- 

group variance obtained from the May/ORG and 
the March CPS (with and without allocators in- 
cluded) all show the same basic pattern. The 
between-group variance declines in the 1970s, 
grows sharply in the first half of the 1980s, and 
grows more slowly thereafter. One natural expla- 
nation for the continuing growth in the between- 
group variance throughout the 1980s and 1990s is 
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that age-earnings profiles are getting steeper 
during this period because of the increased at- 
tachment of women to the labor force.26 

Turning to residual wage dispersion, Figure 
7A shows that, for men, the residual variance of 

March CPS wages (without allocated earnings) 
is systematically larger than the residual vari- 
ance of May/ORG wages. The results in Figure 
7B for women are very similar. A set of strong 
conclusions thus emerges from Figures 5, 6, and 
7. First, Figure 5 clearly shows that wages are 
more noisily measured in the March CPS. Con- 
sistent with classical measurement error, Fig- 
ures 6 and 7 show that these measurement 

26 See Francine D. Blau and Lawrence M. Kahn (1997) 
and Fortin and Lemieux (1998). 
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problems do not affect between-group wage 
dispersion but spuriously inflate residual wage 
dispersion in the March CPS. These findings 
strongly support the view that, relative to the 
May/ORG CPS, residual wage inequality is bi- 
ased up in the March CPS because this wage 
measure poorly captures the hourly wage rate 
for workers paid by the hour. 

B. Spurious Trends in Residual Wage 
Inequality in the March CPS? 

If the bias in residual wage inequality in the 
March CPS were constant over time, using the 
May/ORG or the March CPS would have little 
consequence for the interpretation of the 
sources of change in residual wage inequality. 
Figure 7 shows, however, that both the level and 
growth in residual wage inequality are larger in 
the March than in the May/ORG CPS. In the 
case of men (Figure 7A), the residual variance 
of wages in the May/ORG CPS is stable during 
the 1970s, grows rapidly in the early 1980s, and 
remains fairly constant from the mid-1980s to 
the late 1990s. By contrast, the residual variance 
grows steadily from 1975 to 2003, when hourly 
wages are computed using the March CPS. 
Among women, there is also more growth in the 
residual variance of March relative to May/ 
ORG wages, though the difference is not as 
marked as in the case of men. 

One simple explanation for this difference is 
that measurement problems in the March CPS 
have been magnified by the growth over time in 
the fraction of workers paid by the hour. Con- 
sistent with Daniel S. Hamermesh (2002), Fig- 
ure 8 indeed shows that the fraction of workers 
paid by the hour has increased over time. Since 
education is by far the most important factor 
explaining the propensity to be paid by the hour, 
in Figure 8 I report only the fraction of workers 
paid by the hour by education group.27 Figures 
8A (men) and 8B (women) show that the frac- 
tion of workers paid by the hour has increased 
by up to 15 to 20 percentage points (depending 
on the education group) between the mid-1970s 
and the late 1980s. 

Recall from Figure 5 that, for hourly-rated 
workers, the variance of wages in the March 
CPS exceeds the variance in the May/ORG CPS 
by 0.05 to 0.07. This provides an estimate of the 
variance component due to the fact that wages 
are more poorly measured in the March than in 
the May/ORG CPS. Combining this spurious 
variance component with the 10- 15-percentage- 
point growth in the fraction of workers paid by 
the hour (Figure 8) yields a spurious growth of 
up to 0.01 in the variance of March wages. This 
is substantial relative to the 0.04 to 0.05 growth 
in the residual variance in the May/ORG CPS 
during the same period. 

Autor et al. (2005) argue, however, that it is 
instead the May/ORG CPS that yields down- 
ward-biased growth in residual wage inequality. 
Their point is based on a different assumption 
about the nature of measurement error in the 
March and May/ORG CPS. They assume that 
hourly wages obtained by dividing earnings by 
hours are more noisily measured than direct 
measures of the hourly wage (as for hourly 
workers in the May/ORG CPS).28 They further 
suggest that the variance of measurement error 
is the same for hourly workers in the March 
CPS, nonhourly workers in the March CPS, and 
nonhourly workers in the May/ORG CPS. 

In the absence of further information about 
measurement error in the different wage mea- 
sures, it is not possible to say whether the 
growth in residual wage inequality is biased 
upward in the March CPS (as argued above) or 
biased downward in the May/ORG CPS (as 
argued by Autor et al., 2005). Fortunately, the 
matched March-May/ORG samples can be 
used to probe these assumptions in more detail. 
Under the assumption that the measurement er- 
ror in the March and May/ORG wages is un- 
correlated, it is possible to estimate the "true" 
variance in wages along with the variance of 
measurement error in the March and May/ORG 
CPS. More formally, assume that 

wM= w*+ v, and 

wo = w* + v0 

27 The fraction of workers paid by the hour declines as a 
function of experience. Relative to education, however, 
experience has a smaller impact (in absolute value) on the 
probability of being paid by the hour. 

28 A simple rationale for this assumption is that hours are 
also measured with error and introduce an additional error 
component in measures of hourly wages obtained by divid- 
ing earnings by hours. 



484 THE AMERICAN ECONOMIC REVIEW JUNE 2006 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 
1973 1978 1983 1988 1993 1998 2003 

-Dropout" -High School -Some college College -Post-graduate 

FIGURE 8A. FRACTION OF MEN PAID BY THE HOUR, BY EDUCATION CATEGORY 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 

1973 1978 1983 1988 1993 1998 2003 

Dropout -High School Some college College -Post-graduate 

FIGURE 8B. FRACTION OF WOMEN PAID BY THE HOUR, BY EDUCATION CATEGORY 

where w* is the "true" (log) wage, wM and wo 
are the hourly wages as measured in the 
March and May/ORG CPS, respectively, and 
vM and vo are the corresponding measure- 
ment errors, where Cov(vM, vo) = 0. In this 
simple model, the true variance of wages, 
Var(w*), and the measurement error vari- 
ances, Var(vM) and Var(vo), can be identified 

from the empirical covariance matrix between 

wM and w0.29 

29 The three elements of the covariance matrix are 

Var(wM) = Var(w*) + Var(zru), Var(wo) = Var(w*) + 

Var(vo), and Cov(wM, wo) = Var(w*). The three un- 
knowns, Var(w*), Var(vM), and Var(vo), can be directly 
solved from these three equations. 



VOL. 96 NO. 3 LEMIEUX: INCREASING RESIDUAL WAGE INEQUALITY 485 

TABLE 3--ESTIMATES OF MEASUREMENT ERROR IN THE MAY/ORG AND MARCH CPS 

Men Women 

May/ORG March May/ORG March 

1. Average measurement error variance (1976-2003)* 
a. Paid by the hour 0.017 0.087 0.024 0.077 

[8.4] [33.2] [14.3] [35.0] 
b. Not paid by the hour 0.052 0.065 0.045 0.054 

[16.8] [20.4] [19.4] [23.2] 
2. 1976-2003 change in measurement error variance 

a. Paid by the hour 0.006 0.020 0.011 0.016 
b. Not paid by the hour 0.000 0.017 0.015 0.011 

3. Spurious change in variance due to 
a. Growth in fraction of hourly workers** -0.004 0.002 -0.003 0.003 
b. Growth in measurement error variance*** 0.004 0.018 0.013 0.014 
c. Total (3a + 3b) 0.000 0.020 0.010 0.017 

4. 1976-2003 change in residual variance 0.046 0.079 0.057 0.074 
5. Change adjusted for measurement error (4 - 3c) 0.046 0.059 0.047 0.057 

Note: Measurement error estimated using the matched March-May/ORG sample. See text for detail. 
* Numbers in square brackets represents the percentage of the overall variance of wages due to measurement error. 
** Based on Figure 8, it is assumed that the growth in the fraction of workers paid by the hour is 10 percent for men and 

15 percent for women. These proportions are then multiplied by the difference in the estimated measurement error variances 
for hourly (row la) and nonhourly (row lb) workers. 

*** Change in the weighted average of the measurement error variances for hourly and nonhourly workers. 

Appendix Figure 3A shows the estimated 
measurement error variances for men paid by 
the hour and not paid by the hour. Appendix 
Figure 3B reports the same estimates for 
women. As expected from Figure 5, the mea- 
surement error variances for nonhourly workers 
are comparable in the March and May/ORG 
CPS. Table 3 shows that measurement error 
accounts for about 20 percent of the variance of 
wages for these workers. Also, as expected, the 
measurement error variance for hourly workers 
is much larger in the March than in the May/ 
ORG CPS. Measurement error represents about 
a third of total variance of wages in the March 
CPS compared to only about 10 percent of the 
total variance of wages in the May/ORG CPS. 
Interestingly, the measurement error variance 
for nonhourly workers lies more or less in be- 
tween the measurement error variance for 
hourly workers in the May/ORG and March 
CPS. This is inconsistent with the suggestion of 
Autor et al. (2005) that the variance of measure- 
ment error is the same for hourly and nonhourly 
workers in the March CPS. 

The estimates suggest that the growth in the 
fraction of workers paid by the hour both biases 
upward the growth in inequality in the March 
CPS, and biases downward the growth in in- 
equality in the May/ORG CPS. The magnitude 

of these biases is shown in row 3A of Table 
3 under the assumption that the fraction of 
hourly workers increased by 10 percent for men 
and 15 percent for women (see Figure 8). 

Interestingly, Appendix Figure 3 and Table 
3 (rows 2A and 2B) also indicate that the mea- 
surement error variance generally has been 
growing over time. This suggests that part of the 
increase in residual wage inequality is simply a 
consequence of the fact that wages are increas- 
ingly badly measured in both the March and the 
May/ORG CPS. Row 3B of Table 3 shows that, 
for men, the variance of measurement error 
increased by 0.018 in the March CPS compared 
to 0.004 in the May/ORG CPS. For women, the 
corresponding measurement error variances 
grew by 0.014 (March CPS) and 0.013 (May/ 
ORG CPS). Since the two sources of measure- 
ment error go in opposite directions for men in 
the May/ORG CPS, the adjusted change in the 
residual variance (row 5) is the same as the 
change unadjusted for measurement error (row 
4). By contrast, the adjusted change is system- 
atically smaller than the unadjusted change in 
the March CPS, as both sources of measurement 
error tend to inflate the growth in the residual 
variance. 

I conclude from this detailed examination of 
the measurement of hourly wages in the CPS 
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that the May/ORG CPS provides a more accu- 
rate measure of both the level and the growth in 
residual wage inequality than the March CPS. 
For men, the growth in residual wage inequality 
is unaffected by measurement error corrections 
in the May/ORG CPS. For women, adjusting 
for measurement error reduces the growth in 
residual inequality in May/ORG CPS from 
0.057 to 0.047. Measurement error adjustments 
are even larger in the March CPS, suggesting 
that the growth in residual wage inequality as 
measured in this dataset is substantially biased 
upward. 

VI. Concluding Comments: What Explains the 
(Modest) Growth in Residual Wage Inequality? 

The "common wisdom" about residual wage 
inequality is that it grows steadily over time and 
accounts for most of the overall growth in wage 
inequality. A very different picture emerges 
when the composition of the work force is held 
constant over time and wages are measured 
using the "better" May/ORG CPS instead of the 
March CPS. In particular, I find that residual 
wage inequality accounts for only a modest 
share of the growth in overall inequality be- 
tween 1973 and 2003 after these adjustments 
are made. I also find that residual wage inequal- 
ity generally moves in tandem with other 
"between-group" wage differentials. From a 
time-series point of view, the growth in both 
residual and between-group wage inequality is 
all concentrated in the 1980s (Figure 6 and 7). 
From a cross-sectional point of view, the group 
of workers for which residual inequality grows 
the most (college-educated workers) also happens 
to be a group for which relative wages expanded 
the most dramatically over the last 30 years.30 

As discussed in Section I, these findings have 
important implications for the interpretation of 
the role of unobserved skill prices in the overall 
growth in wage inequality. First, they help re- 

solve several puzzles linked to the timing and 
extent of changes in observable and unobserv- 
able skill prices. Second, the results generally 
reinforces the conclusion of Card and DiNardo 
(2002) that the timing of the growth in wage 
inequality is difficult to reconcile with the 
SBTC hypothesis. This paper poses a further 
challenge to the SBTC hypothesis, since I find 
that residual inequality actually declined in pe- 
riods other than the 1980s. Technological 
change can explain these changes only under 
the implausible assumption that while techno- 
logical change was biased in favor of skilled 
workers during the 1980s, it was biased in favor 
of unskilled workers during the other periods. 

This suggests looking at other possible expla- 
nations for changes in residual wage inequality. 
For example, DiNardo et al. (1996) find that the 
decline in the real value of the minimum wage 
during the 1980s accounts for about a third of 
the increase in residual wage inequality. Lee 
(1999) finds an even larger effect by allowing 
for spillover effects of the minimum wage. In- 
terestingly, the basic trends in the real value of 
the minimum wage are closely related to the 
trends in residual wage inequality documented 
above. For example, row C of Table 2 shows 
that the real value of the minimum wage de- 
clined in the 1980s and early 2000s, while re- 
sidual inequality increased during those two 
periods. By contrast, residual inequality de- 
clined when the real value of the minimum 
wage increased during the 1970s and 1990s. 

Figure 9 explores in more detail the connec- 
tion between the evolution of the minimum 
wage and the residual variance between 1973 
and 2003. The figure compares the residual 
variance when characteristics are held constant 
at their 1973 level to the predicted variance 
from a regression that includes a linear trend 
and the log real minimum wage as regressors.31 
This simple regression model explains the data 
quite well. The R-square is 0.81 and 0.88 for 

30 Because of space limitations, I do not present detailed 
information on other wage differentials. Both Mincer 
(1997) and Olivier Deschenes (2001) show, however, that 
(log) wages became an increasingly convex function of 
years of schooling since the 1970s. In other words, the gap 
between high-school- and college-educated workers ex- 
panded dramatically, while the gap between high-school 
graduates and dropouts remained more or less constant (or 
even declined in some cases). 

31 The estimated effect of the minimum wage is very 
similar when the regressions are fit to the residual variance 
that holds the distribution of characteristics at its 2003 
(instead of 1973) level. In this case, however, the underlying 
time trend is small and positive, while it is negative and 
significant when characteristics are held at their 1973 level. 
These results suggest that there is essentially no growth in 
residual inequality left, once composition effects and the 
impact of the minimum wage have been accounted for. 
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men and women, respectively. This is a very 
good fit since there is almost no time trend in 
the residual variance (the dependent variable). 

For both men (Figure 9A) and women (Fig- 
ure 9B), the minimum wage has a strong impact 
on the residual variance. The regression models 
are reported in the figures and show large t- 
statistics for the effect of the minimum wage 

(t-statistic of 9 for men, and 12 for women). 
Consistent with DiNardo et al. (1996), the effect 
of the minimum wage is also larger for women 
than men. The "visual fit" of the model is most 
impressive for women. The large increases in 
the minimum wage in 1973-1974, 1989-1991, 
and 1995-1997 all closely match corresponding 
declines in the residual variance. By contrast, 
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the three periods where the minimum wage 
declined in real terms for failing to be indexed 
(1981-1989, 1992-1995, and 1998-2003) all 
correspond to clear increases in residual wage 
inequality.32 

While the minimum wage explains well the 
time series pattern of the residual variance, it is 
not a very credible explanation for the substan- 
tial growth in within-group inequality for the 
most highly educated workers, or for the related 
expansion in wage inequality in the upper part 
of the residual distribution (residual 90-50 gap). 
Clearly, something else needs to be brought in 
to explain the growth in inequality in the top 
end of the wage distribution. 

DiNardo et al. (1996) also show that, for 
men, a substantial fraction (40 percent) of the 
increase in the 90-50 gap in the 1980s can be 
linked to the fall of unionization. Intuitively, the 
decline in unions mostly affects workers around 
the middle of the skill distribution who were 
traditionally more likely to belong to unions, 
thereby expanding the gap between the median 
and higher wage quantiles. Other studies, like 
Richard B. Freeman (1993) and Card (1992) 
have also shown that de-unionization explains 
around 20 percent of the increase in inequality 
for men during the 1980s, though most of the 
effect appears to be concentrated on the 
between-group instead of the residual variance 
(DiNardo et al., 1996). Interestingly, unioniza- 
tion did not decline nearly as much in the 1990s 
as in the 1980s. In fact, Card et al. (2004) find 
that unions had very little impact on changes in 
wage inequality during the 1990s. Like the min- 
imum wage explanation, de-unionization works 
quite well in terms of timing, as it helps explain 
the growth in inequality in the period during 
which most of the changes were concentrated 
(the 1980s). 

Other possible explanations are discussed by 
Thomas Piketty and Emmanuel Saez (2003), 
who document a dramatic increase in inequality 
in the top end of the earnings distribution (using 

tax data) since the 1970s. They argue that both 
the timing (over the long run) and the extent of 
the growth in inequality at the top end are hard 
to reconcile with SBTC. Rather, they favor an 
alternative explanation based on social norms. It 
is nonetheless possible for more nuanced forms 
of technological change to benefit dispropor- 
tionally some workers at the top end of the wage 
distribution. For example, Maarten Goos and 
Alan Manning (2003) show that the model of 
technological change of Autor et al. (2003), 
where computerization replaces only "routine," 
as opposed to "unskilled," tasks, can lead to an 
expansion of wage inequality in the upper part 
of the wage distribution, but to a reduction in 
inequality in the lower part of the distribution.33 

A more traditional but related "human capi- 
tal" explanation is that when the return to col- 
lege education increases, we also expect the 
return to a "good" college education to increase 
even more. This idea can be captured in a "sin- 
gle index" model, where total educational input 
is simply the product of years of schooling and 
school quality. This implies that school quality 
and years of schooling are perfect substitutes, 
and that the within-group variance for college 
graduates (variance of school quality times the 
return to college) is proportional to the return to 
college. The important point here is that a stan- 
dard human capital approach could help explain 
the cross-sectional pattern of changes in both 
residual wage inequality and between-group 
wage differentials observed in the data. 

In summary, the fact that residual wage in- 
equality growth is not that important quantita- 
tively, and moves in tandem with between- 
group inequality, generally simplifies the 
"story" on changes in wage inequality. It leaves 
only two key questions to be answered. The first 
question is why the overall growth in wage 
inequality is so concentrated in the 1980s. The 
second question is why wage inequality has 
mostly expanded in the upper end of the wage 
distribution. I have suggested possible answers 
to these questions but much, nonetheless, re- 
mains to be done in future research. 

Finally, an important by-product of the paper 
is to show that the March CPS does not provide 

32 The three most important increases in the minimum 
wage are: from $1.60 to $2.00 in May 1974, from $3.35 in 
March 1990 to $4.25 in April 1991, and from $4.25 in 
September 1996 to $5.15 in September 1997. The real value 
of the minimum wage was substantially eroded by inflation 
as the minimum wage remained fixed at $3.35 from January 
1981 to March 1990, at $4.25 from April 1991 to September 
1996, and at $5.15 from September 1997 on. 

33 The idea is that workers in the middle of the distribu- 
tion are those who perform "skilled but routine" tasks. They 
are thus the most adversely affected by technological 
change. 
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APPENDIX TABLE 1-PERCENTAGE DISTRIBUTION OF WORKERS BY EDUCATION AND EXPERIENCE GROUPS, MAY/ORG CPS 

Men Women 

1973-74 1980 1990 2003 1973-74 1980 1990 2003 

A. Education categories 
High-school dropout 30.4 23.0 15.9 11.4 25.7 17.5 11.4 7.4 
High-school graduate 37.4 37.9 38.1 31.0 46.3 46.0 41.5 29.3 
Some college 15.3 18.1 20.4 26.6 13.7 18.7 23.2 30.8 
Bachelor's degree 9.1 11.6 14.8 20.4 9.3 11.0 14.8 21.5 
Postgraduate degree 7.7 9.4 10.9 10.6 5.0 6.9 9.2 10.9 

B. Years of experience 
0-10 35.8 39.4 31.9 26.6 38.5 41.4 33.8 27.7 

11-20 22.7 24.5 32.8 28.2 18.5 22.8 29.5 24.4 
21-30 18.2 16.4 19.5 26.3 19.1 16.6 21.0 27.3 
31+ 23.3 19.7 15.8 19.0 23.9 19.3 15.7 20.7 

very accurate measures of wages for the major- 
ity of workers who are paid by the hour. The 
ORG supplement of the CPS provides more 
accurate measures of hourly wages for much 
larger samples of workers than the March CPS. 
Over 30 years of data are now available when 
the ORG CPS is combined with the 1973-1978 
May CPS. There is, thus, a strong case for using 
the May/ORG CPS, instead of the March CPS, 
for studying the determinants and the evolution 
of the structure of wages in the United States 
since the early 1970s. 

APPENDIX A: MAY/ORG AND MARCH 
CPS DATA 

This Appendix explains in more detail how 
the March and May/ORG CPS are processed to 
make the wage samples as comparable as pos- 
sible. Both the May/ORG and the March CPS 
can be used to compute hourly wage rates. The 
March Supplement of the CPS asks about total 
earnings during the previous year. An hourly 
wage rate can then be computed by dividing last 
year's earnings by total hours worked last year. 
The latter variable is computed by multiplying 
two other variables available in the March CPS, 
usual weekly hours of work last year and weeks 
worked last year. 

For historical reasons, however, many studies 
based on March CPS data proxy for hourly 
wage rates by focusing only on the earnings of 
full-time (and sometimes full-year) workers. 
The reason is that, prior to 1976, the March CPS 
asked only about full-time/part-time status last 
year (instead of usual hours of work last year). 
Furthermore, the information about weeks 

worked last year was limited to few intervals (0, 
1-13, 14-26, 27-39, 40-47, 48-49, 50-52) in 
the pre-1976 March CPS. One important draw- 
back of this alternative wage measure, however, 
is that it is limited to the subset of the work 
force that works full time (and sometimes full 
year). This is particularly problematic for 
women. It also fails to control for the dispersion 
in hours of work among workers who work full 
time (35 hours and more a week). 

Since we now have almost 30 years of data 
for which hourly wage rates can be directly 
computed for all workers, I limit the analysis of 
wages in the March CPS to the period starting 
with the earnings year 1975 (March 1976 sur- 
vey). Another reason for starting with the wage 
data for 1975 is that the other wage measure 
available in the May/ORG CPS is available only 
from May 1973 on. Since one contribution of 
the paper is to compare the two data sources, the 
gain of using a more precise and comparable 
measure of hourly wages from the March CPS 
clearly outweighs the cost of losing two years of 
data for 1973 and 1974.34 

There are important differences between the 
way wages are measured in the March and 
May/ORG CPS. First, while the March CPS 

34 Another problem is that, since missing wages were not 
allocated in the May 1973-1978 CPS, allocated wages and 
earnings should be excluded from the March CPS for the 
sake of comparability. Unfortunately, individual earnings 
allocation flags are not available in the March CPS prior to 
the 1976 survey (Lee Lillard et al., 1986). Though family 
earnings allocation flags can be used instead (see JMP), this 
is one more reason for focusing on the March CPS data 
starting with the earnings year 1975. 
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(Holding distribution of skills at their 1973 level) 

asks about retrospective measures of wages and 
earnings (last year), the May/ORG supplement 
asks about wages at the time of the survey. 
Second, the May/ORG wage questions are 
asked only to wage and salary workers. By 
contrast, the March CPS asks separate questions 
about wage and salary earnings and self- 
employment earnings. To get comparable wage 
samples, I limit my analysis of the March data 

to wage and salary earnings. One problem is 
that when workers have both wage and salary 
and self-employment earnings, we do not know 
how many hours of work pertain to wage and 
salary jobs versus self-employment. To mini- 
mize the impact of these considerations, I limit 
my analysis to wage and salary workers with 
very limited self-employment earnings (less 
than 10 percent of wage and salary earnings). 
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(Holding distribution of skills at their 1973 level) 

Another difference is that the ORG supple- 
ment asks questions about only the worker's 
main job (at a point in time) while the March 
CPS includes earnings from all jobs, including 
second jobs for dual job holders. Fortunately, 
only a small fraction of workers (around 5 
percent typically) hold more than one job at the 
same time. Furthermore, these secondary jobs 

represent an even smaller fraction of hours 
worked. 

Finally, since the May/ORG CPS is a "point- 
in-time" survey, the probability that an individ- 
ual's wage is collected depends on the number 
of weeks worked during a year. By contrast, a 
wage rate can be constructed from the March 
wage information, irrespective of how many 
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weeks (provided that it is not zero) are worked 
during the year. This means that the May/ORG 
wage observations are implicitly weighted by 
the number of weeks worked, while the March 
wage observations are not. 

One related issue is that several papers, like 
DiNardo et al. (1996), also weight the observa- 

tions by weekly hours of work to get a wage 
distribution representative over the total number 
of hours worked in the economy. Weighting by 
weekly hours can also be viewed as a reasonable 
compromise between looking at full-time workers 
only (weight of one for full-time workers, zero for 
part-time workers) and looking at all workers as 
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"equal" observations, irrespective of the number 
of hours worked. Throughout the paper, I thus 
weight the March CPS observations by annual 
hours of work, and weight the May/ORG obser- 
vations by weekly hours of work. 

In both the March and ORG supplements of 
the CPS, a growing fraction of workers do not 

answer questions about wages and earnings. 
The Census Bureau allocates a wage or earnings 
item for these workers using the famous "hot 
deck" procedure. The CPS also provides flags 
and related sources of information that can be 
used to identify workers with allocated wages in 
all years except in the January 1994 to August 
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1995 ORG supplements.35 By contrast, in the 
May 1973-1978 CPS, wages were not allocated 
for workers who failed to answer wage and 
earnings questions.36 For the sake of consis- 
tency across data sources, all results presented 
in the paper rely only on observations with 
nonallocated wages, unless otherwise indicated. 

Wages and earnings measures are topcoded 
in both the March and May/ORG CPS. Topcod- 
ing is not much of an issue for workers paid by 
the hour in the May/ORG CPS. Throughout the 
sample period, the topcode remains constant at 
$99.99, and only a handful of workers have 
their wage censored at this value. By contrast, a 
substantial number of workers in the March 
CPS, and nonhourly workers in the May/ORG 
CPS, have topcoded wages. When translated on 
a weekly basis for full-year workers, the value 
of the topcode for annual wages in the March 
CPS tends to be comparable to the value of the 
topcode for weekly wages in the May/ORG 
CPS. For instance, in the first sample years 
(1975 to 1980), the weekly topcode in the May/ 
ORG CPS is $999 compared to $962 for full- 
year workers in the March CPS (annual topcode 
of $50,000). In the last sample years (1998 to 
2003), the weekly topcode in the ORG CPS is 
$2,884, which is identical to the implied weekly 
topcode for full-year workers in the March CPS 
(annual topcode of $150,000 divided by 52). 
Following most of the literature, I adjust for 
topcoding in both the May/ORG and the March 
CPS by multiplying topcoded wages by a factor 
of 1.4. 

For a variety of reasons, several data adjust- 
ments are performed before applying the 1.4 
factor to topcoded wages. In the May/ORG 
CPS, the topcode on the edited weekly earnings 
variable for workers not paid by the hour goes 
from $999 in 1973-1988 to $1,923 in 1989- 
1997 and to $2,884 in 1998-2002. Between 
1986 and 1988, however, it is possible to use the 
unedited weekly earnings variable, which is 
topcoded at $1,999 instead of $999. Though the 
unedited variable is not computed for workers 
who fail to respond to the earnings question, 
this does not matter here, since I use only data 
for workers with unallocated wages and earn- 
ings. I thus use the unedited earnings variable 
for the 1986-1988 period. 

Several adjustments also have to be per- 
formed before applying the 1.4 factor to the 
March CPS data. Until March 1989, wages and 
salaries were collected in a single variable per- 
taining to all jobs, with a topcode at $50,000 
until 1981 (survey year), $75,000 from 1982 to 
1984, and $99,999 from 1985 to 1988. Begin- 
ning in 1989, the March CPS started collecting 
wage and salary information separately for main 
jobs and other jobs, with topcodes at $99,999 
for each of these two variables. The topcodes 
were later revised to $150,000 for the main job 
and $25,000 for other jobs in March 1996. 

Prior to March 1996, the earnings variable of 
workers who are topcoded simply takes the 
value of the actual topcode. Starting in March 
1996, however, the value of earnings for top- 
coded workers is replaced by the mean earnings 
among all topcoded workers. Mean earnings are 
computed separately for different demographic 
groups. For example, in the March 2001 CPS, 
the mean for topcoded main job earnings ranges 
from $195,699 for white females not working 
full time full year, to $335,115 for full-time, 
full-year white males. The corresponding means 
for these two groups are $39,320 and $56,879 
for wage and salary earnings on other jobs. 

To maintain consistency over time, I first 
construct a topcoded variable for total wage and 
salary earnings from March 1989 on. For 1989- 
1995, I simply keep the pre-1989 $99,999 top- 
code. Since both main job and other job 
earnings are separately topcoded at $99,999, I 
simply add these two earnings variables and 
topcode the sum at $99,999. After various ex- 
periments, I decided to use a topcode of 
$150,000 for total wage and salary earnings 

35 Allocation flags are incorrect in the 1989-1993 ORG 
CPS and fail to identify most workers with missing wages. 
Fortunately, the BLS files report both edited (allocated) and 
unedited (unallocated) measures of wages and earnings. I 
use this alternative source of information to identify work- 
ers with allocated wages in these samples. 

36 There has been some confusion in the literature be- 
cause of the lack of good documentation on the allocation of 
missing wages in the 1973-1978 CPS. Several papers as- 
sume that, like in the March CPS prior to 1976, wages were 
allocated but not flagged in the May 1973-1978 CPS. For 
example, Katz and Autor (1999) compare a (May CPS) 
sample without allocated wages in 1973 to a sample with 
allocated wages in 1979. This likely overstates the growth in 
residual wage inequality during the 1970s, since residual 
wage dispersion is generally higher when allocated wages 
are included than when they are not (see Figure 7). See 
Barry T. Hirsch and Edward Schumacher (2004) for a 
detailed discussion of how wages are allocated (or not 
allocated) in the May/ORG CPS. 
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from 1996 on. Unfortunately, it is not possible 
to topcode total wage and salary earnings in a 
way that is completely consistent with the pre- 
1996 situation. The problem is with workers 
who earn less that $125,000 on their main job 
but have earnings from other jobs topcoded at 
$25,000. It is not possible to know whether total 
earnings of these workers are above or below 
$150,000. After some experiments, I decided to 
compute total earnings as the sum of main job 
earnings (censored at $150,000) and earnings 
on other jobs where I use the actual earnings 
provided in the CPS (where topcoded observa- 
tions are imputed the actual mean earnings 
among topcoded workers). 

For example, consider a full-time, full-year 
white male who earns $90,000 on his main job 
but has his earnings topcoded at $25,000 for 
other jobs in the March 2001 CPS. I compute 
total earnings as the sum of $90,000 and 
$56,879 (see above), which yields $146,876. 
Since this is below the $150,000 topcode, I do 
not compute further adjustments for this 
worker. By contrast, I would censor at $150,000 
the total earnings of the same worker if he 
earned $100,000 instead of $90,000 on his main 
job (total of $156,876). 

These adjustments likely have little impact 
since, in the March 1996-2003 CPS, less than 1 
percent of workers have main job earnings be- 
low $125,000 and are topcoded on their other 
jobs earnings. Finally, once total wage and sal- 
ary earnings have been censored in a consistent 
fashion, I multiply the earnings of workers at 
this consistent topcode by the standard 1.4 
factor. 

In both the May/ORG and March CPS, I also 
follow the existing literature by trimming very 
small and very large value of wages to remove 
potential outliers. Following Card and DiNardo 
(2002), I remove observations with an hourly 
wage of less than $1 or more than $100 in 1979 
dollars. I also limit the analysis to workers age 
16 to 64 with positive potential experience 
(age-education-6). 

One last point about the ORG CPS is that, 
starting in 1994, workers are first asked what is 
the earnings periodicity (hourly, weekly, bi- 
weekly, annual, etc.) that they prefer to use in 
reporting their earnings on their current job. But 
as before, all workers paid by the hour are asked 
for their hourly wage rate. Hourly rated workers 
are asked this question even if "hourly" is not 

their preferred periodicity in the first question. 
Workers not paid by the hour are then asked to 
report their earnings for the periodicity of their 
choice. An hourly wage rate can again be com- 
puted by dividing earnings by usual hours of 
work over the relevant period. In 1994, the CPS 
also introduced "variables hours" as a possible 
answer for usual hours of work. I impute hours 
of work for these workers using a procedure 
suggested by Anne Polivka of the BLS. 

APPENDIX B: ACCOUNTING FOR COMPOSITION 
EFFECTS IN THE MARCH CPS 

Appendix Figures 4A (men) and 4B (women) 
compare the actual residual variance using the 
March CPS hourly wage rate to the residual 
variance that would have prevailed if the distri- 
bution of age and education had remained at its 
1975 level. The reweighting methodology used 
to compute the counterfactual variance is the 
same as for the May/ORG CPS (Figure 3). The 
figures show that the impact holding the distri- 
bution of characteristics constant is less dra- 
matic in the March CPS than in the May/ORG 
CPS data. 

Despite these differences, adjusting for com- 
position effects still has a significant impact on 
the economic interpretation of the trends in the 
residual variance in the March CPS. In partic- 
ular, the figures show essentially no growth in 
the residual variance after 1987-1988 when the 
distribution of experience and education is held 
at its 1975 level. For women, the pattern of 
growth in residual inequality in the March CPS 
is similar to the one in the May/ORG CPS (with 
or without adjustments for composition effects). 
All the growth in residual inequality is concen- 
trated in the first half of the 1980s. For men, the 
post-1980 growth in residual inequality also 
becomes qualitatively similar to the one in the 
May/ORG CPS. The only major discrepancy is 
that residual inequality grows rapidly in the 
March CPS during the 1970s, while it remains 
stable in the May/ORG data. 

For reasons discussed in detail in Section V, 
trends in residual wage inequality appear to be 
substantially biased upward in the March CPS. 
One problem is that the wages of hourly rated 
workers are particularly badly measured in the 
March CPS, and the fraction of hourly rated 
workers has grown over time. The importance 
of composition effects can also be understated 
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APPENDIX FIGURE 4A. RESIDUAL VARIANCE FOR MEN IN THE MARCH CPS 
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APPENDIX FIGURE 4B. RESIDUAL VARIANCE FOR WOMEN IN THE MARCH CPS 

(Holding distribution of skills at their 1975 level) 

in the March CPS for the same reason. Remem- 
ber that composition effects represent the dif- 
ference between the actual residual variance and 
the counterfactual variance obtained by replac- 
ing the skill composition in the end period (say 
2003) by the skill composition in the base pe- 
riod (say 1973). The counterfactual puts much 
more weight on less educated workers and less 

weight on more educated workers. This results 
in large composition effects in the May/ORG 
CPS because the within-group variance among 
highly educated workers is much larger than 
among less educated workers. 

The difference in the within-group variance 
across education should be lower in the March 
than in the May/ORG CPS because the variance 
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among less educated workers is inflated by the 
larger fraction of those workers being paid by 
the hour. Consider, for example, the case of 
college postgraduates relative to high-school 
dropouts. In the early 2000s, between 80 and 90 
percent of high-school dropouts were paid by 
the hour compared to just more than 10 percent 
among college postgraduates, a difference of 
about 70 percentage points (Figure 8). In light 
of the evidence in Figure 5, this suggests that 
the within-group variance of high-school drop- 
outs in the March CPS is inflated by about 0.05 
relative to college postgraduates.3 This repre- 
sents about a third of the 0.15-0.20 difference 
in the within-group variance between college 
postgraduates and high-school dropouts during 
the same period. Consistent with this prediction, 
a closer examination of the March data indeed 
indicates that the difference between the vari- 
ance of these two groups is about 0.05 lower in 
the March than in the May/ORG CPS data.38 

Because of this problem, the reweighting pro- 
cedure should yield smaller composition effects 
when applied to the March CPS instead of the 
May/ORG CPS. Appendix Figure 4 indeed shows 
that composition effects in the March CPS are 
about a third smaller than in the May/ORG CPS. 
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