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Let us determine the area R bounded by the 
graph of the function 𝑓(𝑥) ≥ 0 and the axis 𝑥
on the interval 〈 𝑎, 𝑏 〉. Let's do the following:
Divide the interval 𝑎, 𝑏 into 𝑛 partial 
intervals

𝑥1, 𝑥2 , 𝑥2, 𝑥3 , … , 𝑥𝑛, 𝑥𝑛+1 , where
𝑎 = 𝑥1 < 𝑥2 < ⋯ , 𝑥𝑛 < 𝑥𝑛+1 = 𝑏.

The searched area can be estimated using the 
expression

𝑆(𝑅) ≈

𝑖=1

𝑛

𝑆 𝑅𝑖 =

𝑖=1

𝑛

𝑓 𝑥𝑖 . (𝑥𝑖+1 − 𝑥𝑖)

If there is a limit for 𝑛 → ∞, we write that
𝑆 𝑅 = 

𝑎

𝑏
𝑓(𝑥)𝑑𝑥 and we call it a definite

integral of 𝑓(𝑥) on 〈 𝑎, 𝑏 〉.
Number 𝑎 is called lower limit of the integral,  
number 𝑏 is called upper limit of the integral. 
We say that𝑓(𝑥) is integrable on given interval. 
Remark: For the existence of the integral 𝑓(𝑥)
on 〈 𝑎, 𝑏 〉 it is sufficient that the function is
continuous here (it can be shown that even a 
milder assumption is enough)
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The concept of a definite integral can be extended to cases where a≥ 𝑏: 

න
𝑎

𝑏

𝑓 𝑥 𝑑𝑥 = −න
𝑏

𝑎

𝑓 𝑥 𝑑𝑥, න
𝑎

𝑎

𝑓(𝑥)𝑑𝑥 = 0,

For f 𝑥 ≤ 0:

𝑎
𝑏
𝑓 𝑥 𝑑𝑥 = 𝑎−

𝑏
−𝑓 𝑥 𝑑𝑥,

Theorem: If there are both 𝑎
𝑐
𝑓(𝑥)𝑑𝑥 , 𝑐

𝑏
𝑓(𝑥)𝑑𝑥, 

then there is also the interval over 〈 𝑎, 𝑏 〉 and 

𝑎
𝑏
𝑓(𝑥)𝑑𝑥 = 𝑎

𝑐
𝑓(𝑥)𝑑𝑥 + 𝑐

𝑏
𝑓(𝑥)𝑑𝑥

Theorem: For the functions 𝑓(𝑥) and 𝑔(𝑥) integrable over 〈 𝑎, 𝑏 〉 holds:

if ∀ 𝑥 ∈ 𝑎, 𝑏 : 𝑓 𝑥 ≥ 𝑔(𝑥) then also 𝑎
𝑏
𝑓(𝑥)𝑑𝑥 ≥ 𝑎

𝑏
𝑔(𝑥)𝑑𝑥. 

Theorem: For 𝑓(𝑥) and 𝑔(𝑥) integrable over 〈 𝑎, 𝑏 〉 and arbitrary constants 𝛼, 𝛽,
there exists definite integral of a function 𝛼 𝑓(𝑥) + 𝛽 𝑔(𝑥) over 〈 𝑎, 𝑏 〉 and:

𝑎
𝑏
(𝛼 𝑓(𝑥) + 𝛽 𝑔(𝑥))𝑑𝑥 = 𝛼 𝑎

𝑏
𝑓(𝑥) 𝑑𝑥 + 𝛽 𝑎

𝑏
𝑔(𝑥)𝑑𝑥 .

Properties of Definite Integrals



Theorem: Integral as a function of the upper limit: For 𝑓(𝑥) integrable over
〈 𝑎, 𝑏 〉 and arbitrary 𝑥0 ∈ 〈 𝑎, 𝑏 〉 is following true: The function 𝐹(𝑥) ∶=
𝑥0
𝑥
𝑓 𝑡 𝑑𝑡 is continuous over 〈 𝑎, 𝑏 〉 and in the case of continuity of 𝑓(𝑥) we

have: 𝐹′(𝑥) = 𝑓(𝑥) (so, for continuous 𝑓(𝑥) is 𝐹(𝑥) its antiderivative.)
Theorem: Newton‘s formula:
Let 𝑓(𝑥) be continuous over 〈 𝑎, 𝑏 〉 and 𝐹(𝑥) be any of its antiderivatives, then: 

න
𝑎

𝑏

𝑓(𝑥) 𝑑𝑥 = 𝐹(𝑏) − 𝐹(𝑎),

we also write 𝑎
𝑏
𝑓(𝑥) 𝑑𝑥 = 𝐹 𝑥 𝑎

𝑏 = 𝐹(𝑏) − 𝐹(𝑎)

Problem: Find definite integral for 𝑓(𝑥) = 𝑥 + 1, 𝑎 = 1, 𝑏 = 3.

Solution: 1
3
(𝑥 + 1) 𝑑𝑥 =

𝑥2

2
+ 𝑥

1

3

=
9

2
+ 3 − (

1

2
+ 1) = 6.

Problem: Find definite integral for 𝑓 𝑥 = 3 𝑥, 𝑎 = 0, 𝑏 = 1.

Solution: 0
1 3 𝑥 𝑑𝑥 = 

3𝑥
4
3

4 0

1

=
3

4
.

http://demonstrations.wolfram.com/IntuitionForTheFundamentalTheoremOfCa
lculus/
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Integration methods
Integration by parts in definite integal: If the functions 𝑢(𝑥), 𝑣(𝑥) have continuous derivatives on
〈 𝑎, 𝑏 〉, then

න
𝑎

𝑏

𝑢′ 𝑥 ⋅ 𝑣(𝑥) 𝑑𝑥 = 𝑢 𝑥 ⋅ 𝑣 𝑥 𝑎
𝑏 −න

𝑎

𝑏

𝑢(𝑥) 𝑣′(𝑥) 𝑑𝑥

Example: 0
1
𝑥 ln(𝑥 + 1) 𝑑𝑥 =

𝑢′ = 𝑥 𝑣 = ln(𝑥 + 1)

𝑢 =
𝑥2

2
𝑣′ =

1

𝑥+1

=
𝑥2

2
ln 𝑥 + 1

0

1

−

0
1 𝑥2

2 𝑥+1
𝑑𝑥 =

1

2
ln2 − 0 − 0

1 𝑥2+1−1

2 𝑥+1
𝑑𝑥 =

1

2
ln2 −

1

2
0
1
𝑥 − 1 +

1

𝑥+1
𝑑𝑥 =

1

2
ln2 −

1

2


൨

𝑥2

2
−

𝑥 + ln 𝑥 + 1
0

1

=
1

2
ln2 −

1

4
+

1

2
−

1

2
ln2 − 0 =

1

4

Substitution in definite integal: If 𝑢 = 𝜑 (𝑥) has continuous derivative on 〈 𝑎, 𝑏 〉 and if 𝑓(𝑢) is
continuous on 𝜑(〈 𝑎, 𝑏 〉), 

න
𝑎

𝑏

𝑓(𝜑 (𝑥)) 𝜑′ (𝑥) 𝑑𝑥 = න
𝜑 𝑎

𝜑 𝑏

𝑓( 𝑢) 𝑑𝑢

Example: 1−
0 𝑥+1

𝑥2+2𝑥+3
𝑑𝑥 =

1

2
1−
0 2𝑥+2

𝑥2+2𝑥+3
𝑑𝑥 =

𝑢 = 𝑥2 + 2𝑥 + 3, 𝑢(−1) = 2,

𝑑𝑢 = 2𝑥 + 2 𝑑𝑥, 𝑢(0) = 3
=

1

2
2
3 1

𝑢
𝑑𝑢 =

1

2
ln 𝑢 2

3 =
1

2
ln

3

2
.

Comment: The antiderivative of
𝑥+1

𝑥2+2𝑥+3
is 

1

2
ln(𝑥2 + 2𝑥 + 3). The definite integral can be written as  

1

2
ln 𝑥2 + 2𝑥 + 3

−1

0
that is equivalent to  

1

2
ln 𝑢 2

3. Thus, it is not necessary to substitute back 𝑢 =

𝑥2 + 2𝑥 + 3 in the Newton formula; we can just transform the limits.



Infinite interval of integration (𝑎 = −∞ or 𝑏 = ∞)

Definition: We define 
𝑎

∞
𝑓(𝑥) 𝑑𝑥 = lim

𝑡→∞

𝑎

𝑡
𝑓(𝑥) 𝑑𝑥, if the limit converges. Otherwise, we say 

that the integral diverges. We define by analogy


−∞

𝑏
𝑓(𝑥) 𝑑𝑥 = lim

𝑡→−∞

𝑡

𝑏
𝑓(𝑥) 𝑑𝑥

Example:
2

∞ 1

𝑥2
𝑑𝑥 = lim

𝑡→∞

2

𝑡 1

𝑥2
𝑑𝑥 = lim

𝑡→∞
−

1

𝑥 2

𝑡
= lim

𝑡→∞
−

1

𝑡
+

1

2
= 0 +

1

2
=

1

2
.

Definition: Integral 
−∞

∞
𝑓(𝑥) 𝑑𝑥 is said to be convergent, if both integrals


−∞

𝑐
𝑓(𝑥) 𝑑𝑥 , 

𝑐

∞
𝑓(𝑥) 𝑑𝑥 converge for some 𝑐 ∈ ℝ. We define

න
−∞

∞

𝑓 𝑥 𝑑𝑥 = න
−∞

𝑐

𝑓(𝑥) 𝑑𝑥 + න
𝑐

∞

𝑓(𝑥) 𝑑𝑥

Example: 
−∞

∞ 1

𝑥2−2𝑥+5
𝑑𝑥 = 

−∞

∞ 1

𝑥−1 2+4
𝑑𝑥 =

2𝑡 = 𝑥 − 1
2𝑑𝑡 = 𝑑𝑥

= 
−∞

∞
2

𝑑𝑡

4𝑡2+4
=

1

2

−∞

∞ 1

𝑡2+1
𝑑𝑡 =

1

2

−∞

0 1

𝑡2+1
𝑑𝑡 +

1

2

0

∞ 1

𝑡2+1
𝑑𝑡 =

1

2
𝑎𝑟𝑐𝑡𝑔 𝑡 −∞

0 +
1

2
𝑎𝑟𝑐𝑡𝑔 𝑡 0

∞ =
1

2
0 − −

𝜋

2
+

1

2

𝜋

2
− 0 =

𝜋

2

Improper integral



Integrals of unbounded functions
Definition:  For the function 𝑓(𝑥) that is unbounded for x approaching to 𝑏, but is bounded in an
interval  〈𝑎, 𝑡〉 for any  𝑡 ∈ 〈 𝑎, 𝑏), we define

න
𝑎

𝑏

𝑓(𝑥) 𝑑𝑥 = lim
𝑡→ 𝑏−

න
𝑎

𝑡

𝑓(𝑥) 𝑑𝑥 ,

if the limit does exist. Otherwise, we say that the integral diverges. By analogy, it is defined for a 
function that is not bounded in point 𝑎:

න
𝑎

𝑏

𝑓(𝑥) 𝑑𝑥 = lim
𝑡→ 𝑎+

න
𝑡

𝑏

𝑓(𝑥) 𝑑𝑥 .

Example: 0
1
1/5 𝑥 𝑑𝑥 = lim

𝑡→ 0+
𝑡
1
𝑥
−1

5 𝑑𝑥 = lim
𝑡→ 0+

5𝑥
4
5

4 𝑡

1

= lim
𝑡→ 0+

5

4
− 5

5
𝑡4

4
=

5

4
− 0 =

5

4
.

Comment: If the function 𝑓(𝑥) is not bounded at 𝑐 ∈ (𝑎, 𝑏),we define:

𝑎
𝑏
𝑓(𝑥) 𝑑𝑥 = 𝑎

𝑐
𝑓(𝑥) 𝑑𝑥 + 𝑐

𝑏
𝑓(𝑥) 𝑑𝑥 , if both integrals on the right-hand side exist.

Problem:  Find 0
2 1

𝑥−1
𝑑𝑥.

Wrong solution: 0
2 1

𝑥−1
𝑑𝑥 = ln 𝑥 − 1 0

2 = ln 1 − ln 1 = 0

Correct solution: The function is not defined for x = 1, so 0
2 1

𝑥−1
𝑑𝑥 = 0

1 1

𝑥−1
𝑑𝑥 + 1

2 1

𝑥−1
𝑑𝑥= 

lim
𝑡→ 1+

ln 𝑥 − 1 0
𝑡 + lim

𝑡→ 1−
ln 𝑥 − 1 𝑡

2 = ∞ − ln1 + ln 1 − ∞, so the integral is not convergent. 
http://demonstrations.wolfram.com/ImproperIntegrals/

Improper integral
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