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1. GENERAL NOTATION AND ABBREVIATIONS

s:=wvorv=:s...denoting expression v by symbol s.
iff stands for if and only if.

Sets and mappings:

N,Z,R,C ...natural numbers, integers, real and com-
plex numbers, respectively.

Zn :={0,1,...,N — 1} ...residuals modulo N € N.
RT ...the set of all non-negative real numbers.

exp X ...class of all subsets of the set X.

card M ...cardinality of a set M.

()" : R — R" ... mapping defined as (z)* = max(0, x).
(a,b), [a,b], (a,b], [a,b) ...intervals on real line.

J(a,b) = {z| min(a,b) < z < max(a,b)}
Jla,b] = {z| min(a,b) <z < max(a,b)}.
fA) = {y € Y|y = f(z),r € A C X} ...range

(image) of set A under mapping f: X — Y.
fYB) :={x € X|f(x) € B} C X ...inverse image
of set B C'Y under mapping f: X — Y.
I4 ...indicator function of set A C X:

1 forxzeA
Lat@) = 0 otherwise
A, 7 ...increasing or non-decreasing sequence of num-
bers or sets.
A, | ...decreasing or non-increasing sequence of num-
bers or sets.
> A=, Ai ... union of a family of sets which
are pairwise disjoint.
A¢:= X — A ...complement of set A C X in X where
X is a priori known from the context.
A :=liminf, o0 An :=Upo, ﬂ;’in Aj ...inferior limit
of a sequence of sets.
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o A := limsup,_ . An = 32, Uj=, A4; ...superior
limit of a sequence of sets.

o A=1lim, .. A, iff A=A, clearly
An 1 A implies limy oo An = |, An and
Apn | A implies limy, oo An = Now, An.

Vectors and matrices:

e = := [z1,...,2,]7 ...vector of numbers (by default
column vector if not stated otherwise).

ex+h:=[z1+h,...,z.+h7, heC.

o T = [xtl,,..,xtk]T € C* where t = [tl,...,tk}T €
NF t; €{1,...,n} fori=1,... k.

o (i) :=[T1,...,Ti1,Tit1,-- .,xn]T forany 1 < i < n.

o f(x):=f(z1,...,2n), dx:=dx1...dTp.

e 0,0,,41 ...vector of n zero entries.

o A Anixn = [ai;] = [A(4,7)] ... matrix of size m X n.

e R(A):={y|y = Az} ...range space of matrix oper-

ator A.
N(A) := {x| Az = 0} ...null space (kernel) of matrix
operator A.

o AT :=[aj;] ... matrix transpose.
e A" :=[a;;] ... matrix adjoint.
e I, I,:=1I,xn,=1[0;]...identity matrix of order n.
e det A ...determinant of a square matrix A.
e 0, 0,,xn ...zero matrix of size m X n.
0 X2 e 0
e diag(x) := . ...diagonal ma-
0 0 ... xn
trix.
e A(i,:) := [ai1,...,Qn] ...i-th row of matrix A using
MATLARB style.
o A(5,7) :=[aij,...,am;]* ... j-th column of matrix A

using MATLAB style.
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A :=[ri;...5mm] = [s1,...,8n] ... forming matrix A
row-by-row or columnwise using MATLAB style.

A >0 (or A>0)...positively (semi)definite (non-
negatively definite) matrix.

(x,y) == >." % = y*x ...scalar (inner) product
of vectors  and y.

lz| :== /> |zi]> = \/{z, ) ...Euclidean norm of

vector x.

Random variables and random vectors:

X ...random variable.

X := [X1,...,Xn])T ... (real) random vector, index-
ing conventions listed above for number vectors are
adopted accordingly.

e 1 :=px := EX ...expectation of random variable X.
o =y :=EX:=[EXy,...,EX,]T ... expectation of

random vector X.

0% := 0% :=varX := E|X —EX|* = E|X|* - |[EX|? >
0 ...variance of random variable X.

oxy :=cov(X,Y) :=E(X —EX)(Y —EY) = EXY —
(EX)(EY) ...covariance of random variables X and
Y.

Yx := varX := [cov(X;, X;)] = E(X—EX)(X-EX)” =
EXX” —(EX)(EX)T ... variance matrix of random vec-
tor X.

Yxy = cov(X,Y) := [cov(X;,Y;)] = E(X — EX)(Y —
EY)” = EXY” — (EX)(EY)” ... covariance matrix of
X and Y.

It holds:

varX = cov(X, X).

cov(Y, X) = cov(X,Y).

cov(>, Xr, 3. Y:) = X, 3 cov(X,,Ys) and hence
in particular:
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var(X +Y) = varX +cov(X,Y) +cov(Y, X) +vary =
varX + 2cov(X,Y) + varY.
e cov(X,X) = varX.
e cov(Y,X) = cov(X, Y)” implies:
o varX = (varX)” ...variance matrix X is symmet-
rical.
Given number vectors a and ¢, and matrices B and D
of compatible sizes then
cov(a+BX, ¢+DY) = cov(BX, DY) = Bcov(X,Y) DT

I X=Y
var(a + BX) = cov(a + BX,a + BX) = cov(BX, BX)
= Bvar(X) BT

la=0,B=0b"

e 0 < var(b”X) = bTvarX b implies:

e varX > 0 ...variance matrix is non-negatively

positive and consequently it has non-negative eigen
1

values \; and its square root matrix X3 having eigen
1

values A? may be constructed such that:
1 1

o Mx=%2%2.

o cov(}, X, >0 Y,) = >, > cov(X,,Y,) and hence

in particular:

var(X+Y) = varX + cov(X,Y) + cov(Y,X) + varY =
varX + 2cov(X,Y) + varY.



(1]
(2]

(3]

(4]

(5]
(6]

REFERENCES

Jiti Andél. Statistickd analyza éasovych tad. SNTL, Praha, 1976.

Peter J. Brockwell and Richard A. Davis. Introduction to Time Series
and Forecasting. Springer-Verlag, New York, 2-nd edition, 2002.

Peter J. Brockwell and Richard A. Davis. Time Series: Theory and Meth-
ods. Springer-Verlag, New York, 2-nd edition, 1991 (corrected 2-nd printing
1993).

Peter J. Brockwell and Richard A. Davis. ITSM for Windows. A User’s
Guide to Time Series Modelling and Forecasting. Springer-Verlag, New
York, 1994. 2 diskettes included.

James D. Hamilton. Time Series Analysis. Princeton University Press,
Princeton, NJ 08540, 1994.

Lennart Ljung. SYSTEM IDENTIFICATION: Theory for the User.
Prentice Hall, Inc., Englewood Cliffs, NJ, 1987.

Doc. RNDR. ViTEzSLAV VESELY, CSC., DEPARTMENT OF APPLIED MATHEMAT-
1cs AND COMPUTER SCIENCE, MASARYK UNIVERSITY OF BRNO, LIPOVA 414, 60200
BrNO, CZECH REPUBLIC.

TEL.: +420-549498330, FAX: +420-549491720
E-mail address: vesely@math.muni.cz, URL: http://www.math.muni.cz/“vesely



