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Abstract
Using annual data from Friedman and Schwartz (1982), Hendry and Ericsson (1991a)
developed an empirical model of the demand for broad money in the United Kingdom over
1878–1975. We update that model over 1976–1993, accounting for changed data definitions
and clarifying the concept of constancy. With appropriate measures of opportunity cost and
credit deregulation, the model’s parameters are empirically constant over the extended
sample, which was economically turbulent. Policy implications follow for parameter noncon-
stancy and predictive failure, causation between money and prices, monetary targeting,
deregulation and financial innovation, and the effect of policy on economic agents’
behavior.

I. Introduction

We are delighted to contribute to a volume celebrating the centenary of
the Scandinavian Journal of Economics, and we offer our birthday greet-
ings to a journal that has played a distinguished role in the development of
our science over the last century. As befits such an occasion, this paper
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reconsiders a perennial controversy with important policy implications —
the demand for money — using a long historical data record for the United
Kingdom.

This re-assessment emphasizes the intertwining of empirical modeling,
econometric methodology, and conceptual issues when evaluating econo-
metric models over additional observations. Hendry and Ericsson (1991a)
developed a model of U.K. money demand on data spanning 1878–1975.
In the current paper, we extend that model to include nearly two decades
of new data for 1976–1993, and, in so doing, clarify the concept of param-
eter constancy. Lengthening the sample expands the number of alternative
measures of both credit derestrictions and the opportunity cost of holding
money. Thus, we test for parameter constancy in models using different
measures of those concepts. Mechanistic updates of these measures result
in models with predictive failure. However, for coherent updates, the
model’s short-run and long-run properties remain virtually unchanged
over the unusually long forecast period of 18 years, despite substantial
financial innovation in the economy and major changes in monetary
control rules.

Sections II, III, and V focus on the empirical aspects, and Section IV on
the methodological and conceptual developments. The empirical,
methodological, and conceptual contributions all have implications for
inferences about economic policy, and all help in understanding those
implications. Section V discusses several such implications, including the
role of parameter nonconstancy and predictive failure, the direction of
causation between money and prices, monetary targeting, deregulation
and financial innovation, the Lucas critique, the role of expectations in
economic agents’ decisions, and the effect of policy on economic agents’
behavior. The paper’s results also have ramifications for the modeling and
analysis of other sectors of the U.K. economy and of sectors of other
countries’ economies.

In somewhat greater detail, the structure of the paper is as follows.
Section II briefly reviews the economic theory of money demand and
defines and describes the data series. Section III records the estimated
model in Hendry and Ericsson (1991a) and notes its nonconstancy if the
model is extended mechanistically over the new data. Section IV considers
how to evaluate and update empirical models over samples involving major
changes to the economy. Specifically, for the forecast period 1976–1993,
economic extensions of the empirical model are required for the changing
measurement of money, for the associated changes in the opportunity cost
of holding money, and for financial innovation and deregulation. Data
measurement, the opportunity cost, and financial innovation and deregula-
tion each have implications for parameter constancy. Section V extends
the economics of the model in Hendry and Ericsson (1991a) to incorporate
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these issues, and it tests for and shows the constancy of the model’s
parameters. This section also considers identification and policy implica-
tions. Section VI concludes. Ericsson, Hendry and Prestwich (1997) docu-
ment the data in detail and compare the performance of the annual model
with other models, including with models based on Friedman and
Schwartz’s phase-average data.

II. Economic Theory and Data Description

This section provides the backdrop for the subsequent sections. After
sketching the standard theory underlying empirical models of money
demand, we describe the data modeled and characterize the data’s basic
properties.

Economic Theories of Money Demand

The theoretical and empirical study of the demand for money in the
United Kingdom has an impressive history, matching the extensive time
series now available on money and its main determinants; see Jevons
(1884) [reprinted in part as Hendry and Morgan (1995, Chapter 6)],
Marshall (1926), Keynes (1930), and Hawtrey (1938) inter alia for earlier
contributions. More recently, the literature on money demand has seen an
explosion in the modeling of numerous monetary aggregates, both for the
United Kingdom and for other countries. Goldfeld and Sichel (1990)
extensively review that more recent theoretical and empirical work.

As discussed in the papers cited above, and elsewhere, money may be
demanded in a modern economy for at least two reasons: as an inventory
to smooth differences between income and expenditure streams, and as
one among several assets in a portfolio. Both demands lead to a long-run
specification in which nominal money demanded (Md) depends on the
price level (P), a scale variable (I), inflation ( ṗ), and a vector (R) of rates
of returns on various assets:

M d = g (P, I, ṗ, R). (1)

The function g ( · ) is assumed to be unit homogeneous in P, increasing in I,
decreasing in both inflation and those elements of R associated with assets
excluded from money (M), and increasing in those elements of R for assets
included in M. The opportunity cost is determined through R and is a focus
of Section IV. See Cagan (1956) on the inclusion of ṗ in g ( · ).

Commonly, (1) is specified in log-linear form, albeit with interest rates
entering either in logs or in levels:

m dµp = m0+m1i+m2 ṗ+m3R own+m4R out. (2)
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Capital letters denote both the generic name and the level, logs are in
lowercase, and (somewhat symbolically) R own and R out denote the own and
outside rates of interest. The coefficients m0, . . . , m4 are an intercept, the
income elasticity, and the semi-elasticities on inflation, the own interest
rate, and the outside interest rate. Anticipated signs of the coefficients are
m1a0, m2s0, m3a0, and m4s0.

Data Description

We now define the data and present some descriptive statistics. Both
graphs and simple time-series regressions help characterize the data’s
properties, which should be considered in empirical modeling.

The basic data series are annual values of the broad money stock (M),
real net national income (I), the corresponding deflator (P), short-term
and long-term nominal interest rates (RS and Rl), and high-powered
money (H), all for the United Kingdom. Data from 1871 to 1975 are from
Friedman and Schwartz (1982). Attfield, Demery and Duck (1995)
extended those series over 1976–1993, constructing them from a variety of
sources and splicing together several alternative definitions of money.
These measures of money as such are discussed in Section IV. The vari-
ables M and H are in £ million; I is in £ million for 1929; P = 1.00 in 1929;
and RS and Rl are fractions.

Some constructed variables are also of interest. First, under the quantity
theory of money, the income elasticity is unity [m1 = 1 in (2)], so a key
derived variable is velocity V, constructed as (I ·P)/M. Second, there are
dummy variables. Retaining the notation in Hendry and Ericsson (1991a),
the variables D1 and D3 are zero-one dummies for World Wars I and II, and
D4 is a zero-one dummy for 1971–1975. The latter aims to capture the
deregulation of the banking sector with the introduction of Competition
and Credit Control in 1971. A similar period of deregulation occurs in
1986–1989; see Section IV below. As a proxy for both episodes of dereg-
ulation, the dummy Dc is unity for 1971–1975 and 1986–1989, and zero
otherwise. See Friedman and Schwartz (1982), Topping and Bishop
(1989), Hendry and Ericsson (1991a), Attfield, Demery and Duck (1995),
and Ericsson, Hendry and Prestwich (1997) for details on these data and
on the additional data discussed below.

Before examining the data, we introduce a few more conventions.
Uppercase delta (D) is the difference operator.1 ‘‘Levels’’ often means the

1The difference operator D is defined as (1µL), where the lag operator L shifts a variable
one period into the past. Hence, for xt (a variable x at time t), Lxt = xtµ1 and so Dxt = xtµxtµ1.
More generally, D i

j xt = (1µLj)i xt for positive integers i and j. If i or j is not explicit, it is taken
to be unity.
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logarithm of the levels, and the context clarifies this. Figures typically
appear as 2Å2 panels of graphs, with each graph labeled by a suffix a, b, c,
or d, as follows: [a

c
b
d]. Single and double asterisks (* and **) adjacent to

values of statistics denote significance at the 5% and 1% levels.
Figure 1 shows the full-sample time series of (m, p), (mµp, i), (RS, v),

and (Dm, Dp) as a 2Å2 panel, with the variables adjusted for their means
in the first two graphs and for their means and ranges in the third graph.
Figure 1a emphasizes the huge changes in money and prices over the
century. Noting that the graph is in logs (for ease of display), the actual
level of money moves from £492.4 million in 1871 to £291,173 million in
1993, an increase of almost 600-fold. Over the same period, prices rise
about 55-fold, from 0.579 to 31.38. Thus, a pound sterling in 1993 is
equivalent in purchasing power to just over 4d (approximately 2 new
pence) at the beginning of the sample. From Figure 1b, real money
increases 10.9-fold over the sample, closely matching the 9.2-fold increase
in real national income. To characterize adequately such massive growth
and change in money is a serious challenge, particularly in a parsimonious
constant model.

As Figure 1b also shows, real money grows most rapidly over the last two
decades, notwithstanding the two world wars elsewhere in the sample and
despite the U.K. government’s attempt at monetary control over much of

Fig. 1. Nominal money and prices (m, p), real money and real income (mµp, i), interest
rates and velocity (RS, v), and money growth and inflation (Dm, Dp).
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the 1980s. Correspondingly, velocity falls sharply to levels prevalent in the
last century; see Figure 1c. Even relative to the previous century, large
changes have occurred over the last two decades.

Figure 1d plots the inflation rate and the growth rate of nominal money.
These series move relatively closely overall. There are four notable depar-
tures: 1920–1922, when prices fall by 25% but nominal money by only 5%;
World War II and the early 1970s, when money growth greatly exceeds the
rate of inflation; and 1985–1990, when money growth is about 17% with
inflation of 6%.

Univariate autoregressive models can help characterize the order of
integration of time series for use in subsequent cointegration analysis.
Specifically, the augmented Dickey-Fuller (ADF) statistic tADF can be used
to test whether a series is integrated of order d [or I(d)], where an I(d)
series requires differencing d times to remove all its unit roots; see Dickey
and Fuller (1981). Table 1 records the ADF statistics over the sample
1875–1993 for the key variables. Each ADF statistic is reported for the
shortest lag length obtainable (commencing from 2 lags) without dropping
a lagged difference significant at the 5% level.

The hypothesis of a unit root cannot be rejected for any variable in
levels, whereas it is strongly rejected for all variables in differences, consist-
ent with the visual evidence that the differences repeatedly return to their
means over the sample. Despite their smooth and trending appearance, m
and p appear to be I(1) rather than I(2). The smoothness in m and p may
be associated with the main regime shifts over the sample, such as wars and
financial innovations. If so, a non-negligible part of their observed varia-
tion may be due to non-stationarities arising from structural change. Thus,
given their univariate nature and the absence of tests for congruency, these
ADF (and related) statistics should not be regarded as definitive.

The I(1)-ness of m and p contrasts with evidence in Johansen (1992),
who finds money and prices in the United Kingdom to be I(2). These
discrepant results have several potential explanations. First, the data differ
and so need not have the same order of integration. Johansen’s data are
M1 and the implicit price deflator for total final expenditure, whereas our
data are M2 (recently, M3 and M4) and the implicit price deflator for net
national income. Second, the testing procedures differ, with potentially
different size and power properties. Johansen tests for integration by a
system-based procedure, whereas the ADF statistics in Table 1 are univari-
ate. Third, and relatedly, both measures of money and prices display
regime shifts, which are liable to affect the properties of the test
procedures; see Figure 1d and Johansen (1992, Figure 2). Fourth, the
order of integration need not be an inherent property of data. For instance,
the order might alter over time, due to changes in government policy or
economic innovation. Subsample values of first-order augmented Dickey-
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Fuller statistics provide evidence on both the third and fourth issues. For
the change in a given variable, the corresponding recursive values of tADF

should decline monotonically over time if the original variable is I(1), or
remain relatively flat if the original variable is I(2). For each measure of
money and of prices, the recursive values of tADF do neither, but rather
increase sharply over some periods and decrease sharply over others,
where the precise datings of the movements depend on the series and
dataset. Fifth, the samples differ. Johansen’s data are quarterly over
1964–1989, our data are annual over 1875–1993, and the characteristics of
the economy vary over the respective sample periods.

Table 1. ADF Statistics and Related Calculations

Variable tADF r̂ ŝ Lag tlag tlag-prob (%) F-prob (%)

m µ0.44 0.997 0.0263 2 µ4.58 0.0 —
p µ1.29 0.990 0.0396 1 9.47 0.0 16.7
i µ2.67 0.913 0.0313 1 3.54 0.1 88.8
mµp µ2.78 0.934 0.0356 1 7.23 0.0 6.2
v µ2.35 0.949 0.0428 1 6.05 0.0 52.7
RS µ2.28 0.897 0.0124 2 µ3.59 0.0 —
Rl µ2.35 0.936 0.0059 1 3.60 0.0 5.9
RN a µ1.66 0.925 0.0099 2 µ4.39 0.0 —
û µ5.17** 0.695 0.0901 1 3.84 0.0 8.4
ũ µ3.30 0.790 0.0696 2 µ3.16 0.2 —

Dm µ5.18** 0.725 0.0262 1 5.01 0.0 41.9
Dp µ4.87** 0.658 0.0397 0 — — 29.0
Di µ7.24** 0.042 0.0316 2 2.36 2.0 —
D (mµp) µ6.72** 0.408 0.0358 1 2.62 1.0 15.7
Dv µ6.58** 0.463 0.0436 0 — — 22.5
DRS µ10.22** µ0.244 0.0126 1 4.26 0.0 5.3
DRl µ7.61** 0.139 0.0059 1 2.29 2.4 6.3
DRN a µ11.34** µ0.269 0.0100 1 5.08 0.0 28.1
Dû µ8.33** µ0.369 0.0928 2 2.33 2.2 —
Dũ µ9.24** µ0.420 0.0714 2 2.16 3.3 —

Notes:
1. Second-order ADF regressions were initially estimated and, in an iterative sequence, the

longest lag was repeatedly dropped until its t-ratio was at least two in absolute value. For each
variable examined, the columns report the ADF statistic on this simplified regression (tADF), the
estimated coefficient on the lagged level that is being tested for a unit value (r̂), the estimated
equation standard error (ŝ), the lag length of the ADF regression (lag), the t-statistic on the
longest lag of the final regression (tlag), its tail probability (tlag-prob), and the tail probability of
the F-statistic for the lags dropped (F-prob). Sections III and V define û and ũ.

2. All of the ADF regressions include both an intercept and a linear trend. MacKinnon’s
(1991) approximate finite-sample critical values for the corresponding ADF statistic are µ3.45
(5%) and µ4.04 (1%), except for û, ũ, Dû, and Dũ, for which the critical values are µ3.86 (5%)
and µ4.46 (1%). The sample is 1875–1993 (T = 119) in all cases. Rejection of the null hypothe-
sis of a unit root is denoted by * and ** for the 5% and 1% levels.
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III. Previous Estimates and a Mechanistic Extension

We now turn to the initial annual model in Hendry and Ericsson (1991a)
and their alternative model on a slightly different sample. Both models use
the annual data as compiled by Friedman and Schwartz (1982), which end
in 1975. We also evaluate a simple mechanistic extension of Hendry and
Ericsson’s model over the sample 1976–1993 and find strong evidence of
parameter nonconstancy. However, the way in which a model is extended
over a new sample bears directly on its statistical performance on that
sample, leading to economic extensions of empirical models (Section IV)
and a re-evaluation of the model in Hendry and Ericsson (1991a) on the
new data (Section V).

The Annual Models in Hendry and Ericsson (1991a)

Economic theory offers little guidance in modeling the behavior of money
out of equilibrium, beyond saying that adjustments to ‘‘desired’’ levels of
money holdings are likely to take time, due to adjustment costs. In that
light, Hendry and Ericsson (1991a) developed a dynamic equilibrium
correction model (EqCM) of broad money M, allowing the economic
theory above to define the long-run equilibrium while determining short-
run dynamics from the data.2 That EqCM is:

D (mµp)t = 0.45D (mµp)tµ1µ0.10D2(mµp)tµ2µ0.60Dpt

[0.07] [0.04] [0.07]

+0.39Dptµ1µ0.021Drstµ0.062D2rlt

[0.07] [0.006] [0.023]

µ2.54(ûtµ1µ0.2) û 2
tµ1+0.005+3.7 (D1+D3)t (3)

[0.67] [0.002] [0.7]

T = 93[1878–1970] R 2 = 0.87 ŝ = 1.424% dw = 1.82

AR: F (2, 82) = 1.39 ARCH: F (1, 82) = 1.51 Normality: x 2(2) = 1.9

RESET: F (1, 83) = 0.41 Hetero: F (15, 68) = 0.87

Form: F (43, 40) = 0.81 Jt = 1.18 Var = 0.09.

Here and below, t is the annual time subscript; T is the number of annual
observations; R 2 is the squared multiple correlation coefficient; ŝ is the
standard deviation of the residuals, expressed as a percentage of real
money and adjusted for degrees of freedom; and the coefficient on the war

2Although Hendry and Ericsson (1991a) called the model in (3) below an error correction
model, technically speaking it is an equilibrium correction model. See Hendry (1995, p. 213)
for a discussion of the distinction between the two.
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dummies (D1+D3) has been scaled up 100-fold so that it is interpretable as
a percentage. OLS standard errors are in parentheses ( · ), whereas hetero-
scedasticity-consistent standard errors are in square brackets [ · ]; see
White (1980), Nicholls and Pagan (1983), Messer and White (1984), and
MacKinnon and White (1985) on the latter. Equation (3) also includes
diagnostic statistics for testing against various alternative hypotheses: resi-
dual autocorrelation (dw and AR), autoregressive conditional heterosce-
dasticity (ARCH), skewness and excess kurtosis (Normality), RESET
(RESET), heteroscedasticity (Hetero), heteroscedasticity quadratic in the
regressors (alternatively, functional form mis-specification) (Form), and
joint parameter nonconstancy and variance nonconstancy (Jt and Var).3,4

The asymptotic null distribution is designated by x2 ( · ) or F (· , ·), the
degrees of freedom fill the parentheses, and (for AR and ARCH) the lag
order is the first degree of freedom.

The derived variable û in (3) is the equilibrium correction residual from
the static Engle–Granger regression over 1873–1970:

(mµpµi)t = µ0.310µ7.00RSt (4)

T = 98[1873–1970] R 2 = 0.56 ŝ = 10.86% dw = 0.33 tADF = µ2.77;

see Engle and Granger (1987). Based on Escribano (1985), û enters (3)
nonlinearly.

Equation (3) appears reasonably well specified within sample, given the
diagnostic statistics above and additional results in Hendry and Ericsson
(1991a). In particular, Hendry and Ericsson (1991a) provide graphical
evidence that (3) is empirically constant, using recursive least squares.

However, (3) as specified is nonconstant over the period 1971–1975,
following the introduction of Competition and Credit Control regulations
(CCC). Hendry and Ericsson (1991a) expand (3) to account for CCC by
including the dummy D4, both by itself and interactively with Drs. Esti-
mated over 1878–1975, the resulting model is close to (3) for comparable
coefficients:

3For derivations of the test statistics, see Godfrey (1978), Engle (1982), Doornik and Hansen
(1994), Ramsey (1969), White (1980) (for both Hetero and Form), and Hansen (1992) (for
both Jt and Var). For additional discussion and for their implementation, see Hendry and
Doornik (1996).
4Due to increased numerical accuracy in recent versions of PcGive, some coefficients and test
statistics in (3), (4), and (5) differ slightly from those reported in the equivalent equations in
Hendry and Ericsson (1991a). See Doornik and Hendry (1992, Appendix C) and Hendry and
Doornik (1996, Appendix A2) for details on the specific improvements in accuracy, noting
that the results in Hendry and Ericsson (1991a) were produced with PcGive version 6.0/6.01.
Also, the heteroscedasticity-consistent standard errors in  Hendry and Ericsson (1991a) are
those from White (1980), whereas the ones reported herein are the jackknife version from
MacKinnon and White (1985).
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D (mµp)t = 0.47D (mµp)tµ1µ0.11D2(mµp)tµ2µ0.59Dpt

[0.06] [0.04] [0.06]

+0.41Dptµ1µ0.017Drstµ0.078D2rlt

[0.07] [0.008] [0.026]

µ1.15(ûtµ1µ0.2) û 2
tµ1+0.007+3.4 (D1+D3)t

[1.46] [0.003] [0.8]

+7.1D4t+0.090D4t Drst (5)
[1.8] [0.046]

T = 98[1878–1975] R 2 = 0.88 ŝ = 1.478% dw = 1.89

AR: F (2, 85) = 1.50 ARCH: F (1, 85) = 1.43 Normality: x 2(2) = 4.2

RESET: F (1, 86) = 0.03 Hetero: F (18, 68) = 0.43

Form: F (48, 38) = 0.97 Jt = 1.22 Var = 0.05.

As with (D1+D3), the coefficient on D4 (and on Dc, below) has been scaled
up 100-fold — when it enters the equation as D4 (or as Dc) alone. The
coefficient on D4tDrst is not rescaled, so as to maintain units comparable to
those of the coefficient on Drst. Figure 2 shows the fitted and actual values,
scaled residuals (scaled to be in units of ŝ), residual correlogram, and
residual histogram and estimated density for (5). The model appears
congruent within this sample against the available information.

Predictive Failure of a Mechanistic Extension of the Model

In evaluating a model over a new sample, a common approach updates the
model mechanistically, simply ‘‘plugging in’’ the new data into the existing
equation; see Attfield, Demery and Duck (1995). For (5) and the data
described in Section II, the results are as follows over the 18 years of new
data:

D (mµp)t = 0.54D (mµp)tµ1µ0.11D2(mµp)tµ2µ0.63Dpt

[0.07] [0.05] [0.09]

+0.47Dptµ1µ0.008Drstµ0.089D2rlt

[0.08] [0.007] [0.026]

µ0.056(ûtµ1µ0.2) û 2
tµ1+0.009+3.1 (D1+D3)t

[0.072] [0.002] [0.7]

+5.0Dct+0.126D4t Drst (6)
[1.4] [0.059]

T = 116[1878–1993] R 2 = 0.82 ŝ = 1.931% dw = 1.48

AR: F (2, 103) = 4.32* ARCH: F (1, 103) = 0.01
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Normality: x 2(2) = 4.2 RESET: F (1, 104) = 0.92

Hetero: F (18, 86) = 3.74** Form: F (52, 52) = 2.83**

Chow: F (18, 87) = 5.13** Jt = 2.58 Var = 0.86**.

Despite the benefit of using Dc (the extended dummy for credit loosening),
(6) appears nonconstant. The Chow (1960) predictive-failure statistic
(Chow) strongly rejects constancy; Hansen’s statistic Var likewise rejects
constancy; and Jt nearly rejects at the 90% critical value, even though it has
12 degrees of freedom. Several residual diagnostic tests also reject, and the
equilibrium correction term has become insignificant.

Predictive failure is extensive and not isolated to one or two observa-
tions. Figure 3 demonstrates this failure through the fitted, actual, and
forecast values for D (mµp)t, their cross-plots, the equation’s residuals,
and the equation’s forecasts (with ¹2 standard error bars) compared with
actual outcomes. Both numerically and statistically, the model’s forecast
performance is dramatically worse than its in-sample behavior.

IV. Economic Extensions of Empirical Models

Mechanical extensions of an empirical model, such as (6), can mislead
because of their simplistic approach to updating. Rather, changing

Fig. 2. Fitted and actual values of D (mµp)t from (5), and the corresponding scaled
residuals, residual correlogram, and residual histogram and estimated density.
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environments may require economic adaptation of a model. To that end,
this section considers four issues: (i) how the adopted measure of money
changes when extending the data series; (ii) the consequent effects on the
opportunity cost of holding the new measure of money; (iii) the effect of
financial innovation and financial deregulation on both the original
measure of money and the new measure; and (iv) statistical implications
for a model’s constancy over an extended sample with financial innovation
and changed data definitions and opportunity costs.

Measures of Money

Here, we review some difficulties in measuring money, and then focus on
the specific statistical measures used herein. Difficulties include vagueness
in the concept of money itself, the effects of financial innovation on
measurement of a consistent series, and changing definitions of observed
series. The measurement of money leads directly to the calculation of its
opportunity cost.

The concept of money is imprecise and ambiguous, and has been so for
decades. In their evidence to the U.K. Royal Commission on the Values of
Gold and Silver, Marshall and Edgeworth cited important changes contri-
buting to these difficulties: the newly introduced checkbook, more rapid
transfers between bank accounts in different locations due to the tele-

Fig. 3. Fitted, actual, and forecast values of D (mµp)t from (5), and their cross-plots,
corresponding scaled residuals, and forecasts with ¹2 standard error bars.
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graph, and bimetallism itself through the respective quantities and prices
of gold and silver. The first and third factors affected the definition of
money itself, and all three factors allowed economization in the trans-
actions medium. Later work has emphasized the changing importance of
portfolio considerations versus liquidity.

Also, the very form of the transactions medium has changed greatly,
becoming interest bearing (for the most part) towards the end of the
sample. While cash may not have changed much, its substitutes have.
Checks have fallen from favor relative to credit cards, and recently debit
card transactions have grown rapidly. The recorded measures of money
also have changed over the period, especially the coverage of the most
cited measures — M0, M1, M2, M3, and M4.5 In particular, building
societies  (akin to savings and loans associations) have grown rapidly,
offering close substitutes for commercial-bank liabilities, and with some
building societies converting their legal status to commercial banks from
1989 onwards. Hendry and Ericsson (1991a, pp. 32–34) highlighted such
reservations on the measurement and interpretation of M.

These difficulties and their consequences are apparent in the series for
money used herein. Both Friedman and Schwartz (1982) and Attfield,
Demery and Duck (1995) were faced with incomplete series on any
measure of broad money over their samples. The measure M2 (‘‘old defini-
tion’’) exists through 1971; M3 from 1963 through 1987; and M4 (adjusted
for slight definitional breaks) from 1982 through 1993. To create their
annual money series, Friedman and Schwartz (1982, p. 114) spliced M3
onto M2, multiplying M3 by approximately 0.996 to match the value of M2
in 1968 and using that rescaled M3 from 1969 through 1975. To extend the
data through 1993, Attfield, Demery and Duck (1995, Data Appendix)

5The key measures of money discussed herein are high-powered money, M0, M1, M2, M3,
and M4, which are ordered (more or less) from the narrowest measure to the broadest
measure. These measures are defined in brief below; details appear in Ericsson, Hendry and
Prestwich (1997). High-powered money H is the sum of ‘‘currency outside banks, currency
held by banks, bankers’ deposits, special deposits, and private deposits at the Bank of
England’’; cf. Friedman and Schwartz (1982, p. 137). Attfield, Demery and Duck (1995)
spliced together H and the monetary base M0, which is notes and coins in circulation outside
the Bank of England plus banks’ operational deposits with the Bank of England. The
measure M1 is notes and coins in circulation with the public plus sight bank deposits (i.e.,
current accounts or, equivalently, checking accounts). If interest-bearing sight deposits are
excluded from M1, the resulting measure is non-interest-bearing M1 (NIB M1). The
measure of M2 in Friedman and Schwartz (1982, pp. 134–135) is total M1 plus deposit
accounts (time deposits) at deposit banks and discount houses. The measure M3 is M2 plus
all other bank deposits. The deposits in M3 are of U.K. residents only; those in M1 and M2
are of private sector residents only and sterling-denominated. The measure M4 is the
sterling-denominated component of M3 plus (essentially) private sector holdings of building
societies’ shares, deposits, and sterling certificates of deposit.
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similarly spliced M4 onto M3 in 1987, with M4 multiplied by approximately
0.545. Attfield, Demery, and Duck also spliced M0 onto Friedman and
Schwartz’s measure of high-powered money H in 1975, with M0 being
multiplied by approximately 1.27.

The statistical magnitudes of the splicings for M are apparent from
Figure 4, which plots the logs of M [as from Friedman and Schwartz
(1982)], rescaled M3, and rescaled M4 (Figure 4a); the logs of Friedman
and Schwartz’s M and the unrescaled M3 and M4 (Figure 4b); the growth
rates of the three measures (Figure 4c); and logs of the ratios of the series
for periods with overlapping observations (Figure 4d). The first splice in M
appears minor in nature. The second, by contrast, markedly broadens the
definition of money, with M4 being 1.83 times M3 in 1987, the date of the
second splicing. The non-M3 component of M4 (dominated by building
society deposits) is almost entirely interest-bearing, so the implicit oppor-
tunity cost on the spliced money series is nearly halved, leading to the
discussion in the next subsection.

The Opportunity Cost of Holding Money

Because older series such as M2 and M3 and some of their components are
not published for the latter part of the sample, construction of a ‘‘consist-
ent’’ series is infeasible, so modelers are left with little option other than

Fig. 4. Logs of rescaled money, logs of unrescaled money, growth rates of unrescaled
money, and logs of the ratios of unrescaled money for overlapping periods.
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splicing series together. However, splicing may alter the implied oppor-
tunity cost of holding the (measured) money, with the second splice being
of primary concern because of the numerical magnitudes involved. The
choice of measured opportunity cost in turn can dramatically affect the
performance of empirical models of money demand. Thus, this subsection
re-examines existing measures of the opportunity cost. They prove inade-
quate, so we develop a modified measure of the opportunity cost, which is
key to the empirical constancy of (5) when the data are extended through
1993.

Friedman and Schwartz (1982) and Hendry and Ericsson (1991a)
propose two different measures of the opportunity cost for M. Hendry and
Ericsson (1991a) use the short-term interest rate RS as the primary oppor-
tunity cost of holding money, as in (3), (4), and (5) above. Friedman and
Schwartz (1982) advocate using a fraction of RS, denoted by RN and
calculated as (H/M)RS. This alternative measure assumes that all compo-
nents of M except for high-powered money H earn interest at the (outside)
short-term rate RS. Three issues bear on the choice between RS and RN
and on the suitability of either as an opportunity cost: the ratio H/M, the
relationship between the actual own rate and RS, and the measures of H
and M for calculating RN.

First, if H/M is nearly constant, empirical results should be relatively
unaffected by the choice between RS and RN, aside from a scale factor on
the estimated coefficient. For Friedman and Schwartz’s sample period,
H/M varies almost exclusively within the narrow range [0.22, 0.28]. As
Hendry and Ericsson (1991a, p. 32, footnote 26) note, their annual models
are little affected by those choices of interest rate.

Second, if the relationship between RS and the own rate of interest
changes, neither RS nor RN may be good proxies for the actual opportunity
cost. Hendry and Ericsson (1991a) expressed this concern, particularly
because the behavior of the own interest rate did change at the end of
Friedman and Schwartz’s sample.

A potential explanation . . . , consistent with the earlier evidence and
economic analysis, is presaged by Klovland’s (1987) result for pre-1914 data
that the own interest rate on broad money is an important omitted variable
from the present information set. . . . Over much of the sample, U.K.
commercial banks acted like a cartel with administered (and generally low)
deposit interest rates; this situation changed after 1970 due to the competi-
tion regulations [i.e., CCC]. Thus, own interest rates rose rapidly, altering the
historical differentials and inducing predictive failure in models that
excluded that variable. (p. 32)

Third, constructed RN may use either spliced or unspliced high-powered
money and broad money. In Friedman and Schwartz’s framework, proper
measurement of RN requires the unspliced data, even while the modeled
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money series is spliced. By way of explanation, note that the second splice
itself sharply decreases the percentage of (spliced) money not bearing
interest. That percentage is measured by the ratio of unspliced high-
powered money to unspliced broad money. To distinguish between
measures using spliced and unspliced series, H and M denote spliced
series, whereas H a and M a denote actual values (superscript a for actual).
Specifically, H a and M a are not rescaled for the definitional changes in
1975 (for H) and 1987 (for M). Correspondingly, RN denotes (H/M)RS (as
above) with spliced series, and RN a denotes (H a/M a)RS.

Figure 5 shows the time series of H a/M a and H/M. The ratio H a/M a

changes little over the period prior to 1970, but falls sharply and rapidly to
near zero over 1971–1993. The two largest drops in H a/M a occur from
redefinitions: in 1976, when H switches from high-powered money to M0,
with a rescaling of 0.787; and in 1988, when M switches from M3 to M4,
with a rescaling of 1.83. These effects play an important role in explaining
the mis-predictions of the mechanically updated annual model (6), as
shown in Section V. The ratio H/M equals H a/M a through 1975, with H/M
increasing over 1976–1978 while H a/M a declines. The ratio H/M then falls
throughout the remainder of the sample, with its differential relative to
H a/M a widening after 1987. Differences in the empirical consequences
from using RS, RN, and RN a are thus most likely to be detectable on the
recent data.

Fig. 5. Time series of the ratios H a/M a and H/M.
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Financial Innovation and Financial Deregulation

The last century has witnessed considerable financial innovation.
Examples early in the sample include the telegraph, the checkbook, and
building societies. More recent examples include interest-bearing sight
deposits, credit cards, and cash machines. All have combined to alter the
financial scene radically. In particular, they have changed the role of
money as an asset in portfolios, as a source of liquidity, and as the main
component of the transactions medium.

Financial deregulation has played a pivotal role as well, both by allowing
some forms of financial innovation to occur and by allowing rates of return
on existing assets to be determined in a more competitive atmosphere.
This subsection considers three key deregulations affecting the latter part
of the sample: Competition and Credit Control, the allowance of interest-
bearing sight deposits, and a 1986 Act of Parliament. Later on, we discuss
how to account for innovation and deregulation in the model.

As the quote above notes, in 1971 Competition and Credit Control
deregulated the commercial banking sector, abolishing the earlier cartel
arrangements. CCC reduced credit rationing and led to an otherwise
unexplained increase in money holdings, which Hendry and Ericsson
(1991a) modeled using the dummy variable D4. For earlier attempts at
accounting for this change, see Hacche (1974), Hendry and Mizon (1978),
and Lubrano, Pierse and Richard (1986) inter alia.

Financial deregulation in 1984 permitted retail sight deposits (checking
accounts) to bear interest. The opportunity cost of holding narrow money
fell substantially, and the demand for (e.g.) M1 increased correspondingly,
as shown in Hendry and Ericsson (1991b). The increase in M1 is large, e.g.,
129% in nominal M1 (86% in real M1) between 1984Q3 and 1989Q2.

During 1986–1989, additional financial deregulation loosened credit
rationing, particularly for building societies, following the U.K. Parlia-
ment’s 1986 Building Societies Act. See Muellbauer (1994) for a discussion
of the Act’s large effects on consumers’ expenditure. Given the similarities
between the deregulations of the 1970s and the 1980s, the dummy Dc

includes both episodes.

Constancy

As Judd and Scadding (1982) document, constancy is a critical and often
elusive feature of empirical money-demand equations. Indeed, the histori-
cal review in Hendry (1996) shows that constancy has long been regarded
as a fundamental requirement for empirical modeling generally, since
models with no constancies cannot be used for forecasting, analyzing
economic policy, or testing economic theories. Equally, model evaluation
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is central to any progressive research strategy: retrospective evaluations
are particularly valuable for learning about the evolution of the economy
and how to improve the performance of existing empirical models.

This subsection thus analyzes statistical implications for a model’s
constancy over an extended sample with financial innovation and changed
data definitions and opportunity costs. To do so, it helps to formalize the
concept of constancy for econometric equations fitted to time series.
Briefly, suppose a parameter y indexes a stochastic process: by definition,
y is constant across realizations of that process. Even so, y may vary over
time, perhaps depending on other stochastic processes. If y has the same
value throughout the period T, then y is constant over that period. A
model is constant over T if all of its parameters are constant over T; see
Hendry (1995, pp. 32, 355). Hendry (1996) highlights important ambi-
guities for constancy concerning parameterization and model formulation.
By drawing on and expanding that analysis, we illustrate some of the
subtleties involved through five examples with a simple conditional linear
model.

Constancy of a model depends upon how the model is formulated and
upon how its variables are updated for extended samples. In particular,
constancy may depend upon inclusion in the model of data that are zero
over the initial sample. Five forms of a simple conditional linear model aid
in discussing this and related aspects of constancy:

Initial model yt = y pzt+et t = 1, . . . ,T1 (7)

Isolikelihood model yt = y pzt+dpwt+et t = 1, . . . ,T (8)

Expanded model yt = y pzt+g pQwt+et (9)

Reparameterized model yt = y p (zt+AQwt)+(g pµy pA)Qwt+et (10)

Translated model yt = y p (zt+A*Qwt)+et

= y pz*t+et. (11)

In the initial model (7), the variable yt depends linearly on k variables zt

with coefficient vector y and error et over the initial sample [1, T1]. Here
and elsewhere, a prime p transposes a vector or matrix. In the remaining
four models, the data period is extended to include K more observations
[T1+1, T]. In the second or isolikelihood model (8), the initial model is
extended to include K variables wt that are zero over [1, T1], linearly
independent over [T1+1, T], and with an arbitrary coefficient vector d.
This second model has the same likelihood value as the initial model
(7).

The variables wt might enter the isolikelihood model as some subset of
K nonsingular linear combinations of wt — e.g., as Qwt, for some known
full-rank matrix Q. If wt does so, this generates the expanded model (9),
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where Qwt has some coefficient vector g. The expanded model always can
be rewritten as the reparameterized model (10), which depends upon some
linear combination (I: A) of (zt :Qwt) with coefficient y, and upon Qwt itself.
Finally, a specific linear combination of (zt :Qwt) may exist [(I :A*), say]
such that the reparameterized model depends on that linear combination
alone and not additionally on Qwt per se. If such a linear combination
exists, the resulting translated model is (11), so-called because zt has been
translated into z*t ( = zt+A*Qwt) over the extended sample. Thus, the
expanded and reparameterized models provide a bridge from the initial
and isolikelihood models to the translated model. Five examples help
clarify the interpretation of these models.

Example 1: The Chow statistic for testing predictive failure. The initial
model (7) and the isolikelihood model (8) are the basis of Chow’s (1960)
statistic for testing predictive failure. Without loss of generality, suppose
that wt is a set of zero-one impulse dummies: specifically, K dummies for
the K observations in [T1+1, T]. By construction, the coefficient vector y 
on zt remains unchanged as the sample and model expand from (7) to (8);
and (7) and (8) are identical over the initial subsample. The F-statistic
testing that d = 0 is simply the Chow statistic for predictive failure; see
Salkever (1976). That is, the Chow statistic tests whether or not extending
the sample requires extending the model relative to the initial measure-
ments {yt, zt}.

If d = 0, lengthening the sample does not require any extension of the
model. This is the ‘‘purest’’ form of model constancy. Conversely, for any
initial model (7), y is always unchanged over the extended sample [1, T],
provided the model is expanded by the K dummies wt with arbitrary
weights d. This constancy of y is trivial in that constancy holds by
construction.

Example 2: A reduced set of additional variables. The expanded model (9)
provides a testably simpler representation of the isolikelihood model (8).
Suitable choice of Q in (9) can generate any time series over [T1+1, T ].
For Q of rank less than K, only certain linear combinations of wt are
relevant over the extended sample, thus simplifying or reducing (8) to (9).
For instance, (5) above extends (3) by 5 observations but uses only 2
additional variables to do so: D4t and D4t ·Drst.

Example 3: The measurement of money. Earlier, we discussed how the
measurement of money alters over the sample. That is, yt is translated into
some new variable y*t, much as zt is translated into z*t above. Equation (9),
with known g and Q, includes translations of y as a special case, with
y*t = ytµg pQwt. For translated z, though, A (and A*) and Q generally are
known, whereas g is estimated.

Example 4: Financial innovation and interest rate spreads. Achieving a
translated model requires both a reduction from wt to Qwt to achieve (9),
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and the restriction that g p = y pA to obtain (11). The empirical modeling of
U.K. M1 in Hendry and Ericsson (1991b) and Hendry (1996) illustrates
such simplifications.

Specifically, suppose T121984, y is nominal M1 in the United Kingdom,
z is the Local Authority 3-month deposit rate R LA (the outside rate for
M1), Qw is the interest rate on sight deposits R SD (the own rate of M1), and
other variables in the relationship are ignored for ease of exposition.
Hendry and Ericsson (1991b) and Hendry (1996) demonstrate the
constancy through 1984 of a pre-existing model for U.K. M1, where that
model includes R LA but not R SD. Over 1985–1989, that model fails miser-
ably on Chow’s statistic. By construction, and trivially, the original param-
eters of that model are constant if a dummy is added for each observation
in the forecast period, giving (8). More interestingly, the initial model
remains constant if just R SD is added to it. That is, the expanded model (9)
is such that Qwt = R SD

t . Finally, g = µy is a statistically acceptable restric-
tion, implying that the interest rate differential R LAµR SD is a suitable
translation of the original variable R LA, resulting in (11) with A* = µ1.
Importantly, the translated model has the same parameter as the initial
model: only the measurement of the data changes, and that, only for the
extended portion of the sample.

Constancy is an operational concept for both the expanded and trans-
lated models. Both are testably constant over the whole sample period, i.e.,
relative to the isolikelihood model. Furthermore, the corresponding tests
are interpretable as encompassing tests of the additional information in
the forecast period.

Economically, the introduction of interest-bearing sight deposits
requires redefining the opportunity cost of holding transactions money.
Initially, the opportunity cost is the outside interest rate R LA. Once sight
deposits begin earning interest, the opportunity cost becomes the differen-
tial with the own rate, i.e., R LAµR SD. Equally, the opportunity cost is the
differential R LAµR SD for the full sample, and that measure is observation-
ally equivalent to the outside rate R LA over the initial subsample. Similar
examples arise for numerous other countries. In particular, see Baba,
Hendry and Starr (1992) for the United States and Ericsson and Sharma
(1996) for Greece.

Example 5: The measurement of opportunity cost. Sections III and V
empirically analyze a similar issue in the measurement of the opportunity
cost for the annual data on broad money demand. The current example
sets up the algebra of constancy for that analysis.

Suppose T1 = 1975; y is nominal broad money m; z is the short-term
interest rate RS, which is the interest rate in (4); Qw is (1µH a/M a)RS,
which is the own rate on M proposed above and based on Friedman and
Schwartz (1982); and A* = µ1. For ease of presentation, other variables in
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the relationship are ignored (as in Example 4), and B is defined as the term
(1µH a/M a) in the proposed own rate. Because this example is central to
Sections III and V, and because it is somewhat more complicated than
Example 4, the five model representations are written explicitly:

Initial model mt = yRSt+et t = 1, . . . ,T1 (12)

Isolikelihood model mt = yRSt+dpwt+et t = 1, . . . ,T (13)

Expanded model mt = yRSt+gBtRSt+et (14)

Reparameterized model mt = y (RSt+A·BtRSt)+(gµyA)BtRSt+et (15)

Translated model mt = y (RStµBtRSt)+et

= yRN a
t +et. (16)

Hendry and Ericsson (1991a) demonstrate the constancy through 1975 of
the initial model (12), which is (5) in conjunction with (4). Using the Chow
statistic implied by (13), we showed that this initial model is nonconstant
on the sample extended through 1993. However, model translation
recovers constancy. Section V shows that the coefficients in the initial
model remain constant if two variables are translated: RS into RN a, as
from (12) to (16); and D4 into Dc, which follows from a similar model path.
Paralleling Example 4, the translated model (16) has parameters equiva-
lent to those in the initial model (12): only the measurement of the data
changes.

Because BtRSt is actually nonzero over the whole sample and not just
over [T1+1, T], the empirical basis for this example is slightly more compli-
cated than that given in (12)–(16). The ratio H a/M a is nearly constant
through 1975 (Figure 5), so RS and RN a are virtually indistinguishable over
that period, aside from a scale factor (see Figure 6b below). The parameter
y in the initial model (12) is thus the coefficient on the opportunity cost
RN a ( = RS·H a/M a), multiplied by the (near constant) value of H a/M a over
that subsample. As H a/M a falls in the late 1970s and the 1980s, the measure
of opportunity cost RN a accounts for that fall, as in (16). With RS alone,
the model breaks down. Mis-measurement of RN a by RN also can induce
predictive failure because H a/M a and H/M behave differently over the last
two decades of data; see Figure 5.

General Remarks

This subsection considers several related issues: time-varying coefficient
models, the consequences of nonsingular reparameterizations and data
transformations, tests of constancy, data redefinitions, and Divisia
indexes.
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First, constant models can have time-varying coefficients, provided a
deeper set of constant parameters characterizes the data generation
process. Examples include the structural time-series models in Harvey
(1981) and Harvey and Shephard (1993), random-coefficients models, and
the smooth transition dynamic models in Teräsvirta and Anderson (1992)
and Granger and Teräsvirta (1993). Example 5 above also falls into this
category, in that y (1µBt) in (16) varies over time even though y does not.
Thus, the existence of constancy may depend on whether raw coefficients
or underlying parameters are evaluated.

Second, since one-to-one transformations of parameters are also valid
parameters, zero can be the population value for some parameters in an
equivalent representation. Consequently, the definition of model
constancy above allows for an expanded model, provided that the existing
parameters stay constant. Relatedly, there is often a choice between nearly
equivalent variables at various stages of empirical modeling, with subse-
quent data clarifying which variables actually determine a sustainable rela-
tionship. Example 5 illustrates this point with RS and RN a.

Third, no tests could exist in-sample (i.e., using only information up to
T1) for whether an empirical model will manifest predictive failure out of
sample. An in-sample test correctly indicating the failure of the initial
model would incorrectly indicate the failure of a (constant) translated
model, as the initial model is identical to the translated model in-sample.
Consequently, predictive failure is uniquely a post-sample problem,
requiring change somewhere to induce change elsewhere. Hence, models
should not be selected on the basis of their forecast performance unless
their sole purpose is forecasting. Clements and Hendry (1996) show that
forecasting models can be robustified against important forms of predict-
ive failure by intercept corrections or differencing; see also Hendry and
Mizon (1996).

Fourth, previous experience with updating models of money demand
and of consumers’ expenditure has revealed many pitfalls, including redefi-
nitions of variables, large changes in measurements between data revision
vintages, and important structural changes; see Hendry and Ericsson
(1991b) and Hendry (1994) respectively for examples. In the present
context, many measures of money exist, their definitions and coverages
have altered over time, and the principal measure in Friedman and
Schwartz (1982) (namely M2) ceased to be the appropriate one for the
United Kingdom and was replaced by M3 and then by M4. The measure
M4 (but not M2 or M3) includes the liabilities of building societies and
seems the most appealing as a measure of broad money; see Hendry and
Ericsson (1991a, Data Appendix). These changes in measured money
require adaptations elsewhere in the model. This section has focused on
the most obvious adaptation, that for the measured opportunity cost of

© The editors of the Scandinavian Journal of Economics 1998.

310 N. R. Ericsson, D. F. Hendry and K. M. Prestwich



money itself. Coherent measurement of the opportunity cost (and of data
generally) is contextual rather than absolute, in that the measurement may
differ depending upon the economic relationship being modeled.

Fifth, to address issues such as deregulation and financial innovation,
some researchers have sought to develop better indices of money, weight-
ing money’s components by their ‘‘liquidity’’. In Divisia indices, for
example, the liquidity of a component of money is inversely related to the
corresponding rate of return; see Diewert (1976), Barnett (1980), and la
Cour (1996). We do not follow this route because Divisia indexes per se
seem unlikely to resolve the changes that occurred. For instance, the
relevant rates of return were controlled over some subsamples and deregu-
lated over others. A Divisia approach implies (implausibly) that liquidity
suddenly changes when interest rates move upon deregulation, even when
the quantities of an aggregate’s components and the characteristics of
those components (other than their rates of return) remain unchanged.
Furthermore, mortgage rationing was prevalent over most of the 20th
century in the United Kingdom, with building societies offering high
interest rates on their (highly liquid) deposit and share accounts; see
Anderson and Hendry (1984) and Muellbauer (1997).

V. An Economic Extension of the Annual Model

This section re-analyzes the annual model (5) over the extended sample.
With the statistical measures of opportunity cost and deregulation adjus-
ted to reflect the economic concepts that they attempt to capture, the
annual model’s coefficients remain constant over the two decades of the
forecast period. We examine long-run properties first and the dynamic
equilibrium correction model subsequently, as in Hendry and Ericsson
(1991a). We then turn to the identification of the model as a money
demand equation and to the model’s policy implications.

Constancy of an Economic Extension of the Model

In the annual model (5) with (4), the measure of opportunity cost is RS and
so does not incorporate the definitional and institutional changes
described in Section IV, which occur primarily after 1975. To address these
changes, RS is replaced by RN a, which leaves the estimates in (5) and (4)
virtually unaffected. To show the value of model translation, (4) and (5)
are each estimated with RN a rather than RS, first over their initial sample
and then over the extended sample. For ease of comparison between
coefficients on RS and RN a, RN a is divided by 0.25, the approximate mean
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of H a/M a for the sample 1878–1975.6 This subsection finishes by estimating
the economic extensions of (4) and (5) jointly by nonlinear least squares.

Using RN a rather than RS to measure the opportunity cost, the Engle-
Granger regression (4) becomes:

(mµpµi)t = µ0.318µ6.67RN a
t (17)

T = 98[1873–1970] R 2 = 0.59 ŝ = 10.57% dw = 0.31 tADF = µ2.77,

which mirrors the results in (4).7 The residuals from (17) provide the
equilibrium correction term ũt, which proxies for long-run excess demand
and replaces the residual ût from (4). Figure 6a plots the two residuals (ût

and ũt) through 1970. Figure 6b plots the corresponding measures of
opportunity cost (RS and RN a) over the same period. The differences
between the old and new measures are minor in both graphs. Figures 6c
and 6d plot the same series on the new sample: both of these graphs show

6Because the data here are annual rather than (e.g.) quarterly, we have not attempted to
adjust RN a for agents’ learning of financial innovations; cf. Hendry and Ericsson (1991b) and
Baba, Hendry and Starr (1992).
7To parallel the approach in Hendry and Ericsson (1991a), this section presents Engle-
Granger regressions rather than (say) the cointegration analysis in Johansen (1995) based on
vector autoregressions. We intend to report such an analysis at a later date for the complete
system of money, prices, income, and interest rates. A subsystem analysis appears in Ericsson
and Irons (1995b).

Fig. 6. Cointegration residuals û and ũ using RS and RN a respectively, plotted over
subsamples, and the corresponding values for RS and RN a.
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marked differences between the old and new measures, as implied by
H a/M a in Figure 5.

The translated model is (17) estimated over the full sample:

(mµpµi)t = µ0.344µ6.30RN a
t (18)

T = 121[1873–1993] R 2 = 0.63 ŝ = 11.73% dw = 0.42

tADF = µ4.68**.

Equation (18)’s coefficients and fit hardly differ from those of (4) and (17),
and the additional data more clearly confirm cointegration.

Following Hendry and Ericsson (1991a), regression residuals from
either (17) or (18) could enter as the equilibrium correction term in the
dynamic equation. Equation (17) has the advantage that its sample pre-
dates the forecast period. Conversely, assuming that the relation does
cointegrate, (18) should be more precisely estimated than (17). In practice,
the choice makes little difference, and (17) is used below.

With RN a as the opportunity cost measure in the cointegrating relation,
the sample to 1973 delivers the following re-estimated dynamic model,
paralleling (5):

D (mµp)t = 0.46D (mµp)tµ1µ0.10D2(mµp)tµ2µ0.59Dpt

[0.07] [0.04] [0.07]

+0.40Dptµ1µ0.021Drn a
t µ0.064D2rlt

[0.07] [0.006] [0.022]

µ2.83(ũtµ1µ0.2) ũ 2
tµ1+0.004+3.7 (D1+D3)t

[0.62] [0.002] [0.7]

+6.4D4t+0.094D4t Drst (19)
[1.6] [0.078]

T = 96[1878–1973] R 2 = 0.88 ŝ = 1.406% dw = 1.89

AR: F (2, 83) = 1.14 ARCH: F (1, 83) = 1.40

Normality: x2(2) = 0.7 RESET: F (1, 84) = 0.42

Hetero: F (18, 66) = 0.67 Form: F (46, 38) = 0.74

Jt = 1.26 Var = 0.08,

where ũ is from (17). The switch from RS to RN a leaves the coefficients and
ŝ in (19) virtually unaltered relative to those in (3) and (5).8

8Similar estimates result for the sample period extended through 1975 or truncated at 1970,
the latter for the model without the two terms involving D4; see Figure 8. We chose 1973 as
the end point because it allows a minimal sample consistent with estimating the impact of
CCC.
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Estimation of (19) over the sample through 1993 obtains:

D (mµp)t = 0.48D (mµp)tµ1µ0.10D2(mµp)tµ2µ0.62Dpt

[0.07] [0.04] [0.07]

+0.40Dptµ1µ0.020Drn a
t µ0.041D2rlt

[0.07] [0.006] [0.019]

µ2.26(ũtµ1µ0.2) ũ 2
tµ1+0.004+3.9 (D1+D3)t

[0.46] [0.002] [0.6]

+5.2Dct+0.100D4t Drst (20)
[1.0] [0.042]

T = 116[1878–1993] R 2 = 0.87 ŝ = 1.622% dw = 1.68

AR: F (2, 103) = 3.72* ARCH: F (1, 103) = 0.02

Normality: x 2(2) = 0.0 RESET: F (1, 104) = 1.35

Hetero: F (18, 86) = 0.90 Form: F (52, 52) = 0.95

Jt = 1.93 Var = 0.82**,

where the deregulation dummy D4 has been extended as Dc when entering
by itself. In this translated model, the coefficients are virtually unaltered
from the initial model (19), although ŝ has increased by about 15%.
Correspondingly, Jt is insignificant, whereas Var rejects. Consistent with
this evidence, the covariance statistic for testing constancy of the coeffi-
cients over 1974–1993 yields F (10, 95) = 1.31, whereas the Chow predict-
ive-failure statistic is F (20, 85) = 2.73**. The latter has power to detect
changes in equation error variances as well as in regression coefficients. An
outlier in 1981 is primarily responsible for this rejection. Equally, rejection
by the predictive-failure and Var tests reflects their high power to detect
numerically modest changes in ŝ. The long sample and the high variance of
the data relative to that of the equation error are the proximate reasons for
that high power.

Figures 7 and 8 summarize additional information on the performance
of (19) and (20). Figure 7 graphs descriptive statistics for model (19):
fitted, actual, and forecast values, plotted as time series and cross-plotted;
the corresponding residuals; and the forecast and actual values, with ¹2
standard error bars for the forecasts. Figure 7 for (19) parallels Figure 3 for
(5). The dissimilar consequences of mechanistic and economic extensions
of a model are apparent from comparison of Figure 3 and Figure 7,
keeping in mind their markedly different scales. Figure 8 graphs the recur-
sively estimated coefficients and plus-or-minus twice their recursively esti-
mated standard errors (first nine panels), the 1-step residuals and 0¹2ŝt,
the 1-step Chow statistics normalized by their one-off 1% critical values,
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Fig. 7. Fitted, actual, and forecast values of D (mµp)t from (19), and their cross-plots,
corresponding scaled residuals, and forecasts with ¹2 standard error bars.

Fig. 8. Recursive estimates for the first nine coefficients in (20), and the corresponding
1-step residuals, 1-step Chow statistics, and break-point Chow statistics.
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and the break-point Chow statistics likewise normalized, all for (20).9 From
all of these graphs, the translated model (20) performs well over this
turbulent period for the U.K. economy.

Equations (17) and (20) are together a single model, even though they
are estimated sequentially. If (17) and (20) were estimated jointly, their
coefficients would differ from those reported above, both because the
dynamics in (20) would affect the estimates in (17) and because ũt enters
(20) nonlinearly. Joint estimation of the long-run and short-run param-
eters by nonlinear least squares obtains:

D (mµp)t = 0.49D (mµp)tµ1µ0.10D2(mµp)tµ2µ0.62Dpt

(0.06) (0.04) (0.04)

+0.41Dptµ1µ0.020Drn a
t µ0.040D2rlt

(0.05) (0.006) (0.016)

µ2.13(ũtµ1µ0.13) ũ 2
tµ1+0.005+3.7 (D1+D3)t

(0.48) (0.11) (0.002) (0.6)

+5.4Dct+0.090D4t Drst (21)
(0.7) (0.028)

T = 116[1878–1993] R 2 = 0.87 ŝ = 1.620% dw = 1.77

AR: F (2, 100) = 2.80 ARCH: F (1, 100) = 0.06

Normality: x 2(2) = 0.1 Hetero: F (21, 80) = 0.85,

where the equilibrium correction residual ũt is now:

ũt = (mµpµi)tµ(µ0.302µ6.89RN a
t ). (22)

(0.043) (0.39)

The coefficients in (21) and (22) are little changed from those in (20) and
(17), although the ‘‘interwar equilibrium departure’’ in the nonlinear equi-
librium correction term is somewhat lower than previously, now being
estimated at +13% relative to the remainder of the period. No residual
diagnostics are significant. Overall, the equilibrium correction model
appears constant and well-specified on over a century of data, and the
model confirms a nonlinear feedback reaction; see Escribano (1996).

Hendry and Ericsson (1991a) emphasized the role of constancy in their
modeling approach.

Parameter constancy is at the heart of model design from both statistical
and economic perspectives. Since economic systems are far from being
constant and the coefficients of derived (‘‘nonstructural’’ or ‘‘reduced form’’)

9Recursively estimated coefficients for Dct and D4t Drst are not displayed, given those vari-
ables’ brief, transitory nature. Both sequences of Chow statistics are of the predictive-failure,
rather than covariance, form.
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equations may change when any of the underlying parameters or data corre-
lations change, it is important to identify empirical models that have reason-
ably constant parameters, which remain interpretable when change occurs.
(p. 21)

Change in government policy rules is one obvious source of such change,
and invariance of the estimated equation’s coefficients to changes in policy
rules is central to calculating the economic effects of those changes
properly. From Section IV, parameter constancy is compatible with (and
may even require) economic extensions of the data and model. With the
economic extensions for the opportunity cost of money and the proxy for
deregulation, the EqCM in Hendry and Ericsson (1991a) remains constant
over the additional two decades of data. Coherent rather than mechanical
extensions are critical for obtaining that constancy.

Identification of Money Demand

The estimated relation, (17) plus (20), is interpreted as a money demand
function for three reasons. First, being a conditional model, the para-
meterization of the demand function is unique. That conditional model
arises from factorizing the joint distribution of money, prices, income, and
interest rates into a (conditional) distribution for money conditional on
prices, income, and interest rates, and a marginal distribution for prices,
income, and interest rates. Given that factorization, the parameterization
of the distribution of money is unique. Second, from institutional know-
ledge, the supply equation in the United Kingdom is an interest rate policy
function, and it shifted substantially as economic policy regimes changed
over the sample. Specific regimes include the Gold Standard and the policy
of low interest rates during the interwar period. Consequently, any
combination of the shifting supply function with the demand equation
would be nonconstant, yet the estimated demand function is constant. In
effect, these shifts in the supply function (over-)identify the demand func-
tion in the sense of the Cowles Commission. Third, the estimated coeffi-
cients have sensible interpretations as demand responses, but they are
problematic in a policy reaction function. In particular, if the estimated
equation is viewed as an inverted policy reaction function, it is difficult to
understand why — or how — the Bank of England might seek to control
the differential between the outside interest rate and the own interest
rate.

The dummies for wars and credit deregulation complicate the issue of
identification, as they might represent either supply perturbations or
changed (unmodeled) conditions in money demand. The risks of wartime
might induce additional money demand relative to usual opportunity costs,
with the model implying a 3.9% increase in demand. Conversely, exigen-
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cies of financing war may have led to excessive printing of money. The
equality of the coefficient across the two wars is more consistent with the
former interpretation, given the changes induced by Keynes (1940), but is
hardly definitive proof. Similarly, the proxy for deregulation could capture
a shift in either demand or supply. Interpretation as a demand shift again
seems preferable. Supporting evidence includes ‘‘round-tripping’’
(borrowing from a commercial bank to relend the money in the market at
a higher rate) and withdrawal of housing equity (borrowing extra on a
mortgage and redepositing some when the after-tax liquidity cost is low);
see Green (1987) and Patterson (1993).

Policy Implications

Policy implications fall into (at least) three distinct categories, each involv-
ing a pair of related concepts: constancy and prediction, causation and
endogeneity, and expectations and the Lucas (1976) critique. See Bane-
rjee, Hendry and Mizon (1996) for a general discussion.

First, parameter nonconstancy and predictive failure need not be
germane to the policy under analysis if, for instance, the parameter
nonconstancy or predictive failure arises from data mis-measurement. As
shown above, mechanistic extension of a model can result in parameter
nonconstancy and predictive failure, whereas economic extension of the
same model can obtain constant parameters. So, parameter nonconstancy
and predictive failure in themselves are not sufficient cause for discounting
a model; see Hendry and Mizon (1996). Equally, econometric models may
fit better than they forecast, simply because the proper economic extension
is unknown ex ante. Predictive failure reflects a change somewhere in the
structure of the economic process during the forecast period. Conversely,
models do not suffer predictive failure unless such change occurs.

That said, existing econometric models may provide information on the
effects of future structural change. For example, in (20), the effect of the
two World Wars on money demand is partialed out by using the dummy
variables D1 and D3. Their coefficients are statistically insignificantly
different from each other, so the effect on money demand from the First
World War could predict in large measure the effect from the Second
World War. A parallel result holds for the two major episodes of credit
derationing, where both episodes have similar percentage effects on
money demand.

Second, for the empirical models above, specific policy issues center on
the direction of causation between money and prices. Does money growth
cause inflation; or is it the converse, with inflation being responsible for
increased money holdings? While causation cannot be wholly resolved
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from a single-equation study, Hendry and Ericsson (1991a) and Ericsson
and Irons (1995a, 1995b) demonstrate super exogeneity of prices and
interest rates in (3) and the non-invertibility of that conditional model; see
also Engle and Hendry (1993). Those results carry over to (20). The
evidence on super exogeneity and non-invertibility is consistent with a
constant demand equation in which money is endogenously determined by
private sector decisions, with policy determining the outside interest rate
to which agents react.

Targeting the stock of an endogenous money stock could be problem-
atic, especially if the demand for money depended on an interest rate
spread or if the induced higher volatility in short-term interest rates
increased the risk premium on long-term interest rates; see Sprenkle and
Miller (1980) and Baba, Hendry and Starr (1992). Both the Bank of
England and the Federal Reserve Board targeted various monetary aggre-
gates during the late 1970s and early 1980s. Both experienced difficulties in
achieving the set targets, and both eventually abandoned monetary target-
ing. In testimony to the Joint Economic Committee of the U.S. Congress,
Paul Volcker (1982), the then Chairman of the Board of Governors of the
Federal Reserve System, is particularly explicit about those difficulties.

As you are aware, the current job of developing and implementing mone-
tary policy has been complicated by regulatory decisions as well as by recent
developments in the economy and in our financial markets. We have as a
consequence (1) made some technical modification in our operating
procedures to cope with obvious distortions [due to the introduction of
interest-bearing checking accounts] in some of the monetary data, particu-
larly M1, and (2) accommodated growth in the various monetary aggregates
at rates somewhat above the targeted ranges. The first of those decisions was
essentially technical. The latter decision is entirely consistent with the view I
expressed in testifying before the Banking Committees in July [1982] that the
Federal Open Market Committee would tolerate ‘‘growth somewhat above
the targeted ranges . . . for a time in circumstances in which it appeared that
precautionary or liquidity motivations, during a period of economic uncer-
tainty and turbulence, were leading to stronger than anticipated demands for
money.’’ (p. 747)

Deregulation and financial innovation can affect monetary growth rates, so
interpretation of the latter must account for the former. In particular, from
the early 1980s onward in both the United Kingdom and the United States,
the large increases in real money might have simply reflected portfolio
adjustments due to changed interest rate differentials. Or, they might have
induced higher inflation in the future. These two alternatives suggest very
different responses on the part of the central bank. Considerable evidence
supports the interpretation of a portfolio shift, including the model (20)
itself, the models for M1 in Hendry and Ericsson (1991b) and Baba,
Hendry and Starr (1992), the historical track record of the Bank of
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England and the Federal Reserve Board, and the actual low inflation rates
in both countries during the late 1980s and the 1990s.

Third, super exogeneity rules out the role of model-based expectations
in (20), in which case the Lucas critique is not empirically germane. Data-
based predictors are allowable, so equilibrium correction models such as
(20) can have a forward-looking interpretation; see Hendry and Ericsson
(1991b). Specifically, current and lagged inflation enter (20) as approxima-
tely µ0.3 (Dpt+D2pt), where Dpt+D2pt is a natural predictor of next
period’s inflation. Flemming (1976, Chapter 7) proposes similar functions
for forming expectations about inflation.

Even when super exogeneity holds, policy can and (in general) does
affect agent behavior. It does so through the variables entering the condi-
tional model, albeit not through the parameters of that model. Govern-
ment policy might well affect inflation and interest rates, and so the
demand for money. However, under super exogeneity, the precise mechan-
ism that the government adopts for such a policy does not affect agent
behavior, except insofar as the mechanism affects actual outcomes.

VI. Conclusions

This paper develops a framework for economic extensions of empirical
models, and it applies that framework to the dynamic model of broad
money demand in Hendry and Ericsson (1991a). The analysis clarifies the
importance of coherently measured time series when building and evaluat-
ing empirical models. It also reflects the progressive nature of empirical
research. Econometric equations are not one-off laws cast in stone, but are
flexible tools for understanding the economy and for helping guide both
policy and forecasting; see Pagan (1987).

Empirically, the broadening of measured money and the concurrent
financial innovations required a measure of the opportunity cost that
reflects those changes. Consequently, a measure was developed that
depends on the proportion of non-interest-bearing money. With that
measure, the cointegrating vector remains constant over the extended
sample, which is nearly 20% longer than the initially available dataset. The
coefficients in the dynamic model itself are also virtually unchanged for the
extended sample, once the new measure of opportunity cost is incor-
porated and the dummy for deregulation is extended to account for the
1986 Building Societies Act. Even so, the dynamic equation’s error vari-
ance does increase over the extended sample. That increase may reflect
effects from interest rate volatility similar to the effects on U.S. M1 from
the risk of capital loss induced by volatile long-term interest rates; see
Baba, Hendry and Starr (1992).
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The model’s degree of empirical constancy seems reasonable, especially
in light of the very large changes over the last 120 years in the variables’
magnitudes, in the underlying economic structure, and in the financial
system. Nevertheless, several developments could improve the model’s fit
in the most recent period and thereby improve its constancy. First, a more
consistent series for money might be constructed, allowing for the liabil-
ities of building societies throughout. Second, the measure of opportunity
cost also could be improved. Specifically, the effects of interest-rate vola-
tility and learning adjustment could be modeled with higher frequency
data and then mapped to annual values; and series on the own rate could
be gathered. Third, the indicator (dummy) variables require more study.
They are endogenously chosen to remove nonconstancies and may reflect
non-modeled factors, such as data measurement errors, structural changes,
and omitted transitions. Equally, war, financial innovation, and deregula-
tion have complex effects on the economy, typically generating the most
perturbed and informative data of the sample. Finally, econometrics has
progressed during the model’s forecast period. Methods for estimating
nonlinear equilibrium correction models are now available, as are tech-
niques for estimating transition effects; see Escribano (1996) and Granger
and Teräsvirta (1993) respectively. Also, the technology of multivariate
cointegration analysis is bound to yield additional insights if the marginal
models can be developed as congruent relations.
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