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Introduction

Introduction

m In supervised learning, we primarily wish to understand how a
set of features is related to some future outcome(s).

m Understanding which features (and how) are related to the
outcome is useful but now secondary.
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Introduction

Introduction

m We have at least one model that we train using a training or/and
validation sample.

m Testing sample is used to evaluate (competing) models.

Recall:

Estimate the model Check if E’%
works

Training Validation —)| Testing :>L Real Life

Available data Unavailable data

m Training and validation (calibration) sample is used to estimate
(training) and allow models to learn (validation). Most of the
time they both are referred to as a training sample.
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Introduction

Introduction

We will learn how to go through that process:
m Key estimation models:
m OLS.
LASSO, RIDGE, Elastic Net.
Complete subset linear regression.
Random forest.
Boosted regression trees.
m How to select and evaluate a model:

m Standard model selection criteria (model fit, AIC, BIC, ...).
m ML driven methods - model confidence set of Hansen et al., [5].

m How to present results.
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Multivariate linear regression

Outline for Section 2
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Multivariate linear regression Model description

Multivariate linear regression

For an overview of linear regression see Green [4]. In an Econometrics
course the goal is to answer questions like:

m Is there a relationship between apartment area and price?
m How strong is that relationship?

m Is the relationship linear?

m How accurately can we predict price of an apartment?

In an Al course, we are primarily interested in the forecasting accuracy
of one or more models. Secondarily, which variables are more or less
important (variable importance & eXplAlnability).
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Multivariate linear regression Model description

Recall

letY;eR,i=1,2,...,N, be an observed realization of an outcome
variable and X;x, k = 1,2, ...,K a specific k™ feature:

E(Y|Xi) = f(Xi1, X2, -, Xik)

u (1)
E(YIX) = Bo+ Y BiXix

k=1

In linear regression, f(.) is assumed to be a linear function; linear in
parameters g, Bx. Here, 5y is referred to as an intercept and 5 as a
slope.
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Multivariate linear regression Model description

Recall

In reality, the linear combination does not fit the data (why?):

K
Vi # Bo+ > BiXix (2)

k=1

In order to maintain equality we need to introduce a random term ¢;,
with E(e;) = 0, which satisfies:

K
Yi=Bo+ Y BiXik+e (3)
k=1

m Why the random term ¢; exists?
m What does the random term represent?
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Multivariate linear regression Interpretation

Interpretation

Let P;,i = 1, ... be the price of the /" apartment and A; apartment’s
area. Interpret:
P; = 3702.5 + 3308.5A; + & (4)

Price —— Regression line

Yes, there is considerable heteroscedasticity of residuals, but point-estimates of the prediction are not affected.
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Multivariate linear regression Interpretation

Interpretation

Let P;,i = 1, ... be the price of the /" apartment and F; returning 1 if
apartment is at the highest floor, 0 otherwise. Interpret:

P; = 233221 + 24109.5F; + & (5)

" Price —— Regression points
2000 k A

1750k { ©
1500k 1 -
1250k *
1000k 1
750 k - .
500 k A !
250 k A
0k 1o
No Yes

Highest flcir

Stefan Ly6csa - Artificial Intelligence in Finance « October 9, 2024 11/45



Multivariate linear regression Interpretation

Interpretation

Compare more models:

P; = 3703 + 33094; + &
P; = 233221 + 24110F; + &

P; = 4202 + 33194; — 14727F; + &

P — —1751 + 3324A; — 15758F; + 12545L; + ¢;

P; = 7193 + 3197A; + 57548F; — 960FA; — 31067L; + 639L;A; + &

Here, L; returns 1 if the apartment is in a building with a lift or O oth-
erwise. How do you make predictions from such models?
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Multivariate linear regression Predictions

Predictions

Predict the price of an apartment given the model:
P; =7193+3197A;+ 57548F; — 960F;A; — 31067L;+ 639L;A; + € (6)

The apartment has:
m area of A; = 50m?,
m is not on the highest floor F; = 0,
m the building has a lift L; = 1.

Stefan Ly6csa - Artificial Intelligence in Finance « October 9, 2024 13 /45



Multivariate linear regression Predictions

Predictions

The estimated model (within the training sample):

P; — 7193 + 3197A; + 57548F; — 960FA; — 31067L; + 639L;A; + &;

The prediction:

P; = 7193 + 3197 x 50 4+ 57548 x 0 — 960 x 0 x 50—
31067 x 1+ 639 x 1 x 50

P; = 7193 + 3197 x 50 — 31067 + 639 x 50

P, = 167926
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Multivariate linear regression Estimation

Estimation

Ordinary Least Squares — to estimate parameters, where BAO,BA,(, k =
1,2, ... leads to lowest sum of squared residuals:

n n A ~
min — Y &% = (Y — Bo — g BiXik)?
B i=1 i=1
m How do we find the minimum of this function?

m There are other possible criteria - not just squared errors.

m Absolute least squares.
m Weighted least squares with various weighting schemes.

n n

. 2 ~ A

min — > &% =Y wi(Yi — Bo — Yoi_y BiXix)?
B i=1 i=1

B You can be quite creative about weights you employ.
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Multivariate linear regression Estimation

Estimation

We estimate [3’s, but also the standard error (variation of) 3, var(3):

m It allows us to assess the accuracy of the parameter estimate.

m It allows us to test (under certain assumptions) statistical
hypotheses about 3, e.g. Hp : 51 = 0.

m We can assess what influences the precision of our parameter
estimates.

m Given initial assumptions about the model (see later) we have
many approaches to estimate var(g).

m Opposed to econometrics, in machine learning, we do not care
so much about the variance of parameter estimates, instead we
care about the variance and bias of our predictions. Although the
two are related.
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Multivariate linear regression Model assumptions

Model assumptions

Model should work best (including inferences) after satisfying a
series of assumptions/rules (see Greene [4]):

1. Model is linear in parameters S.
Independent variables are not stochastic.

E(ei]Xi) = 0 — E(YilX;) = Bo + D_s—1 BiXik-

Homoscedasticity of residuals var(e;|X;) = 2.

vl N NN

For i # J, residuals ¢; and ¢ are uncorrelated (time-series,
spatial,...).

6. There is no covariance between ¢; and X;.
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Multivariate linear regression Model assumptions

Model assumptions

Model should work best (including inferences) after satisfying a
series of assumptions/rules (see Greene [4]):

7. Number of observations needs to be at least the number of
parameters, K < N.

8. Variance of X; should be finite and positive.
9. Regression model should be well-specified.

Assumption No. 9 is quite important and the reason, why artificial
intelligence methods (statistical learning in general) will likely get the
upper-hand in the future.

Stefan Ly6csa - Artificial Intelligence in Finance « October 9, 2024 18 /45



Model selection

Outline for Section 3

Model selection
In-Sample approach

QOut-of-Sample approach
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Model selection

Model selection

All models are wrong, but some are useful.’
Box, G. E. P. (1979, [3])

Standard econometric assumption suggests that we have a well-specified
regression.

m That is almost surely not true.

m In Finance (observational studies), we can be pretty sure we do
not have a well-specified model.

Instead of assuming that one model represents the ‘correct specifica-
tion’, an Al (data)-driven approach wants to learn which model(s) tend
to perform better.

Stefan Ly6csa - Artificial Intelligence in Finance « October 9, 2024 20/ 45



Model selection In-Sample approach

In-Sample approach

In an in-sample approach, we do not learn from new data, but select a
model (or a variable) using the training dataset (not validation) only.
We will consider following scenarios:
m Select between M-competing models.
m R? and adjusted R?.
m Model confidence set of Hansen et al., (2011, [5]).
m Akaike and Schwartz Information Criteria.
m Variable selection approach.

m Backward selection.
m Forward selection.
m Step-wise selection.
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Model selection In-Sample approach

Selection between M-competing models

Example:

Let R(1);,R(2);, ..., R(5); denote the number of rooms of i apartment
and FR;, PR;, NW; a full- and partial-reconstruction and a new apart-
ment. We have M = 4 competing models:

Pi = Bo + B1A; + €;
Pi = Bo+ BrAi+ > BeR(K)i + €;

k=2
Pi = Bo + B1A; + B2FR; + B3PR; + BaNW; + €;

Pi = Bo+ B1Ai + BaFR; + BsPRi + BaNW; + > BeR(K); + €;
k=5
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Model selection In-Sample approach

Selection between M-competing models

Simple procedure for each of the measures:
1. Estimate all M models using data from the training sample.
2. For each model, calculate adjusted R? (AIC and/or BIC).
3. Select the model that has highest R? (lowest AIC and/or BIC).
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Model selection In-Sample approach

Model fit - R?

Let Y;,i = 1,2,...,N be the outcome variable and let TSS denote the
Total Sum of Squares, i.e. the variability we want to explain in the first
place:

N
TSS=> (Y —V) (7)
i=1

We can decompose this variability into the part that we can explain
via our model, the Explained Sum of Squares and into the part that
the model was not able to explain, the Residual Sum of Squares:

N N N
TSS = ESS+RSS=> (Y, = V)2 =Y (%= )2+ S (v, - V)2 (8)
i=1 i=1 i=1
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Model selection In-Sample approach

Model fit - R?

Visual representation of the components of the R?:

750 k 1 Price
500 k A
250 k A
Ok . : : i ;
0 50 100 150 200
N _ N _ N
TSS=ESS+RSS=> (Y, = V)2 =Y (Vi =2+ S (v, - ¥)? (9)

i=1 i=1 i=1
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Model selection In-Sample approach

Model fit - R?

Recall:
7SS = ESS + RSS

TSS is given by the outcome variable (Y;). We can influence ESS (RSS)
by using a suitable model. The lower the RSS, the better the model,
which leads us to the following, coefficient of determination:

O§R2:1—R—SS§1 (10)

R? measures the ratio of explained variability of the outcome variable.
It is one of the most popular measures of a goodnes of a model; in
general, not just for linear regressions.
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Model selection In-Sample approach

Selection between M-competing models

m With the increase of features in the linear regression model, the
R? almost surely increases.

m It is still very informative as it tell us how one model (feature)
increases our understanding about the variation of the outcome
variable.

m We know that having too much parameters leads to over-fitting
— we should penalize more complex models; principle of
parsimony.

Let p denote the number of features, the adjusted R? is given as:

Rﬁ:l—(ﬁ_i) (1—R2)§1 (11)
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Model selection In-Sample approach

Selection between M-competing models

Let LL(m) be the log-likelihood (see Econometrics course) of a model
— how good the model fits the data. The Akaike (1974, section V in
[1]) and Schwartz (1978, [6]) information criteria are given as:

AIC = —2LL(m) + 2p

BIC = —2LL(m) + In(N)p (12)

Specifically if comparing models from linear regressions, assuming
ej ~ N(p, 0?), the term —2LL(m) is replaced with:

Nin <R55m> +c (13)

N

and constant ¢ can be ignored.
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Selection between M-competing models

Model selection

Let’s turn back to our example:

In-Sample approach

Comparing models

Criteria OLS-1 OLS-2 OLS-3 OLS-4
R? 61.92%  6351%  64.89%  66.13%
R? 61.91%  6345%  64.85%  66.05%
AlC 89154 89016 88879 88763
BIC 89173 89065 88915 88831

OLS — 4 seems to be the preferred according to all three criteria.
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Model selection In-Sample approach

Variable selection approach

Backward elimination:
1. Select a threshold p—value (say 0.10).
2. Estimate regression with all features.

3. Estimate p—value (Hp : 8 = 0, and use appropriate technique to
estimate coefficient standard errors, e.g. bootstrapping, HC,
HACQ).

4. Find the feature with the highest p—value and if it is above the
threshold, remove the feature from the specification.

5. Estimate the model with new specification.

6. Repeat step 3 to 5 until the highest p—value is less than the
threshold p—value.
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Model selection In-Sample approach

Variable (and model) selection approach
Backward elimination: Looking back at our example, the selected
model (OLS-B henceforth) is:

Pi =Bo + P1Ai + B2R(2); + B3R(3)i+
B4R(5); + BsFR; + BeNW; + €

with parameter estimates given by:

P; =1266 + 3123A; — 10016R(2); — 30866R(3);+
72638R(5); + 31793FR; + 6384INW, + ¢;

Compared to m = 4, the Rf, = 66.06%, AIC = 88758 and
BIC = 88808 are now improved.
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Model selection In-Sample approach

Variable selection approach

Forward elimination:
1. Select a threshold p—value (say 0.10).
2. Estimate a regression with an intercept.

3. Add one feature which leads to the lowest p—value on the
corresponding regression coefficient (Hg : 8 = 0).

4. Repeat step 3 until you are unable to find a feature that would
have a p—value below the threshold defined in step 1.
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Model selection In-Sample approach

Variable selection approach

Forward elimination: Looking back at our example, the selected
model (OLS-F henceforth) is:

P; =Bo + B1Ai + B2R(1); + B3R(2);+
B4R(3)i + BsSR; + BeNW; + B7FR; + BgR(5); + €;

with parameter estimates given by:

P; =5094 + 3094A; — 7282R(1); — 13536R(2),—
33735R(3); + 18565R; + 65418NW,; + 33055FR; + 72705R(5); + €;

The R = 66.05%, AIC = 88761 and BIC = 88823 are worse as for
m =5 (OLS-B).
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Model selection In-Sample approach

Variable selection approach

Bi-directional selection

1.

Select a threshold p-value (say 0.10).

2. Estimate a regression with an intercept.

3. Add one feature to the model that leads to the lowest p-value.
4,

5. Repeat step 3 to 4 until adding a new feature does not lead to

Remove feature(s) that have a p-value above the threshold.

feature’s p-value below the threshold p-value.

Some variables may be added at one iteration, removed in another and
added back to the set of preferred features latter on!
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Model selection In-Sample approach

Variable selection approach

Bi-directional elimination: Looking back at our example, the selected
model is:

Pi =Bo + 1Ai + B2R(2); + B3R(3);+
BaNW; + BsFR; + BeR(5); + €

with parameter estimates given by:

P; =1266 + 3123A; — 10016R(2); — 30866R(3);+
63849NW; + 31793FR; + 72638R(5); + €;

The model is the same as m = 5!
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Model selection Out-of-Sample approach

Loss functions

Forecasts errors lead to costs:
m Economic losses are very specific and depend on the application
of the forecast.

m Statistical losses are more general. For continuous variables
most common are:

m Square Error.
m Absolute Error.

We use these functions to optimize (parameters) our models and to
evaluate model forecasts - to rank models.
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Model selection Out-of-Sample approach

Loss functions

LetY;,i =1,2,...N, be the i observed outcome variable and )A/,‘,m, m=
1,2, ... the corresponding forecast from model m.
The two common loss (cost) functions are:

m Mean Square Error.

N
MSEn = N2 (Y = Vim)? (14)
i=1
m Mean Absolute Error.
N
MAEn =N"2) Y = Vi (15)
i=1
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Model selection Out-of-Sample approach

Loss functions

ol — MSE
71 . — MAE
o | S, '
" @ -‘ .
= L
E 8 1 .\ ./'
. /
2_
. — ..
o |
6 4 2 0 2 4 6

(True - Forecast)

m Different preference for larger losses.
m Symmetric behavior for under/over predictions.
m You can specify your own losses (e.g. asymmetric losses).
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Model selection Out-of-Sample approach

Loss functions

Let’s continue with out example. Using models from the training sam-
ple only (not validation) we predict prices in the testing sample: train-
ing — testing.

Comparing models

Models | MSE x10~? MAE x10~%
OLS-1 12.31 6.07
OLS-2 11.99 5.93
OLS-3 11.37 5.64
OLS-4 11.16 5.56
OLS-B 11.18 5.56
OLS-F 11.17 5.56
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Model selection Out-of-Sample approach

Model confidence set

In the previous example, differences between models m = 4,5, 6 seem
to be negligible. Perhaps the three models lead to similarly accurate
forecast.

Can we perform a statistical test to compare models?

Currently popular is the Model Confidence Set (MCS henceforth) ap-
proach of Hansen et al., (2011, [5]). We will follow the exposition of
Bernardi and Catania (2018, [2]).
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Model selection Out-of-Sample approach

Model confidence set

Let M° denote an initial set of g models (m = 1,2,...,q). The goal is
for a given conﬁdenge level of 1 — « arrive at a smaller set of superior
models denoted as M;_  with g* < g. The general algorithm [2]:

1. Set M = My, i.e. the initial set consists of all models.

2. Test a null hypothesis that all models lead to equal predictive
accuracy (EPA).

m If the hypothesis is not rejected, the algorithm is terminated.
m If the hypothesis is rejected, determine the worst model and
remove it from M.

3. Repeat step 2 until the EPA hypothesis is not rejected.
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Model selection Out-of-Sample approach

Model confidence set

The EPA hypothesis. Let [, ; be a loss (e.g. squared error) of the mth
model m = 1,2, ..., g at predicted observation /. The loss differential
is:

dm,r,i = lm,i - lr,ia s m#ET (16)

The EPA hypothesis for a given set of models M can be defined as:

HOM'E(d ):0 er:12 .., q

(17)
Him: E(dm,) # 0, forsomem,r=1,2,...,q
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Model selection Out-of-Sample approach

Model confidence set

For comparing only two models, the test statistics is given by:
am,r

var(dpmr)

(18)

tm,r =

where 5’,,,7, is the average loss between models m and r. The challenge
is to calculate \7a\r(5m,,). Hansen et al (2011, [5]) recommends block
bootstrap procedure (can be adapted for cross-sections).
Comparing multiple models, the test statistics becomes:

TRM = maXm,reM|tm,r| (19)
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Model selection Out-of-Sample approach

Model confidence set

Let’s continue with out example. Using models from the training sam-
ple only (not validation) we predict prices in the testing sample: train-
ing — testing.

Comparing models

Models | MSE x 10~° MAE x 104
OLS — 1 12.31 6.07
OLS — 2 11.99 5.93
OLS -3 11.37 5.64
OLS — 4 11.16 1 5.56
OLS — B 11.18 1 5.56 1
OLS — F 11.17 ¢ 5.56
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Model selection Out-of-Sample approach
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