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Abstra
tThis paper shows that binary text
lassi�
ation is feasible with posi-tive examples and unlabeled exam-ples. This is important be
ausein many text 
lassi�
ation problemshand-labeling examples is expensivewhile examples of one 
lass and unla-beled examples are readily available.We introdu
e a naive Bayes algo-rithm for learning from positive andunlabeled do
uments. Experimentalresults show that performan
e of ouralgorithm is 
omparable with naiveBayes algorithm for learning from la-beled data.Keywords: text mining, text 
las-si�
ation, semi-supervised learning,positive data.1 Introdu
tionRe
ently there has been signi�
ant interestin text learning algorithms that 
ombine in-formation from labeled and unlabeled data.For the labeled data, supervised learning al-gorithms apply, but their performan
e 
an bepoor for a small labeled data set and they
annot take advantage of the unlabeled data.For the unlabeled data, unsupervised learn-ing algorithms apply, but they do not usethe labels. Thus, learning with labeled andunlabeled data � sometimes named as semi-supervised learning � falls between supervisedand unsupervised learning. This resear
h area

is motivated by the fa
t that it is often tediousand expensive to hand-label large amount oftraining data, spe
ially for text learning tasks,while unlabeled data are freely available.Several learning algorithms have been de�nedfor text learning tasks in the semi-supervisedsetting. We only 
onsider supervised learningalgorithms with the help of unlabeled data.Su
h approa
hes in
lude using Expe
tationMaximization to estimate maximum a poste-riori parameters [11℄, using transdu
tive infer-en
e for support ve
tor ma
hines [5℄, using theunlabeled data to de�ne a metri
 or a kernelfun
tion [4℄, using a partition of the set of fea-tures into two disjoint sets [1, 10℄.We address the issue of learning from posi-tive and unlabeled data where positive dataare examples of one �xed target 
lass. Wehave given in previous papers theoreti
al andexperimental results [2, 7℄: we have proventhat every 
lass learnable in the Statisti
alQuery model [6℄ is learnable from positivestatisti
al queries (estimates of probabilitiesover positive instan
es) and instan
e statisti-
al queries (estimates of probabilities over theinstan
e spa
e) when a lower bound on thepositive 
lass probability is given; we have alsodesigned a de
ision tree indu
tion algorithmfrom positive and unlabeled examples.In the present paper, we design text learningalgorithms from positive and unlabeled do
u-ments. Let us 
onsider two examples of ap-pli
ations. A �rst example is learning to 
las-sify web pages as �interesting� for a spe
i�
user. His bookmarks de�ne a set of positiveexamples be
ause they 
orrespond to interest-



ing web pages for this user. Unlabeled exam-ples are easily available on the World WideWeb. A se
ond example is mail �ltering. Fora given mailing list and a spe
i�
 user, posi-tive examples are mails from the mailing listwhi
h have been saved by the user in his mail-boxes. Again, unlabeled examples 
an easilybe obtained by storing all mails from the mail-ing list, say during one week. It is interestingto note that no hand-labeling is needed in ourframework.In Se
tion 2, we design a naive Bayes algo-rithm from positive and unlabeled examples.The key step is in estimating word probabil-ities for the negative 
lass be
ause negativeexamples are not available. This is possiblea

ording to the following assumption: an es-timate of the positive 
lass probability (theratio of positive do
uments in the set of alldo
uments) is given as input to the learner. Inpra
ti
al situations, the positive 
lass proba-bility 
an be empiri
ally estimated or providedby domain knowledge.In Se
tion 3, we give experimental results onthe WebKB Course data set [1℄. The resultsshow that error rates of naive Bayes 
lassi-�ers obtained from p positive examples 
om-pleted with enough unlabeled examples arelower than error rates of naive Bayes 
lassi-�ers obtained from p labeled do
uments. Theexperiments suggest that positive examplesmay have a high value in 
ontext of semi-supervised learning.2 Naive Bayes from positive andunlabeled examples2.1 Naive BayesNaive Bayes 
lassi�ers are 
ommonly-used intext 
lassi�
ation [8℄. The basi
 idea is touse the joint probabilities of words and 
lassesto estimate the probabilities of 
lasses givena do
ument. The naive part is the assump-tion that the presen
e of ea
h word in a do
-ument is 
onditionnally independent of allother words in the do
ument given its 
lass.This 
onditional independen
e assumption is
learly violated in real-world problems. Nev-

ertheless, Naive Bayes 
lassi�ers are amongthe most e�e
tive text 
lassi�
ation systems[3, 9℄.We only 
onsider binary 
lassi�
ation prob-lems with a set of 
lasses f0; 1g where 1 
or-responds to the positive 
lass. We 
onsiderbag-of-words representations for do
uments.Naive Bayes is given in Table 1. It assumes anunderlying generative model. In this model,�rst a 
lass is sele
ted a

ording to 
lass priorprobabilities. A do
ument length is 
hosenindependently of the 
lass. Then, the gen-erator 
reates ea
h word in a do
ument bydrawing from a multinomial distribution overwords spe
i�
 to the 
lass.Given a vo
abulary V and a set D of labeleddo
uments, let us denote by PD (respe
tivelyND) the set of positive do
uments (respe
-tively negative do
uments) in the set D. The
lass probabilities P (
) are estimated by:P̂ (0) = Card (ND)Card (D) ; P̂ (1) = Card (PD)Card (D) (1)where Card (X) is the 
ardinality of set X.A key step in implementing naive Bayes is es-timating the word probabilities Pr(wij
). Theword probabilities Pr(wij
) are estimated by
ounting the frequen
y that word wi o

urs inall word o

urren
es for do
uments in 
lass 
:P̂ r(wij0) = N(wi; ND)N(ND)P̂ r(wij1) = N(wi; PD)N(PD)where N(wi;X) is the total number of timesword wi o

urs in the do
uments in the setX and N(X) the total number of word o

ur-ren
es in set X. A do
ument 
annot be 
las-si�ed as a member of 
lass 
 as soon as it 
on-tains a word w whi
h does not o

ur in any la-beled do
ument of 
lass 
. To make the prob-ability estimates more robust with respe
tto infrequently en
ountered words, smoothingmethods are used or equivalently a prior dis-tribution over multinomials is assumed. We




onsider the 
lassi
al Lapla
e smoothing, andthe 
lass probability estimates are:P̂ r(wij0) = 1 +N(wi; ND)Card (V ) +N(ND) (2)P̂ r(wij1) = 1 +N(wi; PD)Card (V ) +N(PD) (3)We now give formulas whi
h are needed in thenext se
tion. We 
an write the following equa-tion:Pr(wi) = Pr(wij0)Pr(0) + Pr(wij1)Pr(1) (4)where Pr(wi) is the probability that the gen-erator 
reates wi and Pr(1) is the probabilitythat the generator 
reates a word in a posi-tive do
ument. Let us suppose that we aregiven a set D = PD [ ND of labeled do
u-ments. An estimate of Pr(wi) is N(wi;D)N(D) . Anestimate of Pr(1) is N(PD)N(D) . But, under theassumption that the lengths of do
uments areindependent of the 
lass, another estimate ofPr(1) is P̂ (1) = Card(PD)Card(D) .Table 1: Naive Bayes from labeled do
uments(NB)Given a set D of labeled do
uments, thenaive Bayes 
lassi�er 
lassi�es a do
umentd 
onsisting of n words (w1; : : : ; wn) � withpossibly multiple o

urren
es of a word w �as a member of the 
lassNB(d) = argmax
2f0;1g P̂ (
) i=nYi=1 P̂ r(wij
) (5)where the 
lass probability estimates are
al
ulated a

ording to Equations 1 and theword probability estimates are 
al
ulateda

ording to Equations 2 and 3.2.2 Naive Bayes from positive andunlabeled examplesIn the present se
tion, training data 
onsistof a set PD of positive do
uments togetherwith a set UD of unlabeled do
uments. Thekey point is to 
ompute su�
iently a

urate

probability estimates in Equation 5 from posi-tive and unlabeled data only. We assume thatan estimate P̂ (1) of the positive 
lass prob-ability P (1) is given to the learner. Then,an estimate of the negative 
lass probabilityis setting P̂ (0) to 1 � P̂ (1). The key step isestimating the word probabilities.Estimating Word ProbabilitiesLet us 
onsider that we are given an estimateP̂ (1) of the positive 
lass probability P (1), aset PD of positive do
uments together with aset UD of unlabeled do
uments.The positive word probability estimates are
al
ulated using Equation 3 with the input setPD of positive do
uments.For the negative word probabilities, fromEquation 4, we derive the following equation:Pr(wij0) = Pr(wi)� Pr(wij1)� Pr(1)1� Pr(1) (6)We use this equation in order to derive thenegative word probability estimates. In Equa-tion 6, positive 
lass probabilities are esti-mated with Equation 3. We now give formulasfor the estimates of Pr(wi) and Pr(1).Estimate of Pr(wi). Assuming that the setof unlabeled do
uments is generated a

ordingto the underlying generative model, probabil-ity Pr(wi) is estimated on the set of unlabeleddo
uments by:P̂ r(wi) = N(wi; UD)N(UD) (7)Estimate of Pr(1). We will 
onsider twodi�erent estimates for Pr(1). First, under theassumption that the lengths of do
uments areindependent of the 
lass, positive and negativedo
uments have the same average length andP̂ r(1) 
ould be set to P̂ (1).Se
ond, we have seen that, given a set D =PD[ND of labeled do
uments, an estimate ofPr(1) is N(PD)N(D) . We 
an dedu
e the following



equation:P̂ r(1) = N(PD)Card (PD) � Card (PD)Card (D) � Card (D)N(D)In the 
ase where an estimate of P (1) and aset PD of positive do
uments together witha set UD of unlabeled do
uments are givento the learner, the �rst term N(PD)Card(PD) in theprevious equation 
an be 
al
ulated with theinput set PD; the se
ond term 
orresponds toP̂ (1) whi
h is given as input to the learner;and, assuming that unlabeled do
uments aregenerated a

ording to the underlying proba-bilisti
 model, the third term 
an be estimatedover the set UD of unlabeled examples. Thisleads to the following estimate for Pr(1):P̂ r(1) = N(PD)Card (PD) � P̂ (1)� Card (UD)N(UD)When the sets PD and UD are quite small, itmay be possible that our estimate for Pr(1) isgreater than 1. Thus, we bound our estimate:P̂ r(1) = min� N(PD)Card (PD)�P̂ (1)�Card (UD)N(UD); 1 + P̂ (1)2 � (8)Equations 3, 7 and 8 provide estimates forword probabilities appearing in Equation 6.Smoothing Word ProbabilitiesUsing Equation 7, estimates for negative wordprobabilities P̂ r(wij0) given by Equation 6
an be rewritten:N(wi; UD)� P̂ r(wij1)� P̂ r(1)�N(UD)(1� P̂ r(1)) �N(UD)The estimates P̂ r(wij0) 
an be negative.Thus, we set the negative values to 0 and nor-malize our estimates su
h that they sum to 1.Let Z be the normalizing fa
tor de�ned byZ = Xwi2V jPr(wij0)>0Pr(wij0)

Using the Lapla
e smoothing method,estimates for negative word probabilitiesP̂ r(wij0) are given by:1 +maxfR(wi); 0g � 1ZCard (V ) + (1� P̂ r(1)) �N(UD) (9)where R(wi) is set to N(wi; UD)� P̂ r(wij1)�P̂ r(1) � N(UD), P̂ r(wij1) is 
al
ulated a
-
ording to Equation 3, and P̂ r(1) is either setto P̂ (1) or is 
al
ulated a

ording to Equa-tion 8.Table 2: Naive Bayes from positive and unla-beled examples (PNB)Given an estimate P̂ (1) of the positive 
lassprobability P (1), a set PD of positive do
-uments together with a set UD of unlabeleddo
uments, the positive naive Bayes 
lassi-�er 
lassi�es a do
ument d 
onsisting of nwords (w1; : : : ; wn) as a member of the 
lassPNB(d) = argmax
2f0;1g P̂ (
) i=nYi=1 P̂ r(wij
) (10)where the 
lass probability estimate P̂ (0)is set to 1 � P̂ (1), the word probability es-timates are 
al
ulated a

ording to Equa-tion 3 for the positive 
lass and a

ordingto Equation 9 for the negative 
lass.3 Experimental resultsWe 
onsider the WebKB Course dataset1, a
olle
tion of 1051 web pages 
olle
ted from
omputer s
ien
e departments at four univer-sities. The binary 
lassi�
ation problem is toidentify web pages that are 
ourse home pages.The 
lass 
ourse is designed as the positive
lass in our setting. In the WebKB dataset,22% of the web pages are positive. We 
on-sider the full-text view whi
h 
onsists of thewords that o

ur on the web page. The vo-
abulary is the set of words in the input datasets; no stoplist is used and no stemming is1available at http://www-2.
s.
mu.edu/afs/
s/proje
t/theo-4/text-learning/www/datasets.html



Table 3: results for PNB on the WebKBCourse dataset when varying the number ofunlabeled do
umentsp is set to 20 p is set to 50u error u error20 27.155 50 15.26530 16.597 100 8.01040 12.000 120 7.48550 10.353 130 7.29860 8.611 140 7.26570 8.698 150 7.61180 8.922 160 7.576100 9.586 170 7.668150 13.365 180 7.693200 16.048 200 8.239performed. We give experimental results forour algorithm PNB when varying the numberof unlabeled do
uments and when using dif-ferent estimates for Pr(1). Then, we 
ondu
texperiments to 
ompare PNB and NB whilevarying the number of labeled do
uments. Ina last set of experiments, we 
ompare errorrates when giving as input di�erent values forthe positive 
lass probability.3.1 Varying the number of unlabeleddo
umentsWe use the algorithm PNB where Pr(1) is es-timated using Equation 8. We set the inputP̂ (1) to 0.22. We 
onsider two values for thenumber p of positive do
uments : 20 and 50.We let vary the number u of unlabeled do
-uments. For ea
h value of p and u, 200 ex-periments are 
ondu
ted. Error rates are esti-mated on an hold-out test set and error ratesare averaged over these 200 experiments.Experimental results (see Table 3) show thatthe error de
reases and rea
hes a minimalvalue. We note that when the number ofunlabeled do
uments be
omes too large, per-forman
e of PNB may be poor. For a givennumber of positive do
uments, the optimalvalue for the number of unlabeled do
umentsis not known. In the following, we as-sume that estimates will be done on a setof unlabeled do
uments 
ontaining approxi-

mately Card (PD) positive do
uments. Con-sequently, we set the number of unlabeled do
-uments to Card (PD)=P̂ (1) where PD is theset of positive do
uments and P̂ (1) the esti-mate of the positive 
lass probability. Resultsgiven in Table 3 show that this 
hoi
e is notoptimal from an experimental point of viewon the WebKB Course dataset.3.2 Estimating Pr(1)We 
ompare three variants of PNB dependingon how the estimate of Pr(1) is 
al
ulated.PNB takes as input P̂ (1) = 0:22 together withrandomly drawn sets PD and UD su
h thatCard (UD) = Card (PD)=P̂ (1). In the �rstvariant, Pr(1) is estimated using Equation 8.In the se
ond one, P̂ r(1) is set to P̂ (1), i.e.it is supposed that the knowledge of the av-erage length of positive do
uments is negligi-ble in the 
lassi�
ation de
ision. In the thirdone, Pr(1) is estimated on the whole WebKBCourse dataset of 1051 web pages and we setP̂ r(1) to 0:282.Experimental results (see Figure 1) show thata better estimate of Pr(1) slightly in
reasesthe a

ura
y of PNB 
lassi�ers. PNB 
lassi-�ers where P̂ r(1) is set to P̂ (1) perform bet-ter than PNB 
lassi�ers where P̂ r(1) is 
al
u-lated using Equation 8 when the train set issmall. Indeed the varian
e of the estimationof Pr(1) is high when only a small number ofdo
uments are available. But, when there areenough do
uments (20 positive do
uments),the a

ura
y of PNB 
lassi�ers where P̂ r(1)is 
al
ulated using Equation 8 is 
lose to thea

ura
y of PNB 
lassi�ers where Pr(1) is es-timated on the whole WebKB Dataset.3.3 A 
omparison between NB andPNBFor a given number p, we 
ompare: NB 
lassi-�ers obtained from p labeled do
uments; PNB
lassi�ers obtained with input P̂ (1) = 0:22, p2Note that under the assumption that thelength of do
uments is independent of the 
lass,Card(PD)=Card(D) and N(PD)=N(D) are unbiasedestimates of Pr(1). On the WebKB Course dataset,we �nd respe
tively 0.22 and 0.28 whi
h suggests thatthis assumption 
ould be not 
orre
t.
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Figure 1: Comparison of PNB with three dif-ferent estimates of Pr(1). Error rates are av-eraged over 200 experimentspositive do
uments and N ' p� 1=0:22 unla-beled do
uments; NB 
lassi�ers obtained fromN labeled do
uments. We use algorithm PNBwhere P̂ r(1) is estimated using Equation 8.For ea
h value p and ea
h algorithm, 200 ex-periments are 
ondu
ted. Error rates are es-timated on an hold-out test set and are av-eraged over the 200 experiments. Error ratesare given together with standard deviation.Experimental results (see Table 4 and Fig-ure 2) show that PNB 
lassi�ers outperformNB 
lassi�ers obtained from p labeled do
u-ments. These experimental results are quitepromising showing that p positive examples
ompleted with unlabeled examples have ahigher value than p labeled examples, at leastfor small values of p.
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Figure 2: Comparison of NBp, PNBp;N andNBN .

Table 4: A 
omparison between NB and PNB.p N NBp PNBp;N NBN5 22 23.95(12.4) 16.24(12.67) 12.67(4.72)10 45 17.49(7.00) 13.05(4.68) 8.50(3.56)15 68 14.18(5.55) 10.90(4.13) 6.74(2.40)20 91 12.67(4.72) 10.12(3.70) 6.03(1.95)25 114 10.96(4.26) 9.37(3.39) 5.65(1.79)30 137 10.25(4.51) 8.63(2.95) 5.44(1.64)35 159 9.70(4.26) 8.27(2.74) 5.41(1.58)40 182 9.24(4.22) 8.12(2.61) 5.07(1.45)45 205 8.50(3.56) 7.63(2.52) 5.02(1.49)50 228 8.55(3.73) 7.22(2.39) 4.97(1.38)55 251 7.20(2.97) 7.05(2.12) 4.81(1.42)60 274 7.32(3.18) 6.59(1.83) 4.68(1.35)65 297 6.84(2.45) 6.51(1.94) 4.77(1.37)70 319 6.74(2.40) 6.39(1.95) 4.54(1.29)3.4 Giving an estimate of the positive
lass probabilityWe use the algorithm PNB where Pr(1) isestimated using Equation 8. We 
onsidertwo values for the number p of positive do
-uments : 20 and 50. An estimate of thepositive 
lass probability on the whole We-bKB Dataset is P̂ (1) = 0:22. We let varythe estimate for the positive 
lass probabil-ity. PNB takes as input P̂ (1) together withrandomly drawn sets PD and UD su
h thatCard (UD) = Card (PD)=P̂ (1). P̂ (1) takesvalue from 0.12 to 0.38 by step 0.02. For ea
hvalue of P̂ (1), 200 experiments are 
ondu
ted.Error rates are estimated on an hold-out testset and error rates are averaged over these 200experiments.Experimental results are given in Table 5.They show that su�
iently a

urate 
lassi�ersare obtained with rough estimates of P (1).For instan
e, an estimate of P (1) 
ould be
hosen between 0.2 and 0.3.4 Con
lusionWe have shown that text 
lassi�
ation frompositive and unlabeled data is feasible andthat positive do
uments and labeled do
u-ments may have a 
omparable value as soonas the former are 
ompleted with enough un-



Table 5: PNB 
lassi�ers with di�erent inputvalues for P̂ (1).p is set to 20 p is set to 50P̂ (1) error error0.12 16.74 13.470.14 15.12 11.370.16 13.77 9.990.18 11.93 8.880.20 10.76 8.000.22 10.60 7.220.24 9.66 7.180.26 9.25 6.710.28 9.96 6.780.30 10.21 7.230.32 11.29 8.180.34 12.41 9.220.36 12.69 9.700.38 13.74 11.26labeled do
uments. As in the semi-supervisedframework, unlabeled data are supposed tobe freely available, the experimental resultsare promising but we need to apply our al-gorithms to other data sets. Following [7℄, itwould be interesting to design algorithms frompositive and unlabeled do
uments when thepositive 
lass probability is not given as inputto the learner. Also, we intend to adapt the
o-training setting from Blum and Mit
hell [1℄to the framework of learning from positive andunlabeled do
uments.A
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