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Annotation Annotation ToolTool  
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AnnAnnotationotation  tooltool  + MUFIN+ MUFIN  

--  HouseHouse  
--  NatureNature  
--  ForestForest  
--  TreeTree  
……  

--  WordNetWordNet  
--  Visual ConVisual Conceptcept  OntologyOntology  
--  MUFIN visual object searchMUFIN visual object search  

ProfimediaProfimedia  



WhatWhat  isis  ImageCImageCLEF?LEF?  

•• Competition regarding crossCompetition regarding cross--languagelanguage  
annotation annotation andand  retrievalretrieval  ofof  imagesimages  

•• DifferentDifferent  areasareas  ofof  interestinterest::    

•• Robot vision Robot vision ––  objectobject  recognitionrecognition  

•• PlantPlant  identificationidentification  

•• MedicalMedical  image image identificationidentification  

•• ConceptConcept  Image AnnotationImage Annotation  
•• Goal: From a gGoal: From a giveniven  set set ofof  conceptsconcepts, select those that are , select those that are 

relevant forrelevant for  anan  input imageinput image  
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ConceptConcept  Image Image AnnotationAnnotation  in in 
20142014 
 

•• Focus on scalability Focus on scalability ––  no manually labeled no manually labeled 
training datatraining data  

•• Noisy training data downloaded from internet Noisy training data downloaded from internet 
are only availableare only available  

•• Development data Development data ––  10000 images with ground 10000 images with ground 
truth conceptstruth concepts  

•• Participants are allowed to use no manually Participants are allowed to use no manually 
labeled training data that was created directly for labeled training data that was created directly for 
machine learningmachine learning  

•• ProfisetProfiset  is OK, since it is a byis OK, since it is a by--product of another product of another 
activity (image selling)activity (image selling)  
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CLEF Annotation Task vs. our CLEF Annotation Task vs. our 
annotation toolsannotation tools  

•• OurOur  longlong--timetime  researchresearch  objectiveobjective: : generalgeneral  
image image annotationannotation  withoutwithout  wellwell--labeledlabeled  trainingtraining  
datadata  

•• „Big Data „Big Data approachapproach““  

•• Primarily focused on description of noun objectsPrimarily focused on description of noun objects  

•• Difficult to evaluateDifficult to evaluate  

  

•• CLEF: Annotation contest with ground truthCLEF: Annotation contest with ground truth  

•• Considers nouns, adjectives and verbsConsiders nouns, adjectives and verbs  

•• Participants typically use modelParticipants typically use model--based approachesbased approaches  
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Competition’s benefits for usCompetition’s benefits for us  
  

•• Evaluation of our tools on a wellEvaluation of our tools on a well--known ground truth known ground truth   

•• Images of numerous types and situations are included in Images of numerous types and situations are included in 
the CLEF the CLEF collection as a training and development collection as a training and development 
material.material.  

•• Compare our ideas to solution with other teamsCompare our ideas to solution with other teams  

•• Utilize our current approach to the image annotation Utilize our current approach to the image annotation 
process in the practiceprocess in the practice  

•• With a With a feedback from feedback from the initiatorsthe initiators  

  

•• LongLong--time objective: journal paper about searchtime objective: journal paper about search--based based 
annotation, CLEF results as part of evaluationannotation, CLEF results as part of evaluation  

6 



What What wewe  planplan  to to utilize?utilize?  

•• WordNetWordNet--based relationsbased relations  

•• Must be accustomed to the given word types (not Must be accustomed to the given word types (not 
just nouns)just nouns)  

•• WordNetWordNet--based word similarity metricsbased word similarity metrics  

•• Visual Concept OntologyVisual Concept Ontology  

•• Similar Images search Similar Images search ––  powered by MUFINpowered by MUFIN  

•• CoCo--occurrence relations among words within occurrence relations among words within 
ProfimediaProfimedia  datasetdataset  

•• Constructed byConstructed by  Institute Institute of Formal and Applied of Formal and Applied 
LinguisticsLinguistics  (MFF UK)(MFF UK)  
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WordNet vs. coWordNet vs. co--occurenceoccurence  

•• WordNetWordNet  ––  fundamental technologyfundamental technology  

•• Meanings, relations, multiple word typesMeanings, relations, multiple word types  

•• Hypernymy, Hypernymy, antonymyantonymy, part, part--whole, gloss…whole, gloss…  

•• “language” point of view“language” point of view  

  

•• CoCo--occurrenceoccurrence  table of related wordstable of related words  

•• Constructed from very large text corpora (linguists Constructed from very large text corpora (linguists 
from from MFFMFF  UK)UK)  

•• For each word that occurFor each word that occurrrs in s in ProfisetProfiset  descriptions, descriptions, 
we have 100 most we have 100 most coco--occurred occurred wordswords  

•• No word types attachedNo word types attached  

•• “human/database” point of view“human/database” point of view  
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Our approach I. Overall ViewOur approach I. Overall View  
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Our approach II.Our approach II.  
Network exampleNetwork example  

•• distributedistribute  probabilitiesprobabilities  ––  PPageageRRank ank stylestyle  
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Our approach Our approach IIIIII..  
The probabilityThe probability--transfer networktransfer network  

•• The probabilityThe probability--transfer transfer coefficients coefficients of links of links 
between individual nodes are defined for between individual nodes are defined for 
different types of relations: hypernymy, different types of relations: hypernymy, 
synonymy, meronymy, word cosynonymy, meronymy, word co--occurrence, …occurrence, …  

•• E.g. E.g. Meronyms Meronyms ((wholewhole  -->>  partsparts):  ):  ((11--ll)/)/nn    

  

  

ll: : calibration constantconstant  
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Our approach IOur approach IVV..  
AlgorithmAlgorithm  stepssteps  

1) Assign probability values to initial nodes1) Assign probability values to initial nodes  

2) Build the network2) Build the network  

•• Extend initial nodes by related Extend initial nodes by related synsets synsets AND AND coco--
occurred wordsoccurred words  

•• Assign “probabilityAssign “probability--transfer coefficients” to links transfer coefficients” to links 
between nodes (determined by the type of between nodes (determined by the type of 
relationship)relationship)  

3) “Page3) “Page--ranking” processranking” process  

•• Run a process where synsets will Run a process where synsets will mutually boost mutually boost 
one one another’s probability valuesanother’s probability values  

4) Select the most probable synsets4) Select the most probable synsets  
12 



Our approach V: Network exampleOur approach V: Network example  
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Our approach VOur approach VII..  
Unresolved issuesUnresolved issues  

•• Calibration Calibration of of probabilityprobability--transfer coefficients transfer coefficients   

•• What constants should be used?What constants should be used?  

•• Initial Initial step: assignment of initial probabilities for step: assignment of initial probabilities for 
particular annotation words particular annotation words   

•• Details of the probability transfer algorithmDetails of the probability transfer algorithm  

•• Final Final step: Selecting of the most probable step: Selecting of the most probable 
concepts concepts   
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SummarySummary  

•• ProblemProblem  

•• Select descriptive words of given image from a Select descriptive words of given image from a 
predefined predefined set set of concept of concept wordswords  

•• OurOur  approachapproach  

•• Construction of a network of synsets; a node Construction of a network of synsets; a node 
(synset) influences another’s probability by mutual (synset) influences another’s probability by mutual 
relations relations   

•• Inspired by pageInspired by page--ranking algorithmranking algorithm  

•• MainMain  researchresearch  objectivesobjectives  

•• Design and construct a model of the synset networkDesign and construct a model of the synset network  

•• Define and calibrate relations (links) among nodes Define and calibrate relations (links) among nodes 
in the network (synsets)in the network (synsets)  
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