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Cloud Service Management (Gerd Breiter) 

Cloud Customer Projects / Cloud Platform Exploitation (Michael Behrendt) 
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© 2009 IBM Corporation3

Agenda

Introduction 
Lifecycle of a Cloud Service
Cloud Computing Reference Architecture
Cloud Computing Management Platform
Selected Management Areas

• Service Automation
• Image Mgmt
• Usage and Accounting
• Cloud and Green IT

Exploitability of the Cloud Management Platform
Multi Tenancy 
Design Methodology for the Cloud Management Platform Reference Architecture
Summary
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Some macroscopic observations…

In 2001, there were 60 million transistors 
for every human on the planet ...

… by 2010 there will be 1 billion 
transistors per human…

… each costing 1/10 millionth of a cent.

In 2005 there were 1.3 billion RFID 
tags in circulation…

… by 2010 there will be 33 billion.

Worldwide mobile telephone 
subscriptions reached 3.3 billion 
in 2007 

One billion camera phones were 
sold in 2007, up from  450 
million in 2006 …

An estimated 2 billion people will be on the Web by 2011 ... 

… and a trillion connected objects – cars, appliances, cameras, 
roadways, pipelines – comprising the "Internet of Things."
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Just like introducing the Client/Server model impacted almost everything we 
did in IT (operation IT, developing applications, …), Cloud computing has 

severe impact on the IT industry

Cloud Computing: The next step in the evolution of IT

1. Centralized Computing: 1960 –
– Optimized for sharing, industrial strength, systems management, …
– Managed by central IT organization
– Back office applications involving transactions, shared data bases, …
– Mainframes, supercomputers, minicomputers, …

2. Client/Server: 1985 –
– Optimized for low costs, simplicity, flexibility, …
– Distributed management across multiple departments and organizations
– Large numbers of PC-based applications
– PC-based clients and servers, Unix, Linux, ...

3. Cloud Computing: 2010 –
– New consumption and delivery model
– Optimized for massive scalability, delivery of services, …
– Centralized model, hybrid service acquisition models
– Supports huge numbers of mobile devices and sensors
– Internet technology-based architecture



© 2009 IBM Corporation6

Cloud Computing – a Disruptive New Paradigm

1999

2009

Software as a Service

Utility Computing

Grid Computing

Cloud Computing

“Clouds will transform the information technology (IT) industry… 
profoundly change the way people work and companies operate.”

• A new paradigm for consumption and delivery of IT based services

• Enhanced User Experience (Self Service UI)

• Flexible Pricing (Pay Per Usage)

• Enables flexible Delivery- and Sourcing Models (Private-, Public and Hybrid Clouds)

• Automated Provisioning and Elastic Scaling 

on a highly virtualized Infrastructure
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Infrastructure-as-a-Service

Platform-as-a-Service

Application-as-a-Service

Servers Networking Storage

Middleware

Collaboration

Financials 

CRM/ERP/HR

Industry 
Applications

Data Center 
Fabric

Shared virtualized, dynamic provisioning

Database

Web 2.0 Application
Runtime

Java
Runtime

Development
Tooling

Cloud Computing Layers
Examples

Business Process-as-a-Service

Employee 
Benefits Mgmt.

Industry-specific 
Processes

Procurement

Business Travel 
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Cloud Computing Delivery Models

ORGANIZATION CULTURE GOVERNANCE

Flexible Delivery Models

Public …
•Service provider owned 

and managed.
•Access by subscription

Private …
•Privately owned 

and managed.
•Access limited to 

client and its partner 
network.

Cloud Services 

Cloud Computing 
Model

.… Customization, efficiency, 
availability, resiliency, security 

and privacy 

.…Standardization, capital 
preservation, flexibility and 

time to  deploy  

Hybrid …
•Access to client, 

partner network, 
and third party
resources
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Cloud Computing…
… is a user experience and a business model
• Cloud computing is an emerging style of computing in which applications, data, and IT resources are 

provided as services to users over the network.

… is a infrastructure management methodology
• Cloud computing is a way of managing large numbers of highly virtualized resources such that from a 

management perspective, they can be automatically aggregated to deliver services.

Service Consumers

Service Catalog,
Component
Library

Cloud
Administrator

Datacenter
Infrastructure

Monitor & Manage
Services & Resources

Component Vendors /
Software Publishers

Publish & Update
Components,
Service Templates

Access
Services

IT Cloud
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IT Infrastructure Library (ITIL V3)

The Information Technology Infrastructure 
Library (ITIL) is a set of concepts and 
practices for managing Information 
Technology (IT) services, IT development 
and IT operations.

The objective of Service Management
is the coordination of specific, technical 
and organizational resources to provide 
added value to the customer through 
services. 
Service management according to ITIL 
is a framework and as such contains all 
the necessary and specialized 
organizational capabilities available for 
the generation of added value to the 
customer as services. 
Included are Service Strategy, Service
Design, Service Transition, Service 
Operation and Continual Service 
Improvement. 

Presenter
Presentation Notes
ITIL wurde in den 80er Jahren von der Central Computing and Telecommunications Agency (CCTA), jetzt Office of Government Commerce (OGC), einer Regierungsbehörde in Großbritannien entwickelt. 
ITIL beschreibt Good Practices fuer Service Management in den verschiedenen Lebenszyklus phasen von Services
Als Version 1 wurden zwischen 1989 und 1998 insgesamt 34 verschiedene Dokumente veröffentlicht.
2000 wurden die Publikationen der Version 2 herausgegeben. 
Am 1. Juni 2007 ist die aktuelle Version 3 (auch ITIL V3 genannt) veröffentlicht worden.
Service Strategy:
Service Portfolio, Service Economics, Financial Mgmt, SErvice Demand Mgmt, Service Outsourcing Mgmt
Heutige Service Management Systeme die nach ITIL gebaut sind enthalten viele manuelle Prozeßschritte, 
auch viele Organisationsvorschlaege, die wie wir spaeter noch sehen werden einfach entsprechend angepasst werden muessen
um Cloud Service Mgmt zu betreiben..



© 2009 IBM Corporation11

Runtime for Service Management
Tivoli Process Automation Engine

(User Interface and Tooling, Workflow, Service Planning & KPIs, Notification, Escalation, Role-based Access)

IBM Confidential

Capabilities needed for Service Management

User Request and Operational
Interfaces

• Enable end users to request 
services

• Enable end users to monitor status 
of requests

• Enable operations staff to manage 
the delivery of the services as well 
as manage the instantiated service 

Orchestration of People, 
Processes, Data, Technology

For Service Delivery

• Enable the fulfillment of user 
requests based on best practices for 
request types & conformance to 
organizational processes

• Processes for operations to manage 
service delivery 

Automate User Requests and 
Operational Tasks to Improve 
Efficiency and Effectiveness

• Automate the orchestration of 
technology to satisfy user requests

• Automate processes and user tasks

Visibility 
to 

Services

Integrate Systems Management Technology
(Virtualization, Monitoring, Usage and Accounting, Provisioning, Security, Resilience, Green)

Control
Service

Delivery

Automate
Service 

Delivery

Presenter
Presentation Notes
Service Management is key to support cloud computing and to enable business and technology integration
Let’s go a step more concrete..
Back to the general ‘visibility’ control and automation pattern we described earlier .. Here is a chart explaining this pattern in the context of a service Management

Visibility:
Build and expose a catalog of services a end user or service subscriber can see the available service and request the service.. 
When a service has been requested visibility of the current state (monitoring health and others) is required for both the service user as well the service fulfillment and operation team

Control
Describes all the means, tools, practices, people in order to fulfill the service request…  and automation

Automation
To automation some of the control aspects,. For example.. Automation of ‘less sophisticated IT Service deliveries.. Give a zLinux Server with simple software stack.. could be automated by requesting a simple virtual Linux container and a image based software stack.. Adding monitoring and HA or adding multi systems topologies like a WAS ND cluster could be done semi automated using standard IT processes..   

Visibility Control Automation is a progression.. You can only automate things fo which you have operational control and the visibility or context..  The underlying architecture should be able to support this progression and even further the architecture should not dictate  the amount and the part of automation.. It is a customer option how much and where to go with automation..  We will talk about this architecture and this progreesion in a bit more detail later.. 
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What’s so different about cloud-like Service Management? –
Changes in orders of magnitude

Server/Storage 
Utilization 10-20%

Self service None

Provisioning Weeks

Change 
Management Months

Release 
Management Weeks

Metering/Billing Fixed cost 
model

Payback period for 
new services Years

70-90%

Unlimited

Minutes

Days/Hours

Minutes

Granular

Months

Traditional
Service 
Management

Cloud-like
Service 

Management

Capability From To
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Lifecycle of a Cloud Service 

IBM / ISV /
IT Dept 

Subscriber 
(e.g. Line of 
Business)

Administrator / 
SLM

Cloud 
Service 
Definition

Service 
Offering 
Creation & 
Registration

Service Catalog 
Manager

Service 
Subscription & 
Instantiation

Subscriber 
(e.g. Line of 
Business)

Service 
Instance 
Termination

Cloud
Service

Service 
Operation

Cloud Management 
Platform

Common Resource 
Pools
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Cloud Service Definition

Service Definition provides a
model for managing Cloud
Services throughout their
complete life cycle:

– Initial Deployment of a service 
instance

– Operational management of a 
service instance 
(e.g. modify capacity, patch 
management, 
upgrades, incident and problem 
management, etc.)

– Termination of a service instance
Service Topology Template:
structural model of a service,
components and their
relationships, plus operations
that can be invoked on service
components
Build- and Management Plans:
Process model of how to set up,
manage and terminate a service
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Build and Management Plans for SAP Services

Initial Systems Instantiation
– Bring up servers, assign virtual storage, bring-up and configure network components, 

configure network zones, install, configure and start middleware and apps
Change resources depending on actual need

– Provision / de-provision resources, adapt size of virtual resources (CPU, Memory, 
storage capacity)

– Enables more efficient use / higher utilization of resources like memory
Clone a system 

– Create a test system as an exact clone of a production system including DB content
– Clone could reside in different location
– Enables temporary creation of non-production systems vs. keeping and maintaining 

rarely used systems “forever“
Termination

– Shut-down all systems and transfer back to free pool
– Enables easy re-use of resources that are not needed any more

All these scenarios are in the context of an existing contract between provider and consumer and its SLAs
Metering Records reflect all changes and enable usage based accounting and billing

All these scenarios are initiated through one user interface and executed 100% operator-less
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Overview – Cloud Computing Reference Architecture

1. The IBM Cloud Computing Reference Architecture (CC RA) is structured in a 
modular fashion (similar to the SOA Reference Model)
– On its highest level of abstraction, it defines a base set of architectural 

elements, which are refined to the next level of detail
– This modular approach allows refinement of the CC RA architectural 

elements independent from each other by the respective SMEs.

2. The IBM Common Cloud Management Platform Reference Architecture (CCMP RA) 
is the reference architecture for the CCMP being one fundamental architectural 
elements of the IBM CC RA.
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Cloud Service
Developer

Cloud Service Provider

Security & Resiliency

Service
Development 

Tools

Common Cloud Management Platform

OSS – Operational Support Services
Operational-level functionality for management of Cloud Services

BSS – Business Support Services
Business-level functionality for management of Cloud Services

Cloud Services
IT capability provided to Cloud Service Consumer

(Virtualized) Infrastructure – Server, Storage, Network, Facilities
Infrastructure for hosting Cloud Services and Common Cloud Management Platform

Cloud Service
Consumer

Partner Clouds

Consumer 
In-house IT

Cloud Computing Reference Architecture (CC RA) – Overview

Presenter
Presentation Notes
The IBM Cloud Computing Reference Architecture (CC RA, see figure ‎3) defines the fundamental architectural elements required for any cloud computing environment. The CC RA is structured in a modular fashion in a sense that on its highest level of abstraction, the main roles and the corresponding architectural elements are defined allowing to drill down for each of these elements as needed. Later sections of this document will describe detailed versions of this IBM Cloud Computing Reference Architecture Overview diagram, which provide a more fine-granular view of the components making up each of the more coarse-granular elements of the overall CC RA. As a result of specifying the CC RA, a base terminology is established, which should be used as a reference for any other cloud computing related effort.

Common Cloud Management Platform:
The Common Cloud Management Platform exposes a set of business and operational management focused services, which must be exploited by Cloud Services to run within the context of the respective cloud service provider (and the corresponding CCMP installation). This section defines the CCMP RA-specific architecture elements, which constitute the foundation for all other work products being of the CCMP RA.
As the name already implies, the CCMP is structured as a platform. Based on the platform nature, the CCMP exposes a set of services which can (and sometimes must) be used within the context of a specific cloud service. The services exposed by the CCMP to cloud service developers are not to be confused with the cloud services developed by cloud service developers. Cloud Service developers are strongly encouraged to use the services provided by the CCMP in order to enable the economies-of-scale required for achieving the extremely high degrees of efficiency associated with any cloud computing environment.
As an example, it is required to apply a special audit for any software component having financial impact, which means the component doing billing for the consumption of a cloud service must be audited. By establishing a single deployment of a billing component – shared amongst multiple cloud services – the complex and time-consuming audit process must only be executed once and can then be used for any number of cloud services vs. executing a separate audit each time a new cloud service is deployed in a environment without a CCMP. Clearly, this concept of sharing enables economies-of-scale and does not only apply for the billing service of BSS, but for any other management service being part of a CCMP deployment.
The CCMP is defined as a general purpose cloud management platform built to support the management of any category of cloud service across I/P/S/BPaas.
The CCMP is split into to main elements – the Operational Support Services (OSS) and Business Support Services (BSS). Historically, the OSS and BSS acronyms have been used in the Telco industry in the context of providing Telco-centric services. Since cloud computing targets a similar scenario – providing services over a network – it feels appropriate to use the same conceptualizations as the Telco industry. However, the (cloud) services provided in the cloud computing context have a more IT centric nature (e.g. virtual machines, web conferences, etc.) than classical telco services (e.g. dial-tones on a mobile phone).
In the classical telco world OSS and BSS are treated as operational / business support system, which implies a kind of monolithic notion of the respective component. In contrast, OSS and BSS are more viewed as a set of operational / business support (self-contained) services in the cloud computing context, which expresses a higher degree of modularity of OSS and BSS. This modularization also makes it possible for cloud service developers to not necessarily use the OSS/BSS functionality coming as part of CCMP, but also other implementations of the respective functionality which they could deploy as something cloud service specific or consume that functionality from a cloud service provider. For example, a cloud service implementer could use ITM running on Amazon EC2 or Rightscale as its underpinning monitoring functionality vs. using the ITM installation of an on-premise CCMP deployment. Obviously, the ideal case from a cost optimization and economies-of-scale perspective is to use as much as possible shared CCMP OSS/BSS functionality, but if necessary these other options are also viable.In general, OSS + BSS should be viewed as the (integrated) set of management platform functionality underpinning the operation of a cloud service (similar to middleware being the functional / runtime platform).

Partner Clouds:
From the perspective of a Cloud Service Consumer, it is important to be able to leverage partner clouds in the context of their usage. This functionality is specifically relevant in the context of hybrid clouds, where seamless integrated management & usage of different cloud services and on-premise IT is crucial. 

Consumer In-house IT:
Besides IT capabilities consumed as cloud services, consumers of such IT will continue to have in-house IT, which can be managed in a traditional non-cloud fashion. In case functionality of the existing in-house IT should be integrated with cloud services consumed from a cloud service provider, the aforementioned capability to integrate with partner clouds is required.

Service Development Tools:
Service Development Tools are used by the Cloud Service Developer to develop new cloud services. This includes both the development of runtime artifacts (e.g. DB persistence, transactional handling, etc.) and management-related aspects (e.g. monitoring, metering, provisioning, etc.). In this context, the service development tools support the cloud service developer in creating a service template and a service offering, whereas the service template defines how the CCMP OSS functionality is used in the context of the respective cloud service and the service offering specifies how the CCMP BSS functionality is used in the context of the respective cloud service.
In the context of a particular infrastructure- or platform-as-a-service offering, there may also be tooling to develop artifacts which are specific to the particular cloud service. For example, in the context of a VM-as-a-service offering, it is possible to use image creation tools for developing images that can be deployed in the context of the VM-aaS cloud service. As another example, in the context of a platform-aaS cloud service there may be application development tooling to develop an application which can be deployed on the respective platform.
So in summary, there are two categories of service development tooling: tooling to develop a cloud service by itself and tooling to develop artifacts which are specific to the respective cloud service.
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Cloud Service
Developer

Cloud Service Provider

Security & Resiliency

Service
Development 

Tools

Common Cloud Management Platform

OSS – Operational Support Services
Operational-level functionality for management of Cloud Services

Cloud Services
IT capability provided to Cloud Service Consumer

(Virtualized) Infrastructure – Server, Storage, Network, Facilities
Infrastructure for hosting Cloud Services and Common Cloud Management Platform

Cloud Service
Consumer

Partner Clouds

Consumer 
In-house IT

Offering Mgmt

Order Mgmt

General accounting

Customer Mgmt

Entitlement Mgmt

Contract & agreement Mgmt Opportunity to Order

Pricing & Rating

Peering & Settlement

Subscriber  Mgmt

Service Offering
Catalog

Invoicing Billing

BSS
Business
Support
Services

Cloud Computing Management Platform Reference Architecture – BSS Details

Presenter
Presentation Notes
Business Support Services represents the set of business-related services exposed by the CCMP (e.g. billing, entitlement, invoicing, etc.), which must be exploited by Cloud Service Developers to take advantage of the common cloud management platform. Like any other component of the CCMP, the BSS is generic across all cloud service types and can be configured to behave appropriately in the context of the managed cloud services. As an example, the billing service of the CCMP BSS must be usable to do billing for the consumption of virtual machines (IaaS), a multi-tenancy capable middleware platform such as the Common Cloud Service Platform (PaaS) and for collaboration services like LotusLive (SaaS). This drives the need for a proper platform-level definition of all BSS components and exploitation artifacts enabling cloud service developers to prime the behavior of each BSS component in a cloud service specific fashion. A detailed description for each sub-component of the BSS can be found in the CCMP RA Component Model. 
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Cloud Service
Developer

Cloud Service Provider

Security & Resiliency

Service
Development 

Tools

Common Cloud Management Platform

Cloud Services
IT capability provided to Cloud Service Consumer

(Virtualized) Infrastructure – Server, Storage, Network, Facilities
Infrastructure for hosting Cloud Services and Common Cloud Management Platform

Cloud Service
Consumer

Partner Clouds

Consumer 
In-house IT

CCMP RA – OSS Details

OSS
Operational
Support
Services

BSS – Business Support Services
Business-level functionality for management of Cloud Services

Change & Configuration
Management

Service Automation Management

Virtualization Mgmt

Provisioning

Monitoring &
Event Management IT Asset & License Management

Service Request  Management

IT Service Level Management

Image Lifecycle Management

Capacity &
Performance Management

Incident & Problem
Management

Service Delivery Catalog

Service Templates

Presenter
Presentation Notes
Operational Support Services represents the set of operational management / technical-related services exposed by the CCMP, which must be exploited by Cloud Service Developers to take advantage of the common cloud management platform.
Many management domains shown in the OSS can also be encountered in traditionally managed data centers (e.g. monitoring & event management, provisioning, incident & problem management, etc.) while other components are new and pretty specific to the degrees of automation and efficiency associated with clouds (e.g. service automation, image lifecycle management). Particularly for the ‘traditional’ management domains it is important to note that conceptually they are the same in the cloud world and in the traditional world, whereas in a cloud world these domains are implemented in radically different ways taking advantage of the high degrees of homogeneity in a cloud. For example, in a traditionally managed data center is implemented in a way that an incident gets raised if a physical server fails, a ticket gets opened, assigned to an admin (maybe 2 AM in the morning), after some time an escalation takes place if the admin hasn’t resolved the ticket until then, etc. In contrast, in a cloud world there is also incident & problem mgmt, whereas here a broken physical machine is just left broken on the floor until some later point of time and the virtual machines which have been running on that physical machine are brought up on another one. Both scenarios address incident & problem management, but in radically different ways and for radically different labor costs. A similar “cloudyfied” perspective exists also for most other OSS components.
The platform notion of CCMP obviously also applies to all components defined as part of the OSS: A proper platform-level definition of all OSS components and exploitation artifacts enabling cloud service developers is needed to prime the behavior of each BSS component in a cloud service specific fashion.
A detailed description of each OSS component is contained in the CCMP RA Component Model.
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Cloud Service
Developer

Cloud Service Provider

Common Cloud Management Platform

Cloud Service
Consumer

Partner Clouds

Customer 
In-house IT

Consumer 
Administrator

Consumer 
Business 
Manager

Developer

Service Business Manager Service Operations Manager 

Consumer 
End user

Metering, Analytics & Reporting

Service 
Development 

Tools

Service Definition 
Tools

Image Creation 
Tools

Change & Configuration
Management

Service Automation Management

Virtualization Mgmt

Provisioning

Monitoring &
Event Management IT Asset & License Management

Service Request  Management

IT Service Level Management

Image Lifecycle Management

Capacity &
Performance Management

Incident & Problem
Management

BSS
Business
Support
Services

OSS
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Support
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CC RA – CCMP Details

Service Transition Manager 

Service Security Manager Security & Resiliency

Service Delivery Catalog

Service Templates
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S
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S
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Service Provider Portal
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Order Mgmt
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Customer Mgmt

Entitlement Mgmt

Contract & agreement Mgmt Opportunity to Order

Pricing & Rating

Peering & Settlement

Subscriber  Mgmt

Service Offering
Catalog

Invoicing Billing

Cloud Services
IT capability provided to Cloud Service Consumer

(Virtualized) Infrastructure – Server, Storage, Network, Facilities
Infrastructure for hosting Cloud Services and Common Cloud Management Platform
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Cloud Service
Developer

Cloud Service Provider

Service
Development 

Tools

Common Cloud Management Platform

OSS – Operational Support Services
Operational-level functionality for management of Cloud Services

BSS – Business Support Services
Business-level functionality for management of Cloud Services

Cloud Services
IT capability provided to Cloud Service Consumer

(Virtualized) Infrastructure – Server, Storage, Network, Facilities
Infrastructure for hosting Cloud Services and Common Cloud Management Platform

Cloud Service
Consumer

Partner Clouds

Consumer 
In-house IT

Service Security Manager

Security & Resiliency

Command & Control Security Policy Mgmt Software, System & Service Assurance

Data policy enforcement Identity Lifecycle Mgmt Threat & Vulnerability Mgmt

Audit & Compliance Mgmt Security extension to IT Service Mgmt

Compliance Officer Security Engineer Security Officer

Availability & continuity mgt

Access Mgmt Security 
Entitlement

CCMP RA – Security & Resiliency Details

Presenter
Presentation Notes
Security & Resiliency are cross-cutting aspects spanning the CCMP, the (virtualized) infrastructure and Cloud Services. Both of these non-functional aspects must be viewed from an end-to-end perspective including the security setup of CCMP by itself, the way how the infrastructure is set up (e.g. in terms of isolation, network zoning setup, data center setup for disaster recovery, etc.) and how the cloud services are structured. Details on all aspects around security are described in the OPS316 document being part of the CCMP RA.
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Cloud Service
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Business-level functionality for management of Cloud Services
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Inter-site

Location

Power

CC RA – Virtualized Infrastructure Details

Presenter
Presentation Notes
The (virtualized) infrastructure constitutes all infrastructure elements needed on the cloud service provider side, which are needed to provide cloud services. This includes facilities, server, storage, and network resources, how these resources are wired up, placed within a data center, etc. In case of virtualization this also includes the virtualization such as hypervisors. It does not include any virtualization management software (as that is part of the virtualization management component of the OSS).
The decision whether the infrastructure is virtualized or not depends on the actual workload characteristics to be run on the respective infrastructures: For many workloads (e.g. compute & storage as-a-Service) it is very convenient to virtualize the underlying infrastructure, especially since virtualization enables some use cases which can basically not be realized with a physical infrastructure (e.g. all use case related to image management or dynamic scaling of CPU capacity as needed). For other workloads (e.g. analytics/search) it is required to have maximum compute capacity and use 100’s or 1000’s of nodes to run a single specialized workload. In such cases a non-virtualized infrastructure is more appropriate. This is not a violation of the architectural principles postulating as much as possible commonality across cloud services: While maximum commonality is a core architectural principle, it is allowed to have different infrastructure architecture per workload category. For example, a collaboration, web and infrastructure workload requires a different underlying infrastructure than an HPC or highly transactional workload. However, a requirement in any case is that all of these infrastructures get managed from a single, central CCMP and CCMP has the ability to place instances of each cloud services on the corresponding infrastructure (or IaaS service instance, in case a SaaS instance is not directly running on an infrastructure but leverages a IaaS cloud service as an alternative sourcing model).
The more homogeneous the infrastructure is, the more it caters the standardization needs of a cloud environment. Homogeneity on the infrastructure side is critical for enabling the high degrees of automation and economies of scale which are base characteristics of any cloud environment. However, it has to be acknowledged that in many cloud deployments (specifically private clouds) there are different workloads to be provided as a cloud service and each of these workloads might have special infrastructure needs. So although the ideal case is total homogeneity on the infrastructure side, it is important to note that there will cloud installations with a few variants in the infrastructure elements (e.g. different HW platforms).
The infrastructure is managed by the OSS as part of the CCMP, whereas the CCMP by itself is also running on the infrastructure.
Note: The physical existence of a virtualized infrastructure on the cloud service provider side is not mandatory, since it is also possible for a cloud service provider to consume infrastructure as a service (and the required CCMP) from a different cloud service provider and put higher value cloud services on top.
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CC RA – Cloud Services Details

Presenter
Presentation Notes
Cloud Services represent any type of (IT) capability which is provided by the Cloud Service Provider to Cloud Service Consumers. Typical categories of Cloud Services are Infrastructure, Platform, Software or Business Process Services. In contrast to traditional (IT) services, cloud services have attributes associated with cloud computing, such as a pay-per-use model, self-service usage, flexible scaling & shared of underlying IT resources.
The CCMP is responsible for delivering instances of Cloud Services of any category to Cloud Service Consumers, the ongoing management of all Cloud service instances from a provider perspective and allowing Cloud Service Consumers to manage their Cloud Service instances in a self-service fashion. The technical aspects of a Cloud Service are captured in a service template, which is also the artifact that describes how the OSS capabilities of the CCMP are exploited within the context of the respective Cloud Service.
For most cloud service there is software required implementing cloud service specifics: For IaaS, this are typically hypervisors installed on the managed infrastructure, for PaaS this would a mlti-tenancy enabled middleware platform (e.g. Virtuoso / Common Cloud Services Platform), for SaaS a (multi-tenancy enabled) end-user application and for BPaaS this is typically a multi-tenancy enabled business process engine. Depending on the nature of the respective cloud service, the notion of a cloud service instance represents different entities. 
Cloud Services can be built on top of each other, e.g. a software service could consume a platform or infrastructure service as its basis, a platform service could consume an infrastructure service as its foundation. However, this is not required, i.e. a software service could also directly be built on top of ‘traditional’ infrastructure, clearly inheriting all constraints associated with such an infrastructure. In general, architectural principle 3 postulates to share as much as possible across cloud services with respect to management platform and underlying infrastructure. However, it does not require to only have one single, fully homogeneous infrastructure – of course, this would be the ideal goal, but given different infrastructure requirements this is not possible. For example, if a particular cloud services has very specific infrastructure needs, it is clearly allowed to run this cloud service on a dedicated infrastructure (e.g. the Google search engine or HPC cloud services would always run on a purpose-built physical infrastructure for performance and efficiency reasons, they wouldn’t run virtualized compute cloud service).
In the context of building cloud services on top of each other, it is important to distinguish the sharing of a common OSS/BSS (aka CCMP) structure across multiple cloud services and the usage of the actual cloud service capability by another one. An example for the first aspect would be LotusLive and Compute Cloud exploiting / getting managed by the same OSS/BSS construct. An example for the latter aspect would be LotusLive (SaaS) using the compute capacity of a compute cloud service (IaaS) vs. purchasing their own servers. 
In any case, each Cloud Service offered by a Cloud Service Provider is “known” to the BSS & OSS of the Common Cloud Management Platform. Consequently, a cloud service provider offers cloud services as a result of very conscious business decisions, since taking a cloud service to market must be supported by a corresponding solid business model and investments for the development and operations of the cloud service.
It is very important to understand the relationship between a cloud service and the artifacts which can be developed based on and within the boundaries of an ecosystem-focused IaaS or PaaS cloud service. As stated above, bringing any cloud service to market requires corresponding pre-investment, along with respective metering & charging models in support of the corresponding business model. For example, Amazon EC2 is an eco-system focused IaaS cloud service or the IBM Common Cloud Services Platform (“Virtuoso”) and Apple AppStore are examples for PaaS-oriented cloud services. The eco-system artifacts in EC2 are VM images, in Apple’s AppStore the eco-system artifacts are apps. EC2 allows uploading newly created VM images and charging for these VM images. However, each VM instance inherits almost all technical and business decisions already made by Amazon when they decided to take EC2 to market for a specific price-point: Each VM on EC2 is running based on the availability & performance SLAs as defined by EC2, the metrics which can be used to charge for VMs are the ones defined by EC2, the management actions (start, stop, reboot, etc.) consumers can perform on the image are the ones pre-defined by EC2, etc. The fact that Amazon nails down all these characteristics has a very good reason as each characteristic has implications on the costs for offering EC2 – therefore making the characteristics flexible to artifact developers is not possible as it would be very hard to make the corresponding costs flexible and by that very hard to predict.
This illustrates that defining and delivering a cloud service requires nailing down all corresponding functional and non-functional requirements (see corresponding CCMP RA document on NFRs). The artifacts developed on top of an ecosystem-focused cloud service have then only very minimal room to change how these functional and non-functional requirements are addressed. Note that this is not to be viewed as something negative, but rather as something very positive from an eco-system perspective – it is a core value proposition of eco-system focused cloud services to provide pretty strict guidelines with respect to how they can be exploited as this is the main factor driving a reduction in cost of artifact development. The easier it is to develop artifacts for such a cloud service, the more likely the cloud service is successful.
As a summary, it is important to note that there is a difference between developing cloud services as a very conscious technical and business decision vs. developing artifacts on top of eco-system focused cloud services prescribing the boundaries for how these artifacts can run.
Note that sometimes the concept of a “Cloud Service” is also referred to as a “Cloud Service Product”.
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Cloud Management Platform – Selected Management Problems

Service Automation Management
– Interpret and Execute Build- and 

Management Plans
– Orchestrate Management 

Componentry

Image Management
– Design, build and manage 

images for cloud services

Security
– Design for Multi-Tenancy
– Protect assets through Isolation, 

integrity, image- risk and compliance 
management

Usage Metering and Accounting
– Flexible support of delivery 

models

Virtualized Resource 
Management

– Deploy cloud services on 
virtualized resources

– Manage virtual resources

Heat and Power Management
– Control Energy Consumption

Presenter
Presentation Notes
Examples Cloud Services:
BPaaS: Self-Service Enablement
SaaS: Lotus Live
PaaS: Developer Cloud
IaaS: Compute Cloud

Partner Clouds: Clouds acting as a consumer using the provided cloud services
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TSRM
Application

service catalog
offering

service request
…

Tivoli
Service

Automation
Manager

Application

service template
instances

topology/nodes
mgmt plans

…

TPAE/Maximo

• Interaction with 
end user

• Collect 
parameters for 
management 
plans

• Prepare service 
request from given 
input parameters

• Perform reservation 
of resources

• Approval and 
notifications on 
business level

TSRM
GUI

Dojo
basedwidgets

TPM 7.1.1

Workflows
LDOs

query/set/.. DCM
…

DCM
CMDB

• Topology definition
• Orchestration by management plans 
• Management plan definition
• Management plan execution

- push down on eg. TPM (or Script) 
• Approval and notifications on 

technical level (admin)
• Situation governance 

incl. error handling by admin
• Work assignments on admin level (“inbox”)

• Management plan 
fulfillment by executing 
TPM workflows/LDOs
… or native scripts
… or Java based 
actions
… or manual tasks

• Change resource state 

GUI                   SRM                      Tivoli Service Automation Mgr   TPM

Java

I/F

Admin GUI

Script

I/F

Service Automation Management  – Control Flow for Provisioning 
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Image Management 

Graphically build 
application images. 
Output a model.

Build the binary 
image and OVF 
envelope using the 
model.

Promote image to 
operational / pre-
production test 
repository. Start 
tracking operational 
state.

Federated Image 
library manages 
composite images 
across hypervisors, 
locations, 

Images generally 
kept on shared 
storage, close to the 
servers.

Each Hypervisor has 
its own filesystem and 
repository where the 
deployment takes 
place. Configuration is 
done by OVF.

Operational Tools can 
update image. Add 
software, patch. 
Change tracking in 
CMDB.

Design Tools can also 
update image. Add 
software, patch.

Application specific 
golden master capture.

End to end automation 
orchestrated ( e.g. 
TSAM)

P-V and V-V tooling for 
consolidation.
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What can be metered?

Creation/termination of a Cloud Service instance, e.g. duration

Assignment of resources to a Cloud Service instance over
a given period of time

Capacity changes to resources assigned to an
Cloud Service instance 

Metered by Management Infrastructure

Resource utilization
– E.g CPU usage, Memory Usage

Resource consumption
– E.g on a per user, per transaction basis

Requires instrumentation/collectors 
on each resource 

Service 
Usage 

Metering

Resource 
Usage 

Metering

Metering / Accounting
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Accounting: What should be metered?

Definition of an Accounting Model:
– Business Metrics

• Which „entities“should a consumer be billed for?
GB per day

• What defines price and/or cost?
Number of disks, servers, SW license

– Relationship of Business Metrics to IT Metrics
• What can be collected with „reasonable“ effort ...

Granularity (Number of GB assigned, max number of GB used)
Frequency (every hour, every 24 hours)

• ... and be mapped to Business Metric 

– Define of cost and/or price (rates) for above „entities“
GB allocated per day: 5 $
GB used per day: 1 $

– Define Accounting Structure
• Assign Usage to Application, to Organizations, to Services/Subscriptions

Accounting

Metering / Accounting
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4 Holistic  Management of Power and Thermal Issues.

Automate Energy Control
Policy-based automation

Control Energy Consumption
Consolidate and migrate workloads 

Cloud and „Green“ - Integrating IT Service-, Power- and Facility-Mgmt. 

Hot Spot Avoidance
Physical Movement of Workloads 

Combination of Hibernation, Power Off etc. with 
Monitoring, Workload Balancing and Provisioning 
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Traditional Data Center Management vs.
“Cloud-like” Management

Core Disciplines
IT Management approach

Administration Tasks

Problem handling

Service Consumer <-> Service Provider 
interaction

The overall objective of Cloud-managed data centers is to automate any type of
task or situation (by reducing manual intervention) for increasing flexibility and 

reducing operational expenses

Core Metrics Traditionally managed Data 
Center

“Cloud-managed” data center

Admin/Server ratio Costs 1:50 – 1:100 1:100’s – 1:1000’s

Time to provide new service instances 
& changing them Flexibility

Days / weeks Hours / minutes / seconds

For Cloud-like efficiencies and 
flexibility, it is not sufficient to 
have the right technology, but 
to also use it in the right way!
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Exploitation of Cloud Management Platform by Cloud Service Products

OSS

HW Infrastructure

BSS

<service product name>

<Service-product 
specific (mgmt) 
component(s)>

<Service-
product specific 

(mgmt) 
component(s)>

HW 
infrastructure

Service products used in diagram only for illustration purpose, not normative

31

manages

BSS, OSS & UI/Portals provide a set of 
management functionalities (or services) 
commonly needed by cloud service implementers

– BSS, OSS and UI to be leveraged by cloud 
service implementers

In general, maximum CCMP exploitation by cloud 
service offerings is required for

– Reduced Time-to-market for new cloud 
service offerings

– Reduced overall management cost
– Simplify deployment of cloud services on top 

of other cloud services
– Building on common existing (compliance) 

certifications, existing integration with billing 
systems, common UI technology / look & feel, 
etc.

BSS, OSS & UI can be configured / exploited 
through different plug-in mechanisms

Comput
e Cloud

Storage
Cloud

Desktop
Cloud

Cloud
Services
Platform

Commu
nity 
Cloud

Health
Cloud

X-aaS 
Cloud
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Data center floor

Multi-tenancy

Shared
Dedicated

Legend:

In multi-tenant environments shared 
layers must behave as if they were 
setup in a dedicated fashion.

• This requires “multi-tenancy support” 
on the respective technology layer 
(infrastructure/OS, platform or 
application)

• If the implementation of a technology 
layer doesn’t inherently support multi-
tenancy (i.e. being able to behave within 
on installation as if there were multiple 
dedicated ones), then it must be setup 
in a dedicated fashion.

Multi-tenancy: Shared vs. dedicated

The amount of work required for setting up a new 
tenant depends on where the “multi-tenancy point” sits 
within the technology stack.
The higher the multi-tenancy point, the less effort is 
required for setting up a new tenant (because more 
underlying technology is shared). Conversely, the 
higher the multi-tenancy point the more resources can 
be shared amongst tenants.

In a cloud environment, there are two primary technology 
stacks where multi-tenancy is relevant:
• The management environment
• The managed environment (Infrastructure, Platform or 
application that is provided as a service)

Multi-tenancy in Cloud environments

I

Physical-level 
multi-tenancy

Tenant

App

Platform

Infrastr.

App

Platform

Infrastr.

Tenant

Data center floor

OS OS

II

Hypervisor-level 
multi-tenancy

Tenant

App

Platform

App

Platform

Tenant

Data center floor

OS OS

III

Operating 
System-level 
multi-tenancy

Tenant

App

Platform

App

Platform

Tenant

IV

Platform-level 
multi-tenancy

Tenant

App App

Tenant

Data center floor

V

Application-
level multi-

tenancy

Tenant Tenant

Data center floor

Infrastructure Infrastructure Infrastructure Infrastructure

Operating System Operating System Operating System

Platform Platform

Application
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Input

Cloud Management Platform Architecture: Overall Approach

•Application of cloud-
specific architectural 
principles

• Make architectural 
decisions

Cloud Management Platform Architecture

• Each work product is realized as a standardized detailed Word 
document and modeled in Rational Software architect.
• Work products are related to each other. Information contained in 
one work product can be traced to how it is refined & reflected in other 
work products 

Security 
Definition

Normalized, common definitions based on input from Cloud efforts
Requirements input for all other work products
Use cases

(represent functional 
requirements)

Non-functional 
Requirements

Architecture 
Overview 
Diagram

System 
Context 
Diagram

Component Model

Operational Model

Architectural 
Decisions

Non-functional 
Requirements

Use cases

Non-functional 
Requirements

Use cases

Non-functional 
Requirements

Use cases
(representing functional 

requirements

Use cases and NFRs from
Different Cloud Projects 
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CCMP BSS components & functions

CCMP OSS components & functions

CCMP component 
relationships

CCMP services 
& capabilities

…

…

CCMP RA Component Model
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Operational Modeling helps ensure the IT infrastructure’s non-functional 
requirements are delivered, within all constraints.
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Business Goals Solution Overview

Lessons Learned

• Build software parks with Cloud Computing 
Centers to support emerging software companies 
in China.

• Offers Chinese software companies the ability to 
tap into a virtual computing environment to leapfrog 
their development activities.

• Accelerates transformation to a service-led 
economy.

• Working closely with customer to identify short 
and long term business goals.

• Combining IBM hardware, software and GTS 
services provides a powerful range of 
capabilities, which drive significant customer 
business benefits.

• Incremental and phased approach to establish 
early wins with balance risk.

• A cost efficient public cloud enabled by IBM 
technology and services.

• A shared facility, providing each company in 
the Software Park with its own virtual data 
center.

• Accelerates development and test cycles 
through quick resource on-boarding.

• Managed with IBM Tivoli systems 
management products (ITM, TPM, ..).

• Hardware – IBM System x, System p and 
BladeCenter.

• Software images offered to end users include 
IBM Rational products, WebSphere 
Application Server and DB2.

China - Cloud computing center
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IBM Technology Adopter’s Portal (IBM TAP)

New 
Development
Software 
Costs

Power Costs

Labor Costs

HW Costs

Liberated 
funding for 
new 
development

Deployment
Software 
Costs

Power Costs

Labor Costs 

HW Costs

Without Cloud With Cloud
100%

Current 
IT Spend

Strategic
Change 
Capacity

Hardware, 
labor & power 
savings
reduced annual 
cost of operation 
by 83.8%

Innovation Cloud for 100,000 
Subscribers

Reduced Capital Expenditure

Reduce from 488 servers to 55

Reduced Operations Expenditure

Reduce from 15 admins to 2

Additional Benefits:

Enhanced customer service

Less idle time

More efficient use of energy 

Acceleration of innovation 
projects 

Business Case ResultsCloud Business Case
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Summary

Cloud Computing is a disruptive change to the way IT services are delivered…  
it is about shifting to the third compute model in the evolution of IT

• Service Lifecycle Management based on a Dynamic Infrastructure is the 
foundation for managing Clouds

A solid Cloud Computing Architecture is required to sucessfully and 
economically manage Clouds
– Open standards based architecture for the buildout of private, public and 

hybrid Clouds 
– Management of IaaS-, PaaS- and SaaS Clouds
– Build for seamless integration into existing customers environment

• The Journey to Cloud requires an integrated and orchestrated approach

• Customers are adopting Cloud Computing today
• Adoption often starts in the Development- and Test Environments

• The Benefits of Cloud Computing are real!
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Thank you!

For more information, please visit:
ibm.com/cloud
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