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Agenda

= Shared Network Infrastructure
= Organization structure

= Network monitoring tools

= LAN Management

= WAN Management

= Firewall

= |P Services

= Network Security

= Typical issues - LAN/WAN

= Typical issues - FW, IPSE



What is Shared Network Infrastructure (SNI)?

= Provides secure way how to connect from IBM internal network to
customer network

= SNI is special network architecture inside IBM Global Services Data
Center.

= Security requirements are very difficult

= |s based on few network segment with different security access levels



Tier Definitions for SNI (e.g. eSNI “simplified”)
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Implementation Example (e.g. eSNI “simplified”)
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Abbreviations

= CML — Central Management LAN

= CSL — Central Service LAN

= SML — Shared Management LAN

= SSL — Shared Service LAN

= DML — Dedicated Management LAN
= DAL — Dedicated Access LAN

= |AL — Infrastructure Access LAN

= |AL_IBM — Infrastructure Access LAN IBM



What Advantages/Disadvantages are there for SNI?

Advantages Disadvantages

= Standard solution = Sharing of network environment got much
: higher security and management

= Secure solution . :

requirement as single-customer one.

= Reuse of environment , , _
» |t's not always possible standardize all

= Cost reduction customer specific requests

= Possibility of conflicts in private IP address
ranges




Organization Structure — Network management
GNMC model

Web-Interface for
Problem/Performance/Reports... Client

Feedback Monitor

Help Desk (CSC):

Call Handling
Ticket opening CSC |«—» NoOC
Problem dispatching
‘ Ticket #
Network Operation Center (NOC)
Level 1/level2:
Ticket handling
Problem isolation
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Problem # \
v v v
. ) On Site Mainte- Manufac-
Ticketing | support nance turer
System




NOC - Level 1 support

= Proactive monitoring of different tools. Coordinates incident resolution and
communication.

= Use simple and clear processes. Require best knowledge of these processes,
tools usage and got global overview of systems.

= Necessary 24/7 support

Examples

= Coordinates outages of WAN providers, communicate WAN related issues.

= Update problem tickets in ticketing systems and inform other teams in case of
issue resolution

= Communication point for CSC — provide feedback for customer
= Coordinates HW replacement



NOC - Level 2 support

= Advanced problem resolution of troubles coming from 1st level.
= Processes are not so clear for 2" level
= | evel 2 require skills and experiences

Examples

= Analyze and correct routing problems

= Correct security findings in configuration, patch/upgrade OS on devices

= Setting and modifying configuration on devices, activation of new customers or
devices

= Change of ACLs, cooperation with 3™ level and vendor support if needed



Level 3 support

= |_evel 3 support work with complex problems. 3rd level is involved in problems
affecting huge infrastructure.

= Solving all not standard solutions

= Cooperating and coordinating complex changes in network structure.

= Act as Network Architects

Examples
= Providing prevention in wrong setup of routing protocols

= Finding solution for slow application performance
= Deploying new customer to SNI



Why we need proper NSD tools set?

More than 80 percent of application performance and availability failures will be

blamed on network problems, but the network will represent less than 20 percent
of the root cause

=  With proper tools set you can
— With monitoring tool react before customer will recognize problem.
— Locate problem much faster then by manual tracking
— Update many devices by one click

— By performance tools see the trend and recognize problem before it will
occurred

— Based on historical data prevent blaming application problems



Network Management Toolset

Tivoli Netview
— Detection of problems with implementation of L3 map

Entuity Eye of the Storm
— Performance and advanced monitoring / analysis
— Monitor device with SNMP - can detect more than 70 type of errors.

Cisco Works (CW)
— Provides advanced configuration / problem detection for Cisco Platform

CACTI / Vital suite Statistics
— SNMP orientated performance management tool

Other tools
— TACACS/RADIUS/LDAP — Authentication services
— Evidence databases — CEP+ / MAD / eAMT
— Ticket tracking tools



Network Management Toolset
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Fault detection with Netview

= Netview is standard tool used by IBM all over the world for most
customers.

= Monitoring of device status
= Clear picture of network infrastructure

= Netview support easy implementation of various scripts which can
automation work.

= With SNMP support of all devices provides advanced monitoring (not
based only on UP/DOWN functionality with ICMP)

= Can receive/forward SNMP traps from/to other tools (EotS/Cacti...)



Fault detection - Netview
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Tivoli Netview — Event Browser

1 Tivoli NetView — Administrator:Unrestricted — http:138.222.124.36:8080 = |E|El
File Object Monitor Test Tools Window Help

[] Event Browser

File Filter View Event Tools

w #H 2 BID| AEvents - |

Time | Node J Description  Severity

€31.206132:49 Interface DEC down, Critical
,& 1.2.0613:50 1. RIPQ-ERROR Hostlocalhost- 2141 messages idle’-- 2FMT ERROR: accessing element#2, only 1 av... Waming
@ 1.2.0613:51 1. SPAMG-SLS-DOWWN ‘Hostlocalhost - Unable to connect SLE server.'-- 2FMT ERROR: accessing eleme... Major
Q 1.2.0613:52 Latency packet loss - Source; USABBZWINCTDT H-4401 51-USABBZPRINJDIR-50101 512k PYC to Princet... Critical
1. SPAMGQ-SLS-UP Hostlocalhost- SLS server is available'-- 2. FMT ERROR: accessing element #2, only ... Cleared
INTERMAL-SERVER-ERROR ‘Hostlocalhost - SMTP Internal Server Test Failed. Host - smip01 de.abb.co... Warning
1: SPAMQ-SLS-DOWN ‘Hostlocalhost - Unable to connect SLS server.'-- 2FMT ERROR: accessing eleme... Major
INTERMAL-SERVER-ERROR Hostlocalhost - SMTP Intermal Server Test Failed. Host - mail abboru, Port- 25" Warning
1: SPAMG-SLS-UP Hostlocalhost - SLS server is available'-- 2FMT ERROR: accessing elerment #2, only .. Cleared
INTERMAL-SERVER-ERROR Hostlocalhost - SMTP Internal Server Test Failed. Host - smifp01 de.abb.co... Warming
2. ! INTERMAL-SERVER-ERROR Hostlocalhost - SMTP Intermal Server Test Failed. Host - mail st abb.com, P Warmning
€ 1.2.0614:00 Interface 132.221.99.4 down. Critical
@ 1.2.0614:00 Mode Down, Critical
1.2.0614:00 Interface DEC up. Cleared
1.2.06 14:00 Interface 138.221.99.4 up. Cleared
1.2.06 14:00 Mode Up, Cleared
1.2.0614:01 1. RIPQ-ERROR 'Hostlocalhost- 2150 messages idle’-- Z.FMT ERROR: accessing elerment 22, only 1 av... Waming
€12061401 1. VFQ-DOWWN ‘Hostlocalhost - WFQ Test Failed, Monitor port not responding.’ -- 2.FMT ERROR: accessing ... Major
€1.2061405 Interface 10.31.96.111 down, Critical
@1.20614:05 Node Down, Critical
0 1.2.0614:05 Interface DEC up. Cleared
-0 1.2.0614:05 Interface 10.31.96.111 up. Cleared
g 1.2.0614:05 MNade Up, Cleared
1.2.0614:05 Interface DEC down. Critical

g 1.2.0614:07 Latency packet loss - Source: ESABEYMAD-01R-TS-DEABBYEHG--03R _latency_loss object has been no L. Cleared
1.2.0614:08 ; 1: SPAMG-SLS-DOWWN ‘Hostlocalhost - Unable to connect SLS server'— ZFMT ERROR: accessing eleme... Major
Totsl 102 Displayed: 102 Selected: 1

dq

Submap Explorer - default [Read Onhby - [ABB-Asia] .




Entuity Eye of the Storm

= Advanced monitoring of devices (LAN, WAN and firewalls) with SNMP
= Forward major issues to netview
= Provides advanced troubles finding

= Feature performance monitoring gives us possibility for prevention in
outages based on wrong implementation

= Provides statistic for core lines (Trunks, Etherchannels)
= Availability management
= Keeps historical data



Entuity Eye of the Storm — port listing

ent Yiewer !E E

Yiew Tools Window Help

Br | E e = sk ?

112444 4|eots:.l’.l'138.222.124.44MBB SpainfSwitches/10,34,17.41/
H =l AEB Spain
”:\E?\JZ General B+ Pors I €8 Applications | & VLANS | & Extended Info | ) Chassis Data|
BehleLux B 10.34.17.41
Corporate
Denmark Port | Tyne | opeen Properties Hosts VLANS Applications
Erh;ﬁi\e B+ [101]RMOM10/100 Port1 on Unit1 Ethernet{g) 100.0 Mivg 00:30:c1:5e:42:7..
Germany B [102]RMOM:10/100 Part 2 an Unit 1 Ethernet{g) 100.0 Mivs 00:0d:60:08:23:22
Norway E+ [103]RMOM:10/100 Part 3 on Unit 1 Ethernet{B) 100.0 Mbvs 00:10:a4:a8:77:45
Spain B+ [104]RMOMN:10/100 Part 4 on Unit 1 Ethernet{g) 100.0 Mbvs 00:0d:60:67:19:d9
Zscential Reports B [108] RMOM:10/100 Part 5 an Unit 1 Ethernet{g) 100.0 Mivs 00:0d:60:2c:ec:84
f::'ubs B [106]RMOM:10/M00 Part 6 on Unit 1 Ethernet{B) 100.0 Mbvs
Firawalls and Router B+ [107]RMOMN:10/100 Part 7 on Unit 1 Ethernet{g) 100.0 Mbvs 00:0d:60:22:feec
St hes B+ [108]RMOM10/100 Port 8 on Unit 1 Ethernet{g) 10.0 Mhbis
B [108]RMOM:10/100 Part9 an Unit 1 Ethernet{g) 100.0 Mivs
= 103411200 B [110] RMOM:10/M00 Port 10 on Unit 1 Ethernet{B) 100.0 Mbvs
= 10'34'24'240 B+ [111]RMOMN:10M00Port11 on Unit1 Ethernet{g) 100.0 Mbvs
= 10'34'24'242 B+ [112]RMOMN10M00 Part12 on Unit1 Ethernet{g) 100.0 Mivs
= 10.34-28.238 B+ [113]1RMOM:GE Port 13 on Unit 1 Ethernet{B) 1.0 Ghis UPLIMK
= 10.34.28.240 B [1327] Local Warkgroup Encapsulation Tag & Frop. Multiplexing 0.0his
= 10'34'33'112 B+ [140]3Com Switch type:SLIP on Unit 1 SLIF 19.2 khig
= 10.34-36.243 B [141]13Com Switch on Unit 1 Ethernet{g) 10.0 Mhis
= 10.34.36.245 B [181] Trunk 1 on Unit 1 Ethernet{G) 0.0his
B 10.34-36.248 B [18268] Local Workgroup Encapsulation Tag 9 Frop. Multiplexing 0.0 his
= 10.34-36.24? B [18383] Local Workaroup Encapsulation Tag 14 Prop. Multiplexing 0.0 his
= 10.34-36.244 [ [1904 ] Local Woarkgroup Encapsulation Tag 8 FProp. Multiplexing 0.0his
= 10.34.69.1 5 B~ [25355] Local Warkgroup Encapsulation Tag 4 Frop. Multiplexing 0.0his
= 10:34:40:20 B [26240] Local Workaroup Encapsulat?on Tag 7 Prop. Mult?plex?ng 0.0 hig
VLANS B [30613] Local Workaroup Encapsulation Tag 11 Prop. Multiplexing 0.0 his
Switzarland B [36621 ] Local Warkgroup Encapsulation Tag 5 Prop. Multiplexing 0.0his
Uk B [47273] Local Workgroup Encapsulation Tag 13 Frop. Multiplexing 0.0 his
ional B [47366] Local Workaroup Encapsulation Tag 1 Prop. Multiplexing 0.0 his
ional Infrastructure B [49663] Local Woarkgroup Encapsulation Tag 12 FProp. Multiplexing 0.0his
farwarding B [51121]80210Q Encapsulation Tag 0001 Frop. Multiplexing 0.0his
- B [59623] Local Workaroup Encapsulation Tag 16 Prop. Multiplexing 0.0 hig
B+ [61072] LocalWorkgroup Encapsulation Tag 2 Prop. Multiplexing 0.0 his
B [61721 ] Local Warkgraup Encapsulation Tag 148 Prop. Multiplexing 0.0his
B [6231] Local Workgroup Encapsulation Tag 10 Frop. Multiplexing 0.0 his
B [65] RMOM WLAM 1 Prop. Virtualiinternal 0.0 his
[ [8000] Local Woarkgroup Encapsulation Tag 3 FProp. Multiplexing 0.0his

Iﬁ cZBEO070@1 38.222.124 .44




Entuity Eye of the Storm — device report

Cisco

10.49.29.130

Internetwork Operating System Software [0S {tm)

cbsup1_rp Software (cbsup1_rp-DSV-M), Version
12.1(23)E2, RELEASE SOFTW

Speed Total | Spare || Availability: 100%
10/ 1 DDNE 48 43 {B0%} [:Iut,agesj 0
1Gh BE 18 [27%} Monitored Servers: 0
Maonitored Applications: 0
Top trunk ports Top server ports
[~ m
Bus Utilization
- Ayerags S el
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b\a (AR AN J’Y\/f wadd | Ul Vg




Entuity Eye of the Storm

Availability Summary
Over the 4 week period Wed Feb 01 2006 - Wed Mar 01 2006

Generated at 0042 on Wed Mar 01 2006 for the Germany view
Based on data from 28 availability samples each covering 1 day

OVERALL AVAILABILITY SUMMARY

Application: — (appication: —, Server — Netwark: -}

SErver: - server: - Nebwork: )

WAN link: 94.17%

NETWORK AVAILABILITY SUMMARY

IP Address Qutages: 320 on 136 elements (s3s teng MTBF: 458 Shours MTTR: 9,945 2minutes
monkored)
Router Dutages: 25 on 8 devices 22 beng monitored) MTBF: 321.6hours MTTR: 45minutes
Switch Outages: 6 on 6 devices &2 bsing mandarsd) MTBF: 655 Thours MTTR: 26 505minutes
APPLICATION AVAILABILITY SUMMARY
Application Qutages: none (o seing menttoeed) | MTEF: — | MTTR: -
SERVER AVAILABILITY SUMMARY
Server Qutages: NoNe o being mensored) | MTBF: — | MTTR: -
WAN LINK AVAILABILITY SUMMARY

Wan Link Cutages: 108 on 38 links (126 teng monitored) | MTEF: 333.2Zhours | MTTR: 6,995 4minutes
Top problem WARMN links Outage Downtima Top problem WAN links Outage Downtime
{saried by numer of cutages) cont fminutes} {sored by dowrtime) count imines)
136225 193 222 - 227 15 155 Tminutas 1049927159 [ 124 ] Wiani2D 1 38 E0dminuisE
DEASHYCHG-1GR-TES0I2-SEARSY Sip—gore

10.49.240.3 1 [ 20E ] Vianst 1 38500 manutes
138233.192.322 1] 17 | atumman 12 | 1,717 Emirutes — —
DEASEYERGE-03R-TE-TAAREY ME--11F 10492802 D[ 107 ] v 1 32, 800manui=E
136228192223 - { 12} 10 347 Eminutes 104992775 ([ 135 ] VianiDi 1 38 s00minuiaE
DEASBYEREQ:R-T4-CIARSYERD-T] 10.49.240.3 1 [ 203 ] Vian1 1 38 50OmEnLEzE
138233.193 222 - { 193] a | 21.Brninutes

DEASEYERE-03R-T11-CHABSYEAD--T

136228.192 222 | 15] T | ZEmingtes
DEASBYERG-0R-TT-PTASEYRPCS-01x




Configuration with Cisco Works

= CW support mapping devices in network made by Cisco devices.

= CW is able to download configs but it also allow to upload them to device,
modify directly on CW which allow to made small common changes by
“one click” on many devices

= CW give you chance to work with device like with real (show physical
surface)

= Data colleting from devices / mass changes / security activities

= Can create reports for Cisco platform



Configuration — Cisco works

Ciscn STETEMS iSCDWDrkS | Help | About

Device Center

| 10132035 || e |
1 cs@deshqoknt s a6 oy Device IP Address 10.132.0.35 [ i )
= acampus@deehqckm sr01| = - FJEVICB:T}T_pE' Cisco 3750 Stack 145 240 2 20- . | B
B & aimsrices 24-hour Change Audit Summary  Mumber of records: 0 ; ! i | 3
8 iy Inventory Last Collected Time  May 27 2005 08:18:09 CEST I 5 7402 3
0610.132-0.10 Caonfiguration Last Archived Time  May 16 2005 12:07:05 CEST | / T
0510:132:0:100 24 iy Sysjog Meseate Samrmar Emergencies: 0 Alerts: 0 Critical: 0 Errars: O ; i
O 101320101 : = Warnings: 0 Motifications: 0 Infarmational: O E
=] CODP Meighbors 10.152.190.2
O= 1320102 q . o 1avmanam o
0510.132_&103 E1Path Analysis (czzital 2 ANIServers 0 3-deehqck01s101 - ,.[l_, ]
O 101320104 File Edit Action Help v
Q& 10132011 EEEREE
O = 10 152.012 ® Data Trace ) Woice Trace
©S s From: 149.240.2.19 [~
hd rom: = LE -
O 10132014 —
O 10132015 Functions Available T ‘149_24[,_2_21 ‘ = |
OE 10132016 Tools Reports Management Tasks | Start Trace | | Son Tracn ‘
o = Management Station to Device == Change Audit Report = Adid Images to Software
o - Pi - Credential Verification Report Repository Man | wew...
0510.132.0.18 ng redential vermication Eepo . .
o @ - Telnet - Detailed Device Report = Analyze using Cisco.com Image Layer 3
101a2.01s = Trace Route = Syslog Messages Report = Analyze using Repository Image
O= 13202 - Edit Device Credentials = Switch Port Usage Report - = Check Device Credential _
O p1z20: = Packet Capture Recently Down = Distrilnrte Images g "149.240.2.19
OE 10132.022 - SHMP Set == Switch Port Usage Report - = Edit Config R
U ] i
OE 10,132,024 2052 [g MY 171, SV e nusgeoaEn Run S‘EIDa LCommand 149.240.2.21
O 10132025 o Ciscobtks | Help | Abaut
1560 OTSTENS =
O 10132026 =
P3| i CiscoView (DEEHQCK01SR0136)

Device Name/IP'; |148.240 50,85 " Color Legend Preferences | Wini RMON

POH

S erer vl e 5o
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Cisco Works — example of report

2} Resource Manager Essentials - Microsoft Internet Explorer -0 x|
File Edit ‘ew Faworites Tools Help z"
C1sco STSTENS Reloads Report - 1 Day
M Back Cloze sawve As | C5SY F-:urmatj Feports |1 Day j
Device Name| Device Type Reload Reason Reload Time

Catalyst [0S 25 Mar 2006 22:38:14
10.45 84 152 3508 pOWer-of WMEST
Catalyst [O5 25 Mar 2006 21:59:02
10,459 84 123 3545 pOWEr-on WEST
Catalyst IO5 25 Mar 2006 21:50:20
10.45 84,134 3543 POWEr-0fl WEST
Catalyst [0S 25 Mar 2006 21:.57:1%
10.459 84 155 3543 pOWer-on WEST
10,49 84 140 Catalyst O3 Eeload Il Warning P ossible Sysuptime wrap 26 Mar 2006 00:02:.02
- 354 detected MEST
10.49 24,143 Catalyst IOS Eeload || Warning T ossible Sysuptime wrap 26 Mar 2006 00:07.29
- 3524 detected MEST

Crenerated: 26 Mlar 2006 15:14:12 MEST
Cisco Systems, [ne. @

|@ Done I_ l_ I_ |ﬂ Internet i




Cisco Works — Cisco View
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Performance with Lucent Vital suite / CACTI

= One of the most important part of our work is troubleshooting are network
performance problems.

= Collect variable information from device and store them for analyze
(historical data)

= Fast analyze of network performance situations
—On which point is network overload.
—And what kind of traffic is overloading it.

= Proactive Information to prevent overload of WAN / LAN networks
» Lucent vital suite are the standard tool for Performance

= Can analyze QoS separately
= List of TOP talkers



Cacti — graphs

Traffic Analysisfor = }»-MPLS (PVC to RPM)
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Evidence Databases & Other Databases

= All databases are bind
= Asset Evidence (eAMT)

= Central Evidence of all devices
— Device type/hardware information
— Location information
— IP address, hostname, interfaces
— Contacts for other support groups / provider / on-site support
— Security Evidence with historical data
— Etc.

= Evidence for Security findings
— Keeps OS bugs
— With each finding in configuration bug reports to responsible support



LAN Management

= LAN = Local Area Network

= Device’s vendors
— Cisco, Nortel, 3com, Alel, Allied Telesyn, Blue Coat, Digital, D-link, Edimax, Enterasys, HP, IBM, Intel,
Intermac, Kingston, KTl Networks, LANart, LinkSys, Netgear, Nokia, Olicom, Planet, Symbol, Synoptics,

Xtreme
— Migration of all existing platforms to Cisco for providing best centralized support

= Device's categories
— Firewalls
— Routers
— Switches




LAN — simple connection
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LAN — Data Centre




Datacentre example
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WAN Management

WAN = Wide Area Network
Used solutions
— Leased line
— ATM/Frame Relay
- MPLS
— DSL/ADSL/ISDN
— Internet tunnel (iVPN)
WAN lines are usually provided by external companies (BT, AT&T, HP, Colt...)
NOC (15t level) is contact point between customer and provider

Today’s trends for WAN

= MPLS = Multiprotocol Label Switching
= QoS = Quality of Service

= SaS = Solution as Service

» Cloud solutions



WAN Management — providers
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WAN Specifications and requirements

= Setting QoS on WAN lines leads to better
performance and usage of line

=80 — 100 % WAN link utilization ("we pay 100, we
use 1007)

= For monitoring of QoS we need good tools



WAN incident determination

There are many diffrent providers and routers where issue can occur.

Customers Corporate network

=i

Uszar

Y

Y

IBM reports for customer

Country Network Provider B Country Network
Provider A % Provider C
Provider A Provider B Provider C
s . Reporting Tool Reporting Toal Reporting Tool Dtarantar
1 ]
data data | data 1
faad faed | Taed |

L=

Application Server




Firewall

=Firewall types

=Standard used FW

= Checkpoint ProviderOne
=Usage of FW



Types of existing Firewalls

= Software
— Checkpoint Firewall-1 (diverse versions)
— Cisco PIX
= Operating Systems
— Checkpoint Secure Platform (SPlat)
— Sun Solaris
— Microsoft Windows
— Linux
— Nokia IPSO
— Cisco PIX Firewall OS
= Hardware
— PC Architecture
— Sun
— Nokia
— Cisco PIX
— IBM x-Series Servers




Checkpoint - ProviderOne

= Easy centralized management

= Saved all FW rule sets

= Central Logging

= Multi-platform management (Nokia, Splat)



Checkpoint - ProviderOne
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Usage of Firewalls

= All network environments (Internet/DMZ/Corporate networks)
= Secure separation of networks

= Advanced security (not only ACLs — access control list)

* Implementation of statefull FW

= VPN implementation — VPN concentrators



IP Services (IPSE)

=DNS/DHCP
NTP
= Proxy
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QIP — central management for DNS/DHCP

One central (with backup feature) QIP management server

Structure-based implementation of QIP provides opportunity to use other QIP
servers which are reporting to QIP management server

Location types:
— Less than 250 users DHCP — IP helper
— Less than 499 users local DHCP server or IP helper

— More than 500 users (Super location), local DHCP is provided by redundant
servers

Rules
— Static Addresses for Servers and active network devices
— Dynamic addresses for PCs and Printers

DNS management

= Central management of all DNS records
— 2" ]evel domain (customer.com)

— Sub-domains (location.customer.com)
= Domain management can be delegated to another server
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NTP

= Time synchronization service
« NTP is installed on Intranet DNS servers

= NTP could be distributed for each domain to
different servers (location based)

= More NTP for one location provide redundancy. Also
internet backup is possible.
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Proxy Solution

= |n past main scope of proxy servers was to provide better usage of
WAN lines (http proxy)
= Today’s usage of Proxy servers is to provide secure and balanced
connection
= \We can recognize two types of proxies
— Transparent (act as proxy for any traffic — mainly socks proxies)
— Passive (use proxy feature only if application provide such
functionality — http/ftp)
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Network Security

= Configuration standards
= Checking or real configuration

= Actualized SW/HW
= User revalidation



Network Security — Standard configuration

= General Rules
= Applicable for different HW/OS

= Pre-defined standards pro Cisco, Nortel, IPSO and other
platforms



Network Security — Checking actual configuration

= Correct setup for new device in network

= Revalidation is made at least each half of year
= Documentation of findings

= Corrective actions if applicable



Network security — Actual versions SW/HW

= Monitoring for new information/releases
— Patches
— New versions

= Risk management

= Planning upgrade



Typical problems LAN/WAN

= Slow network
— LAN
— Internet/\WWAN
= Device unreachable - LAN
= | ocation unreachable - WAN



Questions ?




