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We are looking for ground-breaking
ideas that use the Artificial
Intelligence at its heart and could
make a difference to the world or
community we live in

think

2.Share your idea with us via

http://ibm.biz/submission-form

by M ay 6th

3. Come to the Days of Industrial Partners

-»May 16"

No more talking! IEM slot will be
dedicated to presentation of top ideas
and winner's announcement!

More details on link: http:/ibm.biz/aidtomorrow







Agenda

* How ITSM works

« Change management example
« ITSMtools

* RACI

* SLA




@)

How ITSM works




Scenario

(from real
example)

Medium sized bank decided to manage its infrastructure operations
and application development by implementing IT Service
Management.

They focused on three ITIL processes — incident management,
request fulfillment and change management.

First phase — ITIL framework adoption, employees training, RACI
documentation including processes matrix and agreed KPIs.

Second phase — ITSM tool selection and implementation.
After first three months :

* Number of incidents has dropped down

)

DS requests were handled well
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* Howeverthe change management did not achieve expected
success

a Change is "the addition, modification or removal of any authorized,
planned, or supported service or service component that could have an effect
on IT services."




Fig A: Changes between January 2015 and March 2015
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Fig B: Percentage of successful changes between
January 2015 and March 2015
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No visibility of the upstream and downstream
relationship of components that were
undergoing changes

Team had to rely on subject matter experts
only

Changes were not analyzed

No change impact prediction
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ACTIONS

The Configuration
Management System
based on CMDB




List of critical business
services

Wected v b St bement 11604

The service tree structure
build with embedded
attributes for various
devices

Complete topology

identification

Import of technology tree
with all devices attributes
into the ITSM tool
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As there was no visibility of the planned, scheduled and deployed changes, the team had to build a

proper mechanism to publish the fwd schedule of changes and track the planned ones and their
release dates.

Emergency changes — changes that are required to restore service due to an incident or a
change that needs to be implemented quickly in order to avoid one.

Expedited changes — changes that are required quickly due to a pressing need such as legal
requirement or a business need but are not related to restoring service.

Standard changes are low-risk, pre-approved changes that happen frequently and
have a quick

turnaround time. Standard changes can be implemented quickly and help manage
risks.

Examples of a standard change:

- Desktop or standalone equipment movement.

- A standard patch that is applied to the servers once a month during the agreed
maintenance

window.

What is a standard change?

When a normal change is successfully implemented a few times, the associated
processes like

planning, scheduling, and implementation are established and become predictable
and controlled.

That is, the change becomes a routine task and therefore standard.

A few examples of normal changes:

e Upgrading the exchange server or any other hardware

e Setting up high availability or cluster for vital business functions (VBF)
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* Roll out of a new release to address the reported issues

Expedite changes are raised due to a pressing need such as a legal or a business
requirement.
These changes are not related to restoring a service.

The change advisory board (CAB) defined clear rules and regulations to qualify
emergency and
expedited changes and communicated these rules across the organization.
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Key Performance Indicators definition as next and very important
step to assimilate the efficiency and effectiveness of the ChM

Number and percentage of failed changes for standard, normal and
emergency changes

Number of incidents and service downtime caused by normal and
emergency changes

Number or percentage of unplanned or emergency changes
Average time to implement changes

Number and percentage of changes rejected by the CAB

Number and percentage of unauthorized changes
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What next?

» Change Advisory Board establishment
* RACI development

« Handling unauthorized changes procedure
« Communication Roll Out and Training

During its discussion with stakeholders, the core team observed that about 20% of
the changes

were completed without authorization, mainly because the infrastructure team was
under pressure

to get the changes done quickly. As a result, many changes were done without a
request for

change or going through the review and approval processes.

To deal with this situation, stage gatekeepers were appointed for infrastructure,
application, and

database teams to ensure that the steps were not skipped when a change is made.
The stage keepers

had a go-ready list that comprised the test results, approvals, signatures from all the
concerned

teams, and a back-out plan. In case of violation, the stage gatekeepers owned
responsibility that

affected their appraisal and performance measures.

Another reason for the unauthorized changes was because the application teams
updated the

CMDB or CMS after the roll out of the release.

The core team ensured that audits were performed every week to compare the
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current state of

CMS with the associated RFC and any deviation was highlighted to the Cl owner and
service owner

for immediate action. In turn, the service owner closed the loop and took firm
action. This process

went on for four to six weeks, and the team made it a habit to follow the rule
without exceptions.
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Result after another 3 months
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Lessons learned have to be prepared and recorded - CSI

» People trust and confidence to IT dpt services
* Policy enforcement buy-in

* KPI helps to manage and become effective and
efficient

« CSI improvement
* Post-implementation review

® The bank’s IT team understood that building a robust configuration management
system with

up-to-date information of all IT components is essential for a successful change and
release

management process.

* Forward schedule of changes, planned maintenance window, and release plans are
critical to

manage the volume and duration of changes and to ensure smooth deployment.

* Enforcing a policy requires practicality, diligence, and buy-in. The new policies were
fewer in

number but were important for the success of the change management process (for
example:

CAB, unauthorized changes, and PIR).

* Relevant and practical KPIs help teams become efficient and effective.

* Process and tools have to work in tandem and absence of one or the other will
severely impact

continual service improvement (CSI).

e Post-implementation review of key changes and implications provided valuable
insight on

potential areas to improve and control changes.
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IT service model ready:

Ticketing:

Problem and incident management:

Asset management:

License management:




ABILITY TO EXECUTE

(}WNISE'MW@.

hanti gy

CATechndogesgy @HFE
L ) @EasyVista

COMPLETENESS OF VISION As of August 2017 © Gartner, Inc
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Business
System
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Event Detecting
& Alerting

Service Level

Discovery

Reporting &
Dashboards

Knowledge Proglem

Management Management

Release &
Deployment
Management

Resource
Management
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Management

Management

Service

Service
Execution &
Choreography
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ITSM tool is not implemented as the standalone solution and it is
in most of the cases integrated with other IT Operations
Management tools. Also 2 or more ITSM tools are often integrated
together on different levels.

Latest trends integrates the ITSM tool with the business
management flows and tools.

THE BUSINESS THE
TECHNOLOGY

SERVICE MANAGEMENT

Service
support
Service
delivery
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Standard solutio

Event Resolution|
Operational Plan

Other
(request for standard
services)

apacity Related|
Changes

Deployed Solution/
Transfer of Operational Ownership
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Integrated Service management Tooling - example

Enterprise Service
Management

ErpriSe Sysiems

Management
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Architecture
overview

Example i.

Softlayer
Control Portal
integrates base
service mgmt
capabilites
(ticketing, Cis,
monitoring, efc..)

Cloud Provider

Public Network

PROVIDER
INTERFACE

SER

T

APis Integrator

N
ki

Service
Responsibility
Line

Softlayer NimSoft
adds advanced
monitoring functions

N\

PUBLIC SERVICE

\ SoftLayer

PAAS IAAS
FOR CLOUD NATIVE FOR CLOUD ENABLED
APPLICATIONS. APPLICATIONS. |

Color

Ml security@l Data Stordlll Device

1BM Control Desk
SmartCloud
Monitoring
Application
Performance
Manager

Netcool
Omnibusfimpact
BigFix

1BM Cloud

Brokerage

SERVICE
MANAGEMENT
PROCESSES
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General example of the tooling integration — ticketi

Bi-directional ticketing integration

System A

’ v( Third Party system

<

s Response Message
Firewall

Outbound Message

using import sets and the ECC queue

v

8 —8
inbound A
Message v

Response Message

Web Service Import Sets
(inbound)

System A
| Incidents

Validation
exception
records
cleared
manually or
through
processi

Stores
history of
receved
data after
transforms

Response Message

v

Stores history of data
received before
transformation

ECC Queue
(outbound) [

Runs Web Service
Transform Maps and
Scripts

] Create tickets
or update
validated tickets

Ticket ID

Incident _interface
Executes
Business
Rules

Third_Party_info

A
Outbound Message

Stores history of
outbound and
corresponding
response
messages

Tickets are
created or
updated

Business Rules
generate
outbound SOAP
messages based
on cnitera

Reference for
transaction 10s
and third party
foreign keys
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ITSM Tools example — Service Now

‘ service

Business Service Management Map shows
how proposed change impacts related Cls

Proposing a standard change with approved procedures and information pre-fille
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RACI model

RACI models are used to manage resources and roles for the delivery of a piece of work or task.

* Only one person can be ACCOUNTABLE for any task. The person who is accountable for the task

has the overall authority for the task — but they may not carry out individual pieces of work
themselves.

* Any number of people can be RESPONSIBLE as part of the RACI model. These are the workers

who will get the actual tasks done, and they will report to the Accountable resource about their
progress.

. Sometimes resources are CONSULTED to get a task done. This might be a person within the
organisation who has specific knowledge, or it could be a document store, or even an internet
search engine. These resources need to be tracked to ensure they are available when required.

+ Other resources need to be INFORMED. These resources are stakeholders who need to track and
understand exactly how the task is progressing, or they may need an output from the task. Business
sponsors, for example, will typically be informed about progress as part of a project.

When RACI is applied to service management processes, the process owner will be accountable for all
the process activities, even if they are not responsible for carrying them out.

A RACI matrix is a very important tool that can help in
the implementation and correct functioning of a
process. The RACI matrix is mostly used to align the
human elements in the process. Usually there are many
different people involved in any process and they have
differing responsibilities. A RACI matrix makes an explicit
documentation of this and keeps as a ready reference to
be used at different stages in the process. Here is how
the RACI matrix can be utilized.

Responsible: This is the class of people who are
ultimately responsible for getting the work done. This
may refer to the individual workers that perform the




given task or it could refer to the system in case the task
is automated.

Accountable: This is the class of people that are
accountable to oversee that the work gets done. This
usually means the immediate manager overseeing the
work.

Consulted: These may be subject matter exerts who
need to be consulted at the time of an exception. There
is a possibility that am unanticipated scenario arises in a
process. These are the people who will do the thinking
and suggest any deviations from the Standard Operating
Procedure (SOP).

Informed: This is the class of people who have some
interest in the performance of a given task. This may be
a manager trying to control the execution of the task at
hand. Also this could be an input signal to the other
process.

Rules for using RACI Matrix

Only One Responsible and Accountable Person: It is
essential that only one person be assigned the R/A
roles. Having more than one person responsible for the
same task increases ambiguity and the chances of the
work not being performed. It could also lead to
duplication of work and wastage of efforts and costs.
Having more than one accountable person again leads
to the same problem. However, having only one person
accountable also leads to a problem. If the assigned
person is incompetent, the whole process may go for a
toss. It is for this reason that there is often a hierarchy
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of accountable people in place.
Responsible-Accountable is Mandatory: The consult or
inform roles are not mandatory for every activity. It is
possible that some activities may not require them at
all. But the responsible accountable roles must be
assigned. Even if the system is performing the tasks
automatically, someone must be made accountable to
see that it does get done.

Communication with the Consultant: There must be a
two way channel of communication with the consultant.
This communication is itself a task and must be explicitly
listed having its own responsible accountable persons.
The important aspect is that the communication should
be two-way. Hence one has to ensure that adequate
follow-up is done and there is minimum time lag to
complete the communication.

Inform the Required Stakeholders: This is a one way
channel of communication. It is usually meant to be a
signal for some other process to begin or as a control
metric to ensure smooth functioning of the same
process. Usually this is automated but needs
accountability like other automated tasks.
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Activity 1 AR C | | C
Activity 2 A R C C C
Activity 3 | Al R,C|I | C
Activity 4 | A R | R,C,I
Activity 5 | | A C |
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Project Team and Delivery |
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Support Team & w5
Team
Application etailed design of Asure Architecture [y RC c
Application Detailed design of I8M Cloud € s c RA c c
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Asure Public Governance [Service Integration, Mon toring. Azure i i ®
Asure Public Xoa$ from Azure Public Catalog x 3 c
Detailed design of VSis, Storage, Network Directtink, 1AM R 3 3
Account, Managed c c c c R
[Guest WMs (OS, D8, eic ) SARD ! R c
[Container, Composed, Paas in Ded Mode! c c x < c
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Hybeid Cloud Functional [Design APM Architecture < R c
Hybrid € [scure integration and in CAM Catalog and APM 1 ] ) c
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ybrid Cloud Functional |Define CAM Service Catalog Content and UseCases < c R < c
ybrid Cloud Functional |Define Specifications for CAM Service Catalog c c < = R asancnai support by
ybrid Cloud Functional |DevOps Toolchain UCD, GEHE, CI/CD ® < [
Hybrid Cloud Functional [Patterns scripts 1 ] R c
Hybeid Cloud Functional Architecture 3 c R c
18M Governance and 51 _|Detailed design of overall \gmt_Process ' c R 1 1 i c
Network (VLaNs, Zones, MPLS, ) 3 3 3 ® c
Security Components a5 FW, VPN, L8, 1AM, c 3 3 R c c
[Creation of Joint Project Plan for T&T c c c R 3 < c c c 3 c c
lication Discovery and Migration R i i
Define the o R c i
Milestone, d Acceptence Criteria c R c c
|Confirm scope of (Baseline) C ” c Mo Sarver Basalins sp]
Design network connectivity to support migrations < R c c
i mplement VPN connect v Basemigration < ” ¢ ®
Des gn scope of Aoplcation Base Migration Basemigration < c R c c
Provide Arure Cloud Account Basemigration A ¢ R c
[Order 18M Cloud Account Basemigration c c [ c
[Create 8asis Cioud Ac Basemigration R < c
[spplication Discovery R i i
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What is a role?

A set of connected behaviors or actions performed by a person, team or group
in a specific context

One person or team may have multiple roles
A process defines the scope and responsibilities of a role

May or may not be titled
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Generic Service Management Roles

PO role SHOULD NOT be
shared

Operational management
of a process

Carries out the process
activities

Accountable for the
delivery of specific IT
service

Defining the process
strategy

Work with the process
owner

Understands how their role
links to services and
creates value

Afttends CAB

Assist the process design
including metrics

Makes sure all process
activities are carried out

Work with other
stakeholders

Aftends int. and ext.
service review meeting

Process documentation
assurance

Monitoring and reporting
the process performance

Makes sure that inputs,
outputs and interfaces are
correct

Communicate with
customers

Auditing the process

Appointing staff

Create and update records
of their activities

Serving as SPOC

Process improvement

Work with service owner(s)

Participate in SLAand OLA
negotiations

Polices and standards
definition

Identify improvements

CAB - Change Advisory Board
*oint of Contact

Sponsoring the process

Makes improvements to
process implementation

Agreement
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Strategic

g
;:

Joint management model - customer/vendor - example

Services Vendor

Executive management
Contract Executive
Overall account management
Relationship Manager
Transition-related activities
Contract Transition Manager

Account Manager Lead Service delivery
Service Manager Lead

Deliver services within

scope of the agreement

Tactical Strategic

Service Delivery Team

Program Management Office Lead
Contract Manager

Finance Manager

Architecture Manager

©2018 1BMCorporation 29 Aprl 2019 18M Senvices

Contracts, Service Control, Finance, efc.

Resource Manager, HR Director, etc.

Chief Technologist /| Chief Architect

fEM
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Accountable roles

* Process Owners

* Service Owners

* Line Management

« IT Steering Group

» Change Advisory Board
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Other RACI roles

Responsible roles Consulted Roles Informed roles

Persons or groups that Provide specific expertise Receive communication
execute one or more or perspective about the activity
activities (actually do the

work)

Based on the circumstances, individuals or groups will likely play multiple “roles” for the same activity — sometimes
simultaneously.
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What is the Service Level Agreement (SLA)
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What Are Key Components of an SLA?

What Are Key Components of an SLA?

The SLA should include components in two areas: services and management.
Service elements include specifics of services provided (and what's excluded,
if there's room for doubt), conditions of service availability, standards such as
time window for each level of service (prime time and non-prime time may
have different service levels, for example), responsibilities of each party,
escalation procedures, and cost/service tradeoffs.

Management elements should include definitions of measurement standards
and methods, reporting process, contents and frequency, a dispute resolution
process, an indemnification clause protecting the customer from third-party
litigation resulting from service level breaches (this should already be covered
in the contract, however), and a mechanism for updating the agreement as
required.

This last item is critical; service requirements and vendor capabilities change,
so there must be a way to make sure the SLA is kept up-to-date.
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Service Elements
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Management Elements
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Seven Key Steps to Establishing a \ o
ServiceL evd Agreement

Complete
Pre-
Implementation
Tasks

Gather
Background
Information

Implement
and Manage
SLA

Generate
Buy-in

Develop
SLA

Document

Expectations Plan SLA

J

* Review and clarity * Identify affected + Establish ground + Create SLA + Haveall + Develop Establish POCsto:
service/ customers rules structure stakeholders performance
customer needs review draft tracking + Resolve problems
and priorities * Discuss division + Discussand mechanisms related to the SLA
« Agreeon of g + Address
+ Baseline current expectations structure stakeholders « Establish * Maintain ongoing
performance « Discuss questions reporting contactwith the
scheduling Issues « Create SLA processes other party
+ Identity « Discuss and + Implement
performance concems changes + Reinforce roles / + Conductservice
limitations « Discuss « Solicitinput/ responsibiiities reviews
communication feedback on + Gainapproval forcross-
+ Communicate + Holdopen styles and content from all functional « Coordinate and
expectations to discussions preferences stakeholders services implement
stan + Finalize draft modifications to
« Identity potential agreement + Finalize buy-n « Provide necessary SLA
roadblocks training

What should | consider when selecting metrics for my SLA?

Choose measurements that motivate the right behavior. The first goal of any metric
is to motivate the appropriate behavior on behalf of the client and the service
provider. Each side of the relationship will attempt to optimize its actions to meet
the performance objectives defined by the metrics. First, focus on the behavior that
you want to motivate. Then, test your metrics by putting yourself in the place of the
other side. How would you optimize your performance? Does that optimization
support the originally desired results?

Ensure that metrics reflect factors within the service provider's control. To
motivate the right behavior, SLA metrics have to reflect factors within the
outsourcer's control. A typical mistake is to penalize the service provider for delays
caused by the client's lack of performance. For example, if the client provides change
specifications for application code several weeks late, it is unfair and demotivating to
hold the service provider to a prespecified delivery date. Making the SLA two-sided
by measuring the client's performance on mutually dependent actions is a good way
to focus on the intended results.

Choose measurements that are easily collected. Balance the power of a desired
metric against its ease of collection. Ideally, the SLA metrics will be captured
automatically, in the background, with minimal overhead, but this objective may not
be possible for all desired metrics. When in doubt, compromise in favor of easy
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collection; no one is going to invest the effort to collect metrics manually.

Less is more. Despite the temptation to control as many factors as possible, avoid
choosing an excessive number of metrics or metrics that produce a voluminous
amount of data that no one will have time to analyze.

Set a proper baseline. Defining the right metrics is only half of the battle. To be
useful, the metrics must be set to reasonable, attainable performance levels. Unless
strong historical measurement data is available, be prepared to revisit and readjust
the settings at a future date through a predefined process specified in the SLA.
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Factors that Affects The Timeline of SLA Implementation
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The SLA should address the following ...
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SLA
Objectives
example

Service Level

Objective

Common Metric

Web Availability

Measures the availability of the Web-hosted application
This provides the organization with the percentage of
time that the applications were available for use in a
specific month

99.96% availability

Disaster Recovery | In the eventof severing of business servicesdue to a 4 hours
(DR) Systems man-made or natural disaster event, the time to

restoration of normal busi ctivity
Storage Area The percentage of time the SAN will be available for 99.90%

Network (SAN)
Availability

normal business operations. The goal is often 99.99%
uptime

Call Time to
Answer

90% of calls will be answered less than 30 secondsby a
person after call is front-end-directed by automatic call
distribution (ACD)

85% of calls are
answered within 30
seconds

Customer
Satisfaction

80% “very satisfied” or “satisfied" for ticketsurveys and
total user group surveys (customer satisfaction process
will not start until six months after contract initiation and
project/activity initiation)

80% (4.0 on a scale of
5.0)

Messaging
Availability

The percentage of time that messaging infrastructure is
available for normal business operations

99.00% availability

Application
Availability

The percentage of time that the application is available
for normal business operations

99.50% availability

Variance to
Application

Total cost to complete program requirements will come
in at the budgeted cost

Total cost or workload
estimates will +/-10% of

Budget budget for projects
Data Network The percentage of time that the data network is 99.5% availability
Availability available for normal business operations

internet The availability of the Internetto the customer. The 99.80% availability
Availability percentage of time that the Internetis available for

normal business operations

Response Time —
Network

Time required for a packet to go between an end-user
demarcation point and the host site front-end processor
(FEP) or similar device

0.5 seconds

WAN Availability

The percentage of time that the WAN is available for
normal business operations

99.90% availability

LAN Availability

The percentage of time that the LAN is available for

normal business operations

99.90% availability

Source: Adapted, in p
2014

art, from Gartner's ~Negotiating Effective SUAS for IT Infrastructure, Applicat

ons, 1aaS and Business” Feb,

What Kind of Metrics Should be Monitored?
Many items can be monitored as part of an SLA, but the scheme should be
kept as simple as possible to avoid confusion and excessive cost on either
side. In choosing metrics, examine your operation and decide what is most
important. The more complex the monitoring (and associated remedy)
scheme, the less likely it is to be effective, since no-one will have time to
properly analyze the data. When in doubt, opt for ease of collection of metric
data; automated systems are best, since it is unlikely that costly manual
collection of metrics will be reliable.
Depending on the service, the types of metric to monitor may include:
Service availability: the amount of time the service is available for use. This
may be measured by time slot, with, for example, 99.5 percent availability
required between the hours of 8 am and 6 pm, and more or less availability
specified during other times. E-commerce operations typically have extremely
aggressive SLAs at all times; 99.999 percent uptime is a not uncommon
requirement for a site that generates millions of dollars an hour.
Defect rates: Counts or percentages of errors in major deliverables.
Production failures such as incomplete backups and restores, coding
errors/rework, and missed deadlines may be included in this category.
Technical quality: in outsourced application development, measurement of
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technical quality by commercial analysis tools that examine factors such as
program size and coding defects.

Security: In these hyper-regulated times, application and network security
breaches can be costly. Measuring controllable security measures such as
anti-virus updates and patching is key in proving all reasonable preventive

measures were taken, in the event of an incident.
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Your Company, Inc. IT Help Desk
Service Level Agreement

Provider of Service
XXX IT Help Desk staff

Type of Service

IT Help Desk primary first level support

Service Period
January 1, 20.. through December 31, 20.

Performance

In order to provide optimal first level support service to all departments, all
problem and repair calls must be received by the Help Desk.

The company XXX IT HELP DESK will provide (Customer NameDepartment
Name) with the following support

First level problem determination where

1. All problems will be recorded.

2. Problems will be resolved or assigned to the appropriate specialist

3. Problems will be monitored.

4. Users will be notified of commitment times and any problems that occur in
meeting the established commitment.

5. Problem resolution will be documented and available in report status.

6. Monthly reports will be provided.

A single point of contact with the XXX department for

1. Orders for new equipment

2. Equipment moves, adds, and changes (Equipment includes personal
computers, printers, and tel ephones).

3. Services such as data entry, building access authorizations, new computer
user IDs and passwords, voice mail, Centrex lines, mainframe connections,
file server connections, reports, and application program problems and
requests.
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Results have to be reported — information is crucial for the overall
success -

ILayout example:

Cause Code/ Resol. Code

The modern ITSM tools
online dashboard functi

Resolution Time ( In Days) drives Submit Year_Month. (Predictive Strength: 14%)
The distribution of Submit Year_ Mon... i shown at each level of Resolution Time...
Some levels Neve daitaians wth agnisanty et shepes than the orerall Earuion of Submet Vear Mem_ For these Satriutions, some target cetegores are particularly éfferent from the grecall datifion
Toe e thm o s Y M s 3 ot gl Aty S
Submit Year_Month |
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KPI and SLA results visualization and “dashboarding” specific SW

Category Cause
|III'II- ---lII“ :

Example — Tableau SW

H ‘ |
B

, ¥
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What shall we
talk about
next?

ITSM future directions
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