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Talk Outline
• Methodologies


• A Bit of Terminology


• Visualization Evaluation Categories 


• Evaluating User Performance


• Evaluating User Experience


• Doing the Evaluation



Methodologies

• Systematic approaches


• Should help in the whole process


• Examples:


• Design Study


• Nested Model



Nested Model

Source: T. Munzner. A Nested Model for Visualization Design and Validation. IEEE TVCG. 2009



Nested Model

Source: T. Munzner. A Nested Model for Visualization Design and Validation. IEEE TVCG. 



Design Study

Source: M. Sedlmair, M. Meyer and T. Munzner, Design Study Methodology: Reflections from the Trenches and the Stacks. IEEE TVCG. 2012.



A bit of Terminology

Source: http://www.jyukawa.com/images/7050f11-wordle.png



Qualitative vs. Quantitative

Source: Silverman, David. Doing Qualitative Research: A Practical Handbook. 3rd ed. SAGE, 2010.



Formative vs. Summative
• Formative evaluation


• Typically qualitative; takes place at the initial phase of the research project


• Goals: describe the problem, get better insight, find the same language 
with target users


• Summative evaluation


• Qualitative/quantitative; final phase of the research project


• Goals: evaluate the results, gain feedback (for the next iteration)



Controlled vs. In-the-Wild
Controlled environment = laboratory conditions


• Pros: elimination of unwanted factors and random variables


• Cons: problem of overfitting, negative influence on the ecological 
validity


In-the-Wild = real-world conditions


• Pros: higher ecological validity and generalizability


• Cons: many uncontrolled conditions



Short term vs. Longitudinal

• Short term 

• Usually controlled experiments and performance evaluation


• Longitudinal 

• Using methods from grounded evaluation theory


• Mainly qualitative data (field observations, diaries)



Visualization Evaluation Categories
Source: S. Carpendale et al. Evaluating Information Visualizations. 2008.



Visualization Evaluation Categories

Understanding data analysis processes 
• Understanding environments and work practices

• Communication and collaboration

• Visual data analysis and reasoning


Understanding visualization 
• Algorithm performance

• Qualitative result inspection

• User experience and performance



Visualization Evaluation Categories

Understanding data analysis processes 
• Understanding environments and work practices — formative evaluation

• Communication and collaboration — almost non-existent

• Visual data analysis and reasoning — case studies


Understanding visualization 
• Algorithm performance

• Qualitative result inspection

• User experience and performance



Visualization Evaluation Categories

Understanding data analysis processes 
• Understanding environments and work practices

• Communication and collaboration

• Visual data analysis and reasoning


Understanding visualization 
• Algorithm performance

• Qualitative result inspection

• User experience and performance



Case studies
• “A detailed reporting about a small number of individuals working on their own problems 

in their normal environment” [1]


• Case study from domain expert | close collaboration | vis. researcher


• Usage scenario


• Small number of participants (often up to 5)


• New tool/visualization + dataset


• Almost step-by-step description of how the participant use the tool


• Summarized feedback (feature requests, opinion of participants on the tool functions and 
limits and its applicability in their work)

[1] B. Shneiderman and C. Plaisant. 2006. Strategies for evaluating information visualization 
tools: multi-dimensional in-depth long-term case studies. BELIV ’06




Visualization Evaluation Categories
Understanding data analysis processes 
• Understanding environments and work practices 

• Communication and collaboration 

• Visual data analysis and reasoning


Understanding visualization 
• Algorithm performance — benchmarking

• Qualitative result inspection — qualitative inspection, heuristics

• User experience and performance —common for Vis and HCI communities




Algorithm Performance
• Quantitative


• Usually benchmarking and reporting 
performance of a (novel) algorithm or 
technique


• Computation time, rendering speed 
(fps), memory footprint, …


• The importance of test datasets and 
their availability

Source: P. Lindstrom and M. Isenburg, "Fast and Efficient Compression of Floating-Point Data," in 
IEEE Transactions on Visualization and Computer Graphics, vol. 12, no. 5, pp. 1245-1250, Sept.-
Oct. 2006.



Qualitative Results Inspection

• Three main types:

• Image quality

• Visual encoding

• Walkthrough


• Comparative vs. isolated

Source: B. Nelson, R. M. Kirby and R. Haimes, "GPU-Based Interactive Cut-Surface Extraction From High-Order Finite Element 
Fields," in IEEE Transactions on Visualization and Computer Graphics, vol. 17, no. 12, pp. 1803-1811, Dec. 2011.



Qualitative Discussions and Heuristics 

• Performed by visualization researchers 


• Do not involve end users or participants


• Based on the objective assessment 


• Objective description of the result


• Heuristic evaluation

Source: T. Zuk, et al. Heuristics for information visualization 
evaluation. BELIV ’06. DOI:10.1145/1168149.1168162



User Performance and Experience
• The most common types


• Controlled experiments with participants


• User performance (quantitative)


• time and resource intensive (10+ participants)


• time and/or errors using new technique


• comparison against the automatic technique


• User experience (qualitative)


• feedback from experts, reports from demonstrations Source: C. Lundstrom, et al., "Multi-Touch Table System for Medical Visualization: 
Application to Orthopedic Surgery Planning," IEEE TVCG, 2011.



User Performance: Terminology
• Independent variable (test conditions)


• Dependent variable (measured behaviors)


• Control variable


• Random variable


• Confounding variable


• Participant


• Within subjects vs. between subjects


• Counterbalancing & Latin Square



Independent vs Dependent Variables
• Independent variable (also factor)


• a circumstance that is manipulated through the design of the experiment


• independent of participant behavior (i.e., there is nothing a participant can do to influence it)


• examples: interface, device, visual layout, expertise, age, gender


• Dependent variable


• any measurable aspect of the interaction involving a factor


• examples: task completion time, error rate, accuracy, throughput


• make sure you identify all of them



Control Variable

• A circumstance (not under  investigation) that is  kept constant to test the 
effect of an independent variable. 

• More control => the experiment is less generalizable


• Example: measure effect of font color and background color on reader comprehension


• independent variables: font color, background color


• dependent variables: comprehension test scores


• control variables: font size, font family, ambient lighting



Random Variable

• A circumstance that is allowed to vary randomly. 

• Outcomes => more generalizable results (good) but also more variability in 
the measures (bad)


• Example: the amount of coffee consumed prior to testing



Confounding Variable

• A circumstance that varies systematically with an independent variable. 

• Should be controlled or randomized to avoid misleading results


• Example: prior experience of participants



Participants

• People participating in the experiment (don’t use subjects)


• How many?


• Short answer: use the same number as used in similar research


• Too many: unnecessary work


• Too few: fail to get statistically significant results => paper reject



Within vs. Between Subjects

Source: https://www.nngroup.com/articles/between-within-subjects/



Counterbalancing

• Compensation of (unwanted) learning effect 


• The order of tasks or datasets used in the experiment


• (pseudo)Randomized order — generate one for each participant


• Latin Square - an n×n array filled with n different symbols, each 
occurring exactly once in each row and column (i.e., Sudoku).



Evaluating User Performance
• Gathering evidence, not proving things (mathematicians do)


• Hypotheses testing 

• Null hypothesis: “There is no difference between A and B”


• Parametric tests: ANOVA, t-test, F-test, …


• Non-parametric tests: Chi-square, Mann-Whitney’s U test, Friedman test, 
…


• https://yatani.jp/teaching/doku.php?id=hcistats:start

https://yatani.jp/teaching/doku.php?id=hcistats:start


Evaluating User Experience

• Interpretation of (standardized) questionnaire results


• Synthesis of anecdotal experience (direct quotes)


• Grounded evaluation methods — diaries, observations


• (Open) Coding — the process of subdividing and labeling raw data in 
order to form a theory



Standardized Usability Questionnaires
“Questionnaires designed for the assessment of perceived 
usability, typically with a specific set of questions presented 
in a specified order using a specified format with specific 
rules for producing scores based on the answers of 
respondents.”  
[3. Sauro, Lewis, Quantifying the User Experience, 2016] 

• There is plenty of them:


• Post-task: SEQ, NASA-TLX, …


• Post-study: SUS, SUMI, PSSUQ, …


• Benefits: objectivity, replicability, 
quantification, economy, communication, 
scientific generalization

Source: Pereira, S., Hassler, S., Hamek, S. et al. Improving access to clinical practice guidelines 
with an interactive graphical interface using an iconic language. BMC Med Inform Decis Mak 14, 77 
(2014). https://doi.org/10.1186/1472-6947-14-77



Doing the Evaluation

Preparation Execution Presentation

Data 
Workflow 
Documents 
Pilot execution

Introduction 
Demonstration 
Familiarization 
Debriefing

Data analysis 
Outcomes 
Summarization



Preparation

• Set the goal, then choose the method


• Prepare data and related documents, datasets, consent forms, 
questionnaires (pre-, post-)


• Always do the pilot or dry run => identification of unexpected problems


• Make a checklist — always follow the same steps


• Get the participants



Consent Form
• Who you are


• What you are asking the participants to do


• What kind of data you will be collecting and 
how it will be used


• What rights the participant has


• If they will be compensated


• The participant must explicitly say "yes" to 
the consent form

Source: D. Hepting. “A New Paradigm for Exploration in Computer-Aided Visualization”. 
Dissertation thesis. Simon Fraser University. 1999.



Demographic Questionnaire

• Age — be careful when doing experiments with <18yo


• Gender — female, male, prefer not to say


• Occupancy, experience and other relevant information



Color Perception Test
• Shinobu Ishihara, 1917


• Ishihara plates  


• Diagnostic test for color 
perception deficiencies


• 38 plates (full set)


• Variants with 10, 12 or 24



Execute

• Follow the checklist


• Do not change experiment design or conditions after starting it


• Get consent first, debrief participants afterwards


• Use different dataset for practice trials and main experiment


• Record: audio/video, mouse traces, make notes



Presenting Results
• Introduce the number of participants and their demography


• Describe the environment


• Place where the evaluation happened, screen size and resolution


• Describe the procedure (protocol) in details


• Step-by-step protocol, duration of parts and the whole


• Outline design — key for the reproducibility


• Dependent and independent variables, used datasets, …


• Discuss the results


• use of statistical tests, charts, tables, summarizing important outcomes and deriving insights



Likert Scales

• Statement soliciting level of 
agreement


• Gradations between responses are 
(more or less) equal


• Ordinal data => Be careful with 
averaging (median is often better)


• Even vs. odd number of options

Source: https://en.wikipedia.org/wiki/Likert_scale



Take away…
• In SciVis, InfoVis, VAST, we mostly do:


• algorithm benchmarking, user performance (quantitative) 


• case studies, qualitative inspection, user experience 
(qualitative)


• not find many longitudinal evaluations, diary studies 
or ethnography methods


• Doing the evaluation right is very tricky 


• Use methodologies and best practices 
from the field (learn from papers)


• Contribution of real users is invaluable but 
also painful (involve them ASAP)

Source: http://tobias.isenberg.cc/personal/papers/Isenberg_2013_SRP_Slides.pdf
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