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The Visual Data Science Process
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DATA EXPLORATION
Form hypotheses about your 
defined problem by visually

analyzing the data. 

PREDICTIVE MODELING
Train machine learning 
models, evaluate their
performance, and use

them to make predictions.

FEATURE ENGINEERING
Select important features and
construct more meaningful 
ones using the raw data that

you have.

PRESENTATION
Communicate the findings with
key stakeholders using plots and

interactive visualizations.



The Data Science Process
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FEATURE ENGINEERING
Select important features and
construct more meaningful 
ones using the raw data that

you have.



Interactive Analysis of Big Data

What is big data?
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Key Value

Key 1 Value 1

Key 2 Value 2

Key 3 Value 3

... ...

Key Variable 1 Variable 2 ...

Key 1 Value 1 Value 1 ...

Key 2 Value 2 Value 2 ...

Key 3 Value 3 Value 3 ...

... ... ... ...

.... billions of records

 tall data

.... thousands of variables 

 wide data

[Heer & Kandel, Interactive Analysis of Big Data, ACM XRDS 2012]



Side Note: Features

From machine learning / pattern recognition: 
Measurable property of observed phenomenon 
Vectors (can be high-dimensional!) 

In information visualization: 
Attributes / variables / (data) dimensions
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[Munzner 2014]



High-Dimensional Data

Image features

Natural language processing

Gene expression data

Finance / economy

...
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High-Dimensional Data

Image features
„bag of words“
Vocabulary of visual words 
Example: MNIST

10,000 hand-written digits
28x28 pixels  784-dimensional feature vector 
(intensity values) per image
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https://www.tensorflow.org



High-Dimensional Data

Image features

Natural language processing
Vector space model: 

Dimensions: terms
Vectors: documents or queries

Manuela Waldner 8 Wikipedia: vector space model

http://topicm
odels.w

est.uni-koblenz.de/ckling/tm
t/part1.pdf



Natual Language Processing Pipeline
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sentence 
segmentation tokenization

Stop word 
removal

Raw text sentences Tokenized
sentences

...Normalization

capitalization stemming lemmatization

e.g., „a“, „the“

Graphics  graphics visualization  visual better  good



Document-Term Matrix

Bag of words: orderless representation!

Document is represented by vector of 
term weights (e.g., number of term 
occurrences)

Word is represented by vector of 
document weights (e.g., number of 
occurrences in documents)
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Word Embeddings

Word2vec
Shallow neural network
Input: text window
Goal: prediction of 
nearby words
Output: Vector Space 
Model of words
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https://www.tensorflow.org/tutorials/representation/word2vec



High-Dimensional Data

Image features

Natural language processing

Gene expression data
Dimensions: genes
Samples: experimental conditions / species /... 
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http://cancerres.aacrjournals.org/content/64/23/8558



Curse of Dimensionality

Efficiency of many algorithms depend on the number of dimensions
With increasing number of dimensions, data becomes sparse 

Distances increase
Nearest neighbors? 
Anomalies? 
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Curse of Dimensionality

Efficiency of many algorithms depend on the number of dimensions
With increasing number of dimensions, data becomes sparse 
Number of required training samples grows exponentially with the 
number of dimensions 

Rule of thumb: 5 samples 
per dimension minimum

Visually inspect the features! 
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Recap: Multivariate Data Visualization Techniques

Example: Iris dataset
3 species: 

50 samples per species
4 features: length and width of sepals and petals 
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Wikipedia: Iris flower data set 



Multi-Dimensional Data Visualization Techniques
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[Icke & Sklar, 2009]

Parallel Coordinates Scatterplot Matrix Chernoff Faces

Scalability problems!

Radar Chart



Example: Scatterplot Matrix
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19 dimensions ~100 dimensions

[Yang et al., 2003]



Approaches

Feature selection
Selecting a subset of existing features without a transformation
Using multi-dimensional data visualization techniques

Feature extraction
Transforming existing features into lower dimensional space
Using 1D / 2D (/3D)/nD visualization technique 

Hybrid approach
Selecting a subset of existing features 
Transforming feature subset into lower dimensional space
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Feature Selection

Selecting a subset of existing features without a transformation
Dimensions (or dimension pairs) are ranked based on 
quality metric:

Number of outliers 
Correlation between pair of dimensions
Image-based
...

Quality metrics can be combined
Visualizing one / two / multiple dimensions of the samples

Manuela Waldner 19



Rank-by-Feature Framework

Exploratory analysis of multidimensional data
Based on ranking criteria, axis-parallel projections are ranked

1D ranking criteria: Normality or uniformity (entropy) of distribution, 
number of potential outliers, number of unique values

Manuela Waldner 20 [Seo and Shneiderman, 2004]



Rank-by-Feature Framework

2D ranking criteria: 
Correlation coefficient, least squares error for linear regression / 
curvilinear regression, number of items in region of interest, 
uniformity of scatterplots 

Manuela Waldner 21 [Seo and Shneiderman, 2004]



Interactive Dimensionality Reduction

Predefine number of dimensions to be visualized
Based on quality metrics

Correlation between 
dimensions
Preservation of outliers
Cluster quality 

Assigns importance to 
each dimension

Manuela Waldner 22

[Johansson and Johansson, 2009]



Class Consistency

Given: points in high-dimensional space with external class labels
Class consistency: classes are mapped to regions that are visually 
separable (~ ratio of data points closest to their class centroid)
Example: 

3 classes of wine (color)
13 attributes describing
chemical properties

Manuela Waldner 23 [Sips et al., 2009]



Feature Extraction

Transforming existing features into lower dimensional space
Dimensionality reduction

Linear 
Non-linear

Using 1D / 2D (/3D)/nD visualization technique
Interactive visualizations can be used to steer feature extraction 

Manuela Waldner 24



Dimensionality Reduction

Linear projection
Linear transformation projecting data from high-dimensional space 
to low-dimensional space
Example: find subset of terms accurately clustering documents
Techniques: 

Principal component analysis (PCA)
(metric) multi-dimensional scaling (MDS)
...
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Singular Value Decomposition (SVD)

𝑈𝑈: term-concept matrix
𝑉𝑉𝑇𝑇: concept-document matrix
𝑘𝑘 largest singular values and 
corresponding singular vectors 
from 𝑈𝑈 and 𝑉𝑉:  
Concepts are base vectors of 
semantic space 
Latent semantic indexing = 
dimensionality reduction by SVD
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Chen et al., Effective use of latent semantic indexing and 
computational linguistics in biological and biomedical 
applications, 2013



Principal Component Analysis

SVD on centered data
Projecting data onto lower dimensions (= principal components)
First principal component: as much variability of the data as 
possible
Principal components are orthogonal 

Manuela Waldner 27

Wikipedia: 
principal 
component 
analysis



Visualization of Projected Data

Scatterplot visualization:
Color-coded according to classes 
(if available)
Well suited to: 

Detect / verify / name clusters
Detect outliers 
Match clusters and classes

Example: Iris data set (PCA)
Manuela Waldner 28

http://projector.tensorflow.org/

[Brehmer et al., 2014]



MNIST PCA Example
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http://projector.tensorflow.org/



PCA with Star Glyphs (Iris Dataset)

Manuela Waldner 30 [Keim et al., 2005]



Biplot

Axes: principal components
Vectors: features
Points: items

Manuela Waldner 31

https://www.mathworks.com/matlabcentral/fileexchange/53438-biplot-by-groups

Uncorrelated with 
other features

Strongly correlated



Interactive PCA-based Visual Analytics
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[Jeong et al., 
EuroVis 2009]

Projection 
onto first 
two 
eigenvectors

Dimensions 
of the 
original data

Eigenvectors 
as parallel 
coordinate 
axes

Pearson 
correlation 
of variable 
pairs



Star Coordinates

Curvilinear coordinate system
Items represented as points: 

Sum of all unit vectors on each 
coordinate 𝑢𝑢𝑖𝑖 = (𝑢𝑢𝑥𝑥𝑥𝑥 ,𝑢𝑢𝑦𝑦𝑖𝑖)
Multiplied by value of data element 
𝑑𝑑𝑗𝑗 for that coordinate
𝑃𝑃𝑗𝑗 𝑥𝑥, 𝑦𝑦 =
𝑜𝑜𝑥𝑥 + ∑𝑖𝑖=1𝑛𝑛 𝑢𝑢𝑥𝑥𝑥𝑥 𝑑𝑑𝑗𝑗𝑗𝑗 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖 ,
𝑜𝑜𝑦𝑦 + ∑𝑖𝑖=1𝑛𝑛 𝑢𝑢𝑦𝑦𝑖𝑖 𝑑𝑑𝑗𝑗𝑗𝑗 − 𝑚𝑚𝑚𝑚𝑚𝑚𝑖𝑖

Manuela Waldner 33
[Kandogan, 2000]



Star Coordinates

Iris dataset: 

Manuela Waldner 34



Star Coordinates

Transformations of axes: 
Scaling length of axis
 changing contribution 
of dimension
Rotation of axis vector 
 change correlation 
with other columns 
Switching off coordinates
 “feature selection”

Manuela Waldner 35
[Kandogan, 2000]



Dust & Magnet

Dimensions: magnets
Items: dust particles
Based on attraction 
forces

Manuela Waldner 36
[Ji Soo Yi et al., 2005]



Dimensionality Reduction

Linear dimensionality reduction
Assumes that there is a lower dimensional linear subspace
Finds a linear projection of the data 

Non-linear dimensionality reduction
Low-dimensional surface embedded non-linearly
in high-dimensional space („manifold“)

Preserves the neighborhood information 
Locally linear
Pairwise distances

Manuela Waldner 37

„swiss roll“
http://scikit-learn.org



Pairwise Similarities

Cosine similarity:
Corpus is represented by a set of vectors in vector 
space (axes: terms)
Document similarity is defined by cosine similarity 
between the document vectors

Document similarity matrix

Manuela Waldner 38

http://nlp.stanford.edu/IR-
book/html/htmledition/dot-products-1.html

https://github.com/utkuozbulak/unsupervised-
learning-document-

clustering/blob/master/README.md



Multi-Dimensional Scaling

Computation of low-dimensional embedding 𝑌𝑌
that best preserves pair-wise distances between 
data points 𝑋𝑋

𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 = ∑𝑖𝑖<𝑗𝑗(𝑑𝑑𝑖𝑖𝑖𝑖 − 𝛿𝛿𝑖𝑖𝑖𝑖)

𝑑𝑑𝑖𝑖𝑖𝑖 = 𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗
2

𝛿𝛿𝑖𝑖𝑖𝑖 = 𝑦𝑦𝑖𝑖 − 𝑦𝑦𝑗𝑗
2

Euclidean distances: MDS equivalent to PCA 

Manuela Waldner 39

https://github.com/utkuozbulak/unsupervised-
learning-document-

clustering/blob/master/README.md



Visual Analysis of Dimensionality Reductions

Example: OECD 
countries: 

36 countries
8 dimensions 

Manuela Waldner 40

MDS projection

Agglomerative 
clustering

Dimensions

[Stahnke et al., 2016]



Visual Analysis of Dimensionality Reductions

Inspection techniques: dimension heatmap on projection

Manuela Waldner 41 [Stahnke et al., 2016]



Visual Analysis of Dimensionality Reductions

Inspection techniques: projection errors

Manuela Waldner 42

White traces: 
higher similarity in 
high-dimensional 
space

Gray traces: lower 
similarity in high-
dimensional space

[Stahnke et al., 2016]



Visual Analysis of Dimensionality Reductions

Inspection techniques: comparison of group selections

Manuela Waldner 43 [Stahnke et al., 2016]



t-SNE

t-Distributed Stochastic Neighbor Embedding
Input: matrix of pair-wise similarities
Similarities presented as joint probability matrix 𝑃𝑃:

Low-dimensional conditional probability matrix 𝑄𝑄 using Student-t 
distribution:  

Manuela Waldner 44

[van der Maaten and Hinton, 2008]



t-SNE

Goal: find a low-dimensional data representation that minimizes 
the mismatch between 𝑝𝑝𝑗𝑗𝑗𝑗 and 𝑞𝑞𝑗𝑗𝑗𝑗
Minimization of sum of Kullback-Leibler divergences over all data 
points using a gradient descent method: 

Can be implemented via Barnes-Hut approximations

Manuela Waldner 45

[van der Maaten and Hinton, 2008]



MNIST t-SNE Example
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http://projector.tensorflow.org/

Perplexity: 25
Learning rate: 10
Iterations: 342



Tensorflow Embedding Projector: word2vec 10K

Manuela Waldner 47



Hybrid Approaches

Dimensionality reduction often unwanted because domain 
knowledge is required to understand which dimension 
combinations make sense
Combination of feature selection and feature extraction
Feature selection: 

User selection based on visual analysis
Quality metrics

Feature extraction is performed on selected dimensions
Using multi-dimensional data visualization techniques

Manuela Waldner 48



Example: SeekAView

Example: 1995 US FBI Crime report (147 dimensions, 2000+ items) 

Manuela Waldner 49 [Krause et al., 2007]



The Data Science Process
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PREDICTIVE MODELING
Train machine learning 
models, evaluate their
performance, and use

them to make predictions.



Predictive Models
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Model trained on known 
input and output data to 

predict future outputs

Prediction of 
discrete 

responses

Prediction of 
continuous 
responses



Predictive Visual Analytics

Why do we need visualization? 
Evaluate: Validation and comparison
Train: Model improvement and training
Make predictions

AI interpretability and explainability

Manuela Waldner 52



Predictive Visual Analytics

Why do we need visualization? 
Evaluate: Validation and comparison
Train: Model improvement and training
Make predictions

AI interpretability and explainability
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Evaluation of Classifier Accuracy

Confusion Matrix
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https://scikit-learn.org/stable/auto_examples/model_selection/plot_confusion_matrix.html



Evaluation of Classifier Accuracy: Scatterplots
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Training point
Testing point

https://scikit-learn.org/stable/
auto_examples/classification/
plot_classifier_comparison.html



Convolutional Neural Networks

Nicolas Grossmann 56



Convolutional Neural Networks

Nicolas Grossmann

What has the network learned?
• Similarities
• Outliers
• Ambiguities

57



Inspecting Training Effects [Rauber et al. 2016]

Nicolas Grossmann 58



CNN Code Projection

Manuela Waldner 59 https://cs.stanford.edu/people/karpathy/cnnembed/



Predictive Visual Analytics

Why do we need visualization? 
Evaluate: Validation and comparison
Train: Model improvement and training
Make predictions

AI interpretability and explainability

Manuela Waldner 60



Train SVM

Document classification for a 
given query

Relevant
Irrelevant

Samples = documents
Labeled
Unlabeled

Visualizes SVM decision 
boundary 

Manuela Waldner 61

[Heimerl et al., TVCG 2012]



Train Naïve Bayes

Mazurek / Visual Active Learning 62

Class 1 

Class 2 

Class 3

Class 6 

Class 5 

Class 4 

1 2 3 4 5 6

A

Class Associations

0.4 0.2 0.1 0 0.1 0.2

v1

v2

v3v4

v5

v6

A



Train Naïve Bayes

Mazurek / Visual Active Learning 63






Train Naïve Bayes

Mazurek / Visual Active Learning 64






Predictive Visual Analytics

Why do we need visualization? 
Evaluate: Validation and comparison
Train: Model improvement and training
Make predictions

AI interpretability and explainability

Manuela Waldner 65

The extent to which a cause and effect 
can be observed within a system

The extent to which the internal
mechanics of a machine learning system 

can be explained in human terms



Interpretability

Partial dependence plot
Assessing influence of a feature on the prediction
Shows marginal effect a feature has on predicted outcome 
Based on averages in training data:

Manuela Waldner 66 [Krause et al. 2016]



Partial Dependence Plot
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https://christophm.github.io/interpretable-ml-book/pdp.html



Interactive Partial Dependence

Interactively testing scenarios: 

Manuela Waldner 68 [Krause et al. 2016]



Interactive Partial Dependence

Manuela Waldner 69 [Krause et al. 2016]



Explainability

Feature visualization: 

Manuela Waldner 70 https://distill.pub/2017/feature-visualization/



Explainability

Feature visualization: 

Manuela Waldner 71 https://distill.pub/2018/building-blocks/



Explainability

Feature visualizations and attribution maps: 

Manuela Waldner 72 https://distill.pub/2018/building-blocks/



Visual Data Science - Summary

Data exploration / scalable visualization
Perceptual scalability: model-based / aggregate visualization
Interactive scalability: online aggregation, aggregate queries, data tiles

Feature engineering / high-dimensional data visualization
Feature selection
Feature extraction (dimensionality reduction) 
Hybrid approach

Predictive visual analytics
Supervised machine learning (regression, classification)
Evaluation, training, interpretability & explainability

Manuela Waldner 81
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