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XTREME Motivation

Motivation

We have a language model gained by machine learning.
How good is the model at solving different tasks?
How well would the model work with different languages?
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XTREME Motivation

XTREME

Cross-lingual TRansfer Evaluation of Multilingual Encoders.
Benchmark for evaluating language models on 9 different tasks
in 40 languages.
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XTREME Motivation

XTREME

Most of the existing benchmarks work only with English for
which the results are already comparable with humans.
Cross-lingually transferred models are still relatively weak.
Hardest problems are syntactic and sentence retrieval tasks.
Solving tasks for some languages is more difficult than for
others.
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Design principles

Design principles

Tasks must be difficult enough.
Tasks must be diverse.
Training must not take too long (<1 day).
The more languages the better.
Languages should have enough monolingual data.
Accessibility through public licences.
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Tasks

Tasks

Sentence classification
XNLI (entailment and contradiction detection)
PAWS-X (paraphrase detection)

Structured prediction
POS (part-of-speech tagging)
NER (name entity recognition)

Sentence retrieval
BUCC (extraction of parallel sentences)
Tatoeba (similiarity of parallel sentences)

Question answering
XQuAD
MLQA
TyDiQA-GoldP
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Languages

Languages

XTREME uses 40 languages from 12 language families.
Most texts are retrieved from Wikipedia articles.
Supported languages: af, ar, bg, bn, de, el, en, es, et, eu, fa, fi, fr,
he, hi, hu, id, it, ja, jv, ka, kk, ko, ml, mr, ms, my, nl, pt, ru, sw, ta,
te, th, tl, tr, ur, vi, yo, and zh.
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Training and used corpora

Training

Uses zero-shot cross-lingual transfer with English as the core
language.
Model is fine tuned on English data.
Applied on multilingual data afterwards.
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Training and used corpora

Baselines

XTREME presents several baseline models against which a user
can compare their own model.

mBERT
XLM
XLM-R
MMTE
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Analysis of results

Results
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Analysis of results

Cross-lingual transfer gap

Measured difference between the performance on the English
test set and all other languages (the lower the better).

M. Hala · XTREME · May 18, 2021 12 / 18



Analysis of results

Language difference
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Analysis of results

Correlation between training data size and score I
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Analysis of results

Correlation between training data size and score II
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Analysis of results

mBERT score on language families
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Thank You for Your Attention!
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