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Introduction

Graph is a data structure containing a set of objects (called nodes or ver-
tices) and their relations (called edges). Graphs are a useful representa-
tion for a variety of data, such as social networks, websites with hyperlinks,
computer networks, city maps or molecules.
In our work, we give an overview of data mining and machine learning
methods for processing static graph-based data. Tasks that can be solved
using the described techniques include regression and classification of
nodes, edges or graphs, finding similar graphs or nodes, creating mean-
ingful graph embeddings and discovering frequent patterns in data.

Frequent subgraph mining [1]

Subgraphs that frequently occur in one or multiple graphs in the graph
database might represent an essential characteristic of the source data.
For example, consider a set of graphs representing the chemical structure
of drugs developed for treating a specific disease. If some subgraph in the
chemical structure of those drugs occurs frequently, it might be a good can-
didate for the essential chemical structure needed to cure the disease.
There are two main categories of algorithms for subgraph mining in static
graph databases: Apriori-based or BFS algorithms (FSG, AGM), and
Depth-first search algorithms (gSpan, MoFa or MoSS, FFSM).
Frequent subgraph mining is widely used in many different domains. The
first algorithms were mainly used for the chemo-informatics domain prob-
lems, but they were quickly generalised to various applications like bio-
informatics, social networks, computer vision or security.

Graph Kernels [2]

For tasks typical for graphs, we are often interested in quantifying simi-
larities between structures such as molecules, complex proteins, or com-
munities on social networks. This similarity can be computed on a pair of
structures and expressed as a real number using so-called kernels. Subse-
quently, graph kernel methods are machine learning techniques that deal
with finding suitable and computationally efficient graph kernels that cap-
ture the semantics of graph substructures. Consequently, many different
graph kernel families have been developed based on different approaches,
such as neighborhood aggregation, subgraph patterns, assignment and
matching of components, walks and paths in graph traversals, and others,
including deep learning inspired techniques.

DeepWalk [3]

DeepWalk is an algorithm, that learns latent representations of
a graph’s nodes, capturing their neighborhood similarity and com-
munity membership. These latent representations encode social
relations in a continuous vector space with a relatively small num-
ber of dimensions, which is easily exploitable by statistical models
such as logistic regression.
To compute the information about local community structures and
structural regularities of the graph, the algorithm utilises a ran-
domised path traversing technique, i.e. random walk.
DeepWalk takes the set of random walks as the corpus and the
nodes as the vocabulary. The algorithm then uses the SkipGram
language model to determine sequences of vertices for a given
vertex. The algorithm uses Hierarchical Softmax to approximate
probability distribution and to speed up the training time of the la-
tent representations.

Graph neural networks [6, 5]

In recent decades, artificial neural networks have been success-
fully applied to machine learning problems on various data. Stan-
dard multi-layer perceptrons operate on fixed-sized input vectors,
convolutional neural networks are commonly used for processing
images and recurrent neural networks work with sequences. Graph
neural networks (GNNs) are a recent class of neural architectures
that can natively process graph-based data.

Fig. 1: A scheme of graph-level classification using GNN. Source: [4]

The core building block of GNNs is message passing. It is a train-
able function represented by feedforward NN that propagates in-
formation on the input graph. How it aggregates data from node’s
neighbourhood and how it is applied is what distinguishes GNN ar-
chitectures (RGNNs, CGNNs, GATs). Message passing creates
latent representation of nodes (or edges) that can be used for pre-
dictions. For whole-graph prediction, graph global pooling needs to
be used.

In our work, we discuss differences between architectures, give
overview on global pooling layers, and mention application areas and
open-source tools. GNNs have been successfully applied to traffic
predictions, molecular data, social or citation networks, processing of
structured documents, visual scene understanding, processing point
clouds and recommender systems.

Explainability of GNNs [7]

A considerable disadvantage of neural networks is the so-called
black-box problem. We know the inputs and outputs of a network
but we can hardly interpret the reasoning behind the prediction, de-
bug it, or explain it to end users.
We mostly focus on methods for instance-level explanations in our
work. Gradient-based techniques visualize to which parts of input is
prediction sensitive. Perturbation methods serve similar purpose, but
use masking instead of gradients. Surrogate methods train a simpler
interpretable model that agrees with the prediction. Decomposition
methods directly inspect model parameters and try to expose the re-
lationship between inputs and outputs.
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