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Whoami

1. Senior PhD student from BUT-FIT supervised by
prof. Smrz.

2. A person fond of question answering, fact
checking and basically any open-domain
retrieval problem :-).

Web, bio, more info:
https://mfajcik.github.i0/


https://mfajcik.github.io/
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. When has X his birthday?

| suffer from Y every winter. How to
prevent it?

Where to buy skiing equipment?
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Information Need

Traditional Information Retrieval Today Research Desiderata

GO g{e what is information retrieval X =

(=
~

e Provide answer, if question requires factoid answer

https:/fen.wikipedia.org » wiki > Inf... v PieloZit tuto stranku
Information retrieval - Wikipedia
Information retrieval (IR) in computing and information science is the process of obtaining

information system resources that are relevant to an information

e Provide summary, if question requires summary

Lidé se take ptaji

V e Provide search result if question requires listing
What is information retrieval with example? v

What are the types of information retrieval? v

- e Solve logic, if question requires problem solving

https:/iwww.geeksforgeeks.org » w... v PeloZit tuto stranku . . . . .
What is Information Retrieval? - GeeksforGeek t ft bg d bg t

e Questions are often ambiguous, disambiguate via
documented on an unstructured natul ually text which

hitps:/fwwiwigi-global.com » search... - PreloZit tuto stranku

What is Information Retrieval | IG| Global i nte ra Ct i O n

What is Information Retrieval? Definition of Information Retrieval: Information Retrieval is
understood as a fully automatic process that responds to a user

hitps:/iwww librarianshipstudies.com ¥ PreloZit tuto stranku

e Make models understand natural language, not humans

020 — Information

ers o the process, methods, and procedures of

ching, locating, and retri nd information

P b learn model language

Infor

cord

on retrieval (IR) may be d
ion, storage, retrieval and e

software program that deals with the




CHAPTER 2:
INFORMATION RETRIEVAL




Information Retrieval (IR)

Term “Information Retrieval” in literature. Example from MSMarco (Nguyen et al. 2016)

Q_ Will | qualify for OSAP if I'm new in Canada? Query (often a list of keywords)

Selected Passages from Bing

“Visit the OSAP website for application deadlines. To get OSAP, you have to be eligible. You \/
can apply using an online form, or you can print off the application forms. If you submit a

paper application, you must pay an application fee. The online application is free”

Source: http://settlement.org/ontario/education/colleges-universi / TaSk: d IStI ngu ISh between

ties-and-institutes/financial-assistance-for-post-secondary-education/how-do-i-apply-for-the-ontari

o-student-assistance-program-osap/ releva nt/i rreleva nt
“To be eligible to apply for financial assistance from the Ontario Student Assistance
Program (OSAP), you must be a: 1 Canadian citizen; 2 Permanent resident; or 3 Protected d ocume ntS

person/convention refugee with a Protected Persons Status Document (PPSD)."

Source: http://settlement.org/ontario/education/colleges-universi
ties-and-institutes/financial-assistance-for-post-secondary-education/who-is-eligible-for-the-ontari
o-student-assistance-program-0sap/

“You will not be eligible for a Canada-Ontario Integrated Student Loan, but can apply
for a part-time loan through the Canada Student Loans program. There are also grants,

bursaries and scholarships available for both full-time and part-time students.”

Source: http.//www.campusaccess.com/financial-aid/osap.html

16
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Information Retrieval (IR)

Term “Information Retrieval” in literature. Example from MSMarco (Nguyen et al. 2016)

Q_ Will | qualify for OSAP if I'm new in Canada?

Selected Passages from Bing

“Visit the OSAP website for application deadlines. To get OSAP, you have to be eligible. You
can apply using an online form, or you can print off the application forms. If you submit a
paper application, you must pay an application fee. The online application is free”

Source: http://settlement.org/ontario/education/colleges-universi TaSk: d Istl ngu ISh between
ties-and-institutes/financial-assistance-for-post-secondary-education/how-do-i-apply-for-the-ontari
relevant/irrelevant

documents

o-student-assistance-program-osap/

“To be eligible to apply for financial assistance from the Ontario Student Assistance
Program (OSAP), you must be a: 1 Canadian citizen; 2 Permanent resident; or 3 Protected
person/convention refugee with a Protected Persons Status Document (PPSD)."

Source: http.//settlement.org/ontario/education/colleges-universi
ties-and-institutes/financial-assistance-for-post-secondary-education/who-is-eligible-for-the-ontari

Jrien e pregrm e The labels can be non-binary

“You will not be eligible for a Canada-Ontario Integrated Student Loan, but can apply
for a part-time loan through the Canada Student Loans program. There are also grants, (re I evance SCco reS)
bursaries and scholarships available for both full-time and part-time students.”

Source: http.//www.campusaccess.com/financial-aid/osap.html

Nguyen, Tri, et al. "MS MARCO: A human generated machine reading comprehension dataset." CoCo@ NIPS. 2016.

\ Query (often a list of keywords)
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Is Information Retrieval Document Retrieval?

Lets brainstorm, how else can we retrieve information?

18



Question Answering (QA)

Q_ Will | qualify for OSAP if I'm new in Canada?

Selected Passages from Bing

“Visit the OSAP website for application deadlines. To get OSAP, you have to be eligible. You
can apply using an online form, or you can print off the application forms. If you submit a
paper application, you must pay an application fee. The online application is free”

Source: http://settlement.org/ontario/education/colleges-universi
ties-and-institutes/financial-assistance-for-post-secondary-education/how-do-i-apply-for-the-ontari
o-student-assistance-program-osap/

“To be eligible to apply for financial assistance from the Ontario Student Assistance
Program (OSAP), you must be a: 1 Canadian citizen; 2 Permanent resident; or 3 Protected
person/convention refugee with a Protected Persons Status Document (PPSD)."

Source: http://settlement.org/ontario/education/colleges-universi
ties-and-institutes/financial-assistance-for-post-secondary-education/who-is-eligible-for-the-ontari
O-student-assistance-program-osap/

“You will not be eligible for a Canada-Ontario Integrated Student Loan, but can apply
for a part-time loan through the Canada Student Loans program. There are also grants,
bursaries and scholarships available for both full-time and part-time students.”

Source: http.//www.campusaccess.com/financial-aid/osap.html

|

Answer ] —

No. You won't qualify.

A set of problems related to drawing conclusions from data (example from MSMarco)

- Question (in natural language)

Provided document(s)

Task: provide Answer

19



Question Answering (QA)

—

What is question asking about?

o facts? -

e« open-ended? colloquial Slovak,

e chit-chat? whose name is used to
e math? denote an ordinary

e multi-answer/multihop question? Who is Jozko

average citizen

/A fictional character in\

)

MrkviCka?

What answer is expected?

e factoid?

e open-ended?
e chit-chat?

e CODE?

e no-answer?
- BRNO FACULTY . . . . . .
unwversiry [SEINEBRMATION) e respond with clarifying question to ambiguous question?

20



Extractive QA

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, || milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

Exact Match measures the percentage of predictions that match

at least one of the ground truth answers exactly

# of correctly answered questions

# of all questions

Rajpurkar, P., Zhang, J., Lopyrey, K., & Liang, P. (2016, January). SQUAD: 100, 000+ Questions for Machine Comprehension of Text. In EMNLP.
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Extractive QA

The first recorded travels by Europeans to China and back date from this time. (macro)F1 measures the average overlap between the prediction
The most famous traveler of the period was the Venetian Marco Polo, whose and ground truth answer.

account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, || milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

Prediction and ground truth are treated as bags of tokens and
their F1 is computed.

Usually a maximum F1 over all of the ground truth answers for a

given question is taken, and the result is an average over all of
the questions.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

Rajpurkar, P., Zhang, J., Lopyrey, K., & Liang, P. (2016, January). SQUAD: 100, 000+ Questions for Machine Comprehension of Text. In EMNLP.
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Extractive QA

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, || milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

(macro)F1 measures the average overlap between the prediction
and ground truth answer.

Prediction and ground truth are treated as bags of tokens and
their F1 is computed.

Usually a maximum F1 over all of the ground truth answers for a

given question is taken, and the result is an average over all of
the questions.

» Ground truth answer = {cat named kitty }

» Predicted answer = {cat named}

.. # of same tokens 2
® DTECISI0N — = =
length of prediction 2

# of same tokens 2
e recall = = =
length of ground truth 3

ecisionxrecall
o 1 = 2% =2 = 2%
precision+recall

23
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When Document Retrieval meets QA

Corpus/DB

Open-Domain

Closed-Domain

QA : QA
_ Answer: A
Question: Q "A fictional character in
"Who is JoZko Mrkvicka?" colloquial Slovak, whose

'

@ Document Retrieval

Documents

Document Re-ranking

name is used to denote an
ordinary average citizen."

Answer Extraction @

’
.
——-———-———_—___7—
’

N

2

N7

Documents

\\_/

[ Document(s): D J
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Open-domain QA

Brief Business Motivation

Smart Speaker Use Case Frequency - January 2019

Ask a question 84.0% 66.0% 36.9%

83.0% 69.9% 38.2%

Listen to streaming music service

Check the weather 80.1% 61.4% 35.6%
Set an alarm 62.4% 41.8% 23.5%

Set a timer 62.4% 46.7% I 22.9%
Listen to radio 54.9% 40.5% I 21.2%

Use a favorite Alexa skill / Google Action 35.0% P18:3%
Play game or answer trivia 48.0% 29.1% 10.8

Control smart home devices 45.8% 33.3% 23.5%

Listen to news or sports 4 28.8% 13:4%
- -
Search for product info 41.2 27.8% 10.8 . ‘,

Call someone

Find a recipe / cooking instructions 40.2% 26.1% 7.8

Listen to podcast / other talk formats 39.9% 26.5% 1

Check traffic 36.9% 22.9%|

Access my calendar 31.7% 21.2% 11.4

Send a text message 30.4% 18.3% 10.5 @ ;
Make a purchase 26.1% 15.0% DEE ! VOICEDOt'aI DAILY

Source: Voicebot Smart Speaker Consumer Adoption Report Jan 2019
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QA vs Fact-Checking

Context: Jane, who is a native of Los Angeles, married a lawyer from NYC.

yes ] Jane ! - | true |

(a) | Y/N: Did Jane marry a lawyer? CD: Who married a lawyer? Fact: Jane married a lawyer.
IDK unanswerable , ~ unverifiable

(b) | Y/N: Did Jane marry in NYC? CD: Who married in NYC? Fact: Jane married in NYC.
no . unanswerable | . false

(€) | Y/N: Was Jane born in France? CD: Who was born in France? Fact: Jane was born in France.

Yes/No Question (Y/N), Closed-domain Extractive QA (CD), A fact to be verified (FACT)

Figure inspired by Elior Sulem, Jamaal Hay, and Dan Roth. 2022. Yes, no or IDK: The challenge of unanswerable yes/no questions. In Proceedings of the
2022 Conference of the North American Chapter of the Association for Computational Linguistics: Human Language Technologies, pages 1075-1085,
Seattle, United States. Association for Computational Linguistics.
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Retrieval

| Ranking Retrieval

| Corpus

\/

Very large
# millions/billions of
documents




Retrieval via TF-IDF

Standard TF-IDF works reasonably well for retrieval!

Term frequency Document frequency Normalization
n (natural) tfy 4 n (no) 1 n (none) 1
_ _ N : 1
1 (logarithm) 1 +log(tf;2) t (idf) log ar ¢ (cosine) 2 —"
a (augmented) 0.5+ n?a%‘-—tf"’) p (prob idf) max{0,log %‘3—“} u (pivoted  1/u (Section 6.4.4)
td unique)
. 1 iftf,; >0 o
b (boolean) 0 othgd : b (byte size) 1/CharLength®, a <1
1+log(tf, 4)

I (log ave) 1+log(ave,6,:ftf,‘d))
» Figure 6.7 SMART notation for tf-idf variants. Here CharLength is the number of
characters in the document.

Schutze, Hinrich, Christopher D. Manning, and Prabhakar Raghavan. Introduction to information retrieval. Vol. 39. Cambridge: Cambridge University Press, 2008.




Retrieval via TF-IDF

For query Q:=q,q,...q_and document D:=w, w,...w_ we compute the score
from overlapping terms as follows:

Why Score(D,Q) = ), it oidf 1 pidf
1? q=w;q€ Q, w€D
\
Term frequency
n (naturaD\ thy 4
I (logarithm) 1+ log(tf;a) 1+log,(10) = 4.32 it
same quantli
a (augmented) 0.5+ % 1+Iog2(100) =7.64 d Y
b (boolean) : gt;fgd > 0
1+log(tf 4)
L (log ave) 1+log_2avi,5d?tf,‘d))




Retrieval via TF-IDF

For query Q:=q,q,...q_and document D:=w, w,...w_ we compute the score
from overlapping terms as follows:

Score(D,Q) = ), , oidf 1F  pidf

gq=w;ge Q, weD

Term frequency

n (natural) thy 4
1 (logarithm) 1+ log(tf,4) _ _ ,

& B t’:f Often, this variant is
a (augmented) 0.5+ 0ox Tt :

max; (tf, ;) used due to its
, 1 ifth; >0 monotonic propert

b (boolean) . property
L (log ave) -t og(tha) How to implement?

L+log(avee (thy 4)) 1+|0g2(10) =4.32
1+log (100) = 7.64

Bonus: Check out tf-idf implementation in DrQA


https://github.com/facebookresearch/DrQA/blob/main/drqa/retriever/tfidf_doc_ranker.py

Building BM25 Retrieval

x/(x+k)

=N

1.0

0.8

0.6

0.4

0.2

0.0

[Query term importance in the document] Pick a function, which increases monotonically with tf, is

rising slowly, but this time is asymptotically approaching (saturates at) some value.

e

_o———O—

_ ——e6—H6—9O

t
ﬁ fOI' some k > ()

this is term frequency in document D

AN

tf
Score( D,Q) = Z =
weQ,weD tfw'l' k

saturation
parameter



Building BM25 Retrieval

[Query term importance in the document] Pick a function, which increases monotonically with tf, is
rising slowly, but this time is asymptotically approaching (saturates at) some value.

[Overall Term importance] For every term pick a weight W _ expressing overall term’s w importance
(e.g. it can be old school W_ =IDF )

tf
Score(D,Q) = Z 2 WW
we,webD tfw+k




Building BM25 Retrieval

[Query term importance in the document] Pick a function, which increases monotonically with tf, is

rising slowly, but this time is asymptotically approaching (saturates at) some value.
[Overall Term importance] For every term pick a weight W _ expressing overall term’s w importance

(e.g. it can be old school W_ =IDF )

[Fix Long Document Bias] Alleviate long document bias problem present in certain collections by

penalizing too long documents.

My beagle dog is a
great beagle. Beagle is
great.

~l own a beagle.

Hypothesis
A

Some authors are simply more verbose than others, using more
words to say the same thing.

These create bias in our model; long documents which say the
same thing are preferred before short documents, as they
achieve more tfs on average.

An obvious solution to this is to divide tfs by the document
length.

-
-

®
Hypothesis
B

Some authors have more to say: they may write a
single document containing or covering more ground.
An extreme version would have the author writing
two or more documents and concatenating them.



Building BM25 Retrieval

[Query term importance in the document] Pick a function, which increases monotonically with tf, is
rising slowly, but this time is asymptotically approaching (saturates at) some value.

[Overall Term importance] For every term pick a weight W _ expressing overall term’s w importance
(e.g. it can be old school W_ =IDF )

[Fix Long Document Bias] Alleviate long document bias problem present in certain collections by
penalizing too long documents.

/ current document’s length

| dl
Bi=1(l—9 b b= ]
(( ) + avdl) = =

average document length in corpus

soft constraint to cover both hypotheses



Building BM25 Retrieval

[Query term importance in the document] Pick a function, which increases monotonically with tf, is
rising slowly, but this time is asymptotically approaching (saturates at) some value.

[Overall Term importance] For every term pick a weight W _ expressing overall term’s w importance
(e.g. it can be old school W_ =IDF )

[Fix Long Document Bias] Alleviate long document bias problem present in certain collections by
penalizing too long documents.

B tf
Score(D,Q) = z W = Z Y w
weQ,weD tfw + weQ, webD tfw+kB



Building BM25 Retrieval

1.  [Query term importance in the document] Pick a function, which increases monotonically with tf, is
rising slowly, but this time is asymptotically approaching (saturates at) some value.

2. [Overall Term importance] For every term pick a weight W _ expressing overall term’s w importance
(e.g. it can be old school W_ =IDF )

3. [Fix Long Document Bias] Alleviate long document bias problem present in certain collections by
penalizing too long documents.

4. Robertson & Zaragosa, 2009 recommends hyperparam settings 0.5<b<0.8; 1.2<k<2

K
B tf
Score( D, Q) = Z W = Z i W
weQ,weD tfw_l_k wEQ,wethw+kB
B

Robertson, Stephen, and Hugo Zaragoza. "The Probabilistic Relevance Framework: BM25 and Beyond." Information Retrieval 3.4 (2009): 333-389.



CrarTER 4
QUESTION ANSWERING



Selective QA

Evaluation: Standard multiclass classification metrics (Accuracy, F1, MCC)

Which of these do scientists offer as the most recent explanation as to why many plants
and animals died out at the end of the Mesozoic era?

(A) worldwide disease
(B) global mountain building
(C) rise of mammals that preyed upon plants and animals

(D) impact of an asteroid created dust that blocked the sunlight




Extractive QA

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, || milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of
mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
practice of foot binding by the women in capital of the Great Khan. Some
suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

(macro)F1 measures the average overlap between the prediction
and ground truth answer.

Prediction and ground truth are treated as bags of tokens and
their F1 is computed.

Usually a maximum F1 over all of the ground truth answers for a

given question is taken, and the result is an average over all of
the questions.

» Ground truth answer = {cat named kitty }

» Predicted answer = {cat named}

.. # of same tokens 2
® DTECISI0N — = =
length of prediction 2

# of same tokens 2
e recall = = =
length of ground truth 3

ecisionxrecall
o 1 = 2% =2 = 2%
precision+recall

Rajpurkar, P., Zhang, J., Lopyrey, K., & Liang, P. (2016, January). SQUAD: 100, 000+ Questions for Machine Comprehension of Text. In EMNLP.



Abstractive QA

Title: Ghostbusters II
Question: How is Oscar related to Dana?
Answer: her son

Summary snippet: ...Peter’s former girlfriend
Dana Barrett has had a son, Oscar. ..

Story snippet:
DANA (setting the wheel brakes on the buggy)

Thank you, Frank. I'll get the hang of this eventually.

She continues digging in her purse while Frank leans
over the buggy and makes funny faces at the baby,
OSCAR, a very cute nine-month old boy.

FRANK (to the baby)
Hiya, Oscar. What do you say, slugger?

FRANK (to Dana)
That’s a good-looking kid you got there, Ms. Barrett.

Task: Answer question from the story
Evaluation via Traditional NLG metrics

BLEU-4, ROUGE-L, Meteor



A simple extractive QA system A

Q d Py(agsar|Q, D) Answer start probabilities Py(aena| Q, D) Answer end probabilities
Given question Q an
document D
fl n d answer s p an <a sta rt’ ae"d g /MK/;T//WMS///; AT e
] linear
question-to-document attention 4s e
Iipeaf
. . f{ proltg:tlon Max pooling over time
Estimate parameters via N |
. I. k I. h d . . — RNN outputs Find maximum over time
maximum likelihood estimation : | ANN outputs
A
0 = B > logPy(astart , @end|Q, D) T Stacked RNN Stacked RNN
(Q,D,astart aend )€ Data '

Docsmentiokeniombecdings Question token embeddings

A
T Projection to embedding space

Document token indices ' | Question token indices




A simple extractive QA system: Decoding

Given question Q and
document D

find answer span <@ +9.ng

Estimate parameters via
maximum likelihood estimation

logPO(astart y Aend |Qa D)

6* = argmax
0 (QvD:asmrz sQend )€ Data

Py(agar|Q, D) Answer start probabilities Py(@ena| Q, D) Answer end probabilities

t t

batchk» p‘assagevlength\

‘ Soo | So1 | Sz ’ Sos ‘

S ‘ Sz ‘ Si3 ’ S20 ‘
‘ ‘ ‘ | 'passage_length
S 20 S 21 S S 23

\530 S31 | S | Sn

batch_size
\ passage_length * passage_length \

‘Soo Sor | So2 | Soz 510‘5111512‘513 S | S21 | S22 | 823 | S | Sz | S | S
— | W ' EB | & ,',

7/lpassage_length =1
7%passage_length =3 3.

batch_size




A simple extractive QA system B

Given question Q and
document D

find answer span <@ +9.ng

Estimate parameters via
maximum likelihood estimation

f* = argmax E logPy(astart » Gend|Q, D)
0 (Q,D,asiart saend )€ Data

R @\D Start/End Span\

el ) 7 -

EIC'-Sl E1 EN E[SEP] E1 EM
B i - N i i = &
£ / N\ / N / D & ™\ /N
[CLS] ] Tok 1 Tok N [SEP] Tok 1 TokM

Question Paragraph
*
Question Answer Pair

img source: Devlin, Jacob, et al. "BERT: Pre-training of Deep Bidirectional Transformers
for Language Understanding." NAACL-HLT. 2019.




The Objective

— Z lOgPH(a87ae|Q> D)
(¢,D,a)€D

Assumption on Independence (Xiong et al., 2017; Seo et al.,2017; Chen et al., 2017; Yu et al., 2018; Devlin et al., 2019; Cheng et al., 2020; inter alia)

P(as,aelq, D) = Py(as)Py(ae) Do we need to assume the independence?

« Cross-entropy objective for extractive question answering

- given question q No, we can compute joint
- passage (or a set of passages) D objective with similar
- answer represented by start/end positions a_/a_ complexity directly, and

it “works better”

(Fajcik et al., 2021)

45

Rethinking the Objectives of Extractive Question Answering Fajcik, Martin, Josef, Jon, and Pavel, Smrz In Proceedings of the 3rd Workshop on Machine Reading for Question Answering 2021



Open-domain QA

MOTIVATION #1: Research-wise

1. Dense Neural Passage retrieval “just” started to work (Lee et al., 2019; Guu et al.,
2020; Karupkhin et al., 2020; Khattab et al. 2020; Izacard et al., 2020)

2. Open-domain QA is easy to annotate, all you need is questions and answers.

3. Closed-domain QA in some cases already works “very well”. Human Performance
surpassed - SQUADv1.1, SQUADv2.0 (Rajpurkar et al. 2016,2018), CoQA (Reddy et al.,
2018)

The first recorded travels by Europeans to China and back date from this time.
The most famous traveler of the period was the Venetian Marco Polo, whose
account of his trip to "Cambaluc," the capital of the Great Khan, and of life there
astounded the people of Europe. The account of his travels, |l milione (or, The
Million, known in English as the Travels of Marco Polo), appeared about the year
1299. Some argue over the accuracy of Marco Polo's accounts due to the lack of

AI m ost a ny N LP task ca n be fra m ed as mentioning the Great Wall of China, tea houses, which would have been a
prominent sight since Europeans had yet to adopt a tea culture, as well the
q u estio n a n Swe ri ng I practice of foot binding by the women in capital of the Great Khan. Some

suggest that Marco Polo acquired much of his knowledge through contact with
Persian traders since many of the places he named were in Persian.

How did some suspect that Polo learned about
China instead of by actually visiting it?

Answer: through contact with Persian traders

- BRNO | FACULTY
r UNIVERSITY |OF INFORMATION
OF TECHNOLOGY ' TECHNOLOGY




Open-domain QA

MOTIVATION #2: Information retrieval in everyday life

e Search needs a shake-up (Etzioni, 2011)

“Academics and industry researchers need to achieve
the intellectual ‘escape velocity’ necessary to
revolutionize search. They must invest much more

in bold strategies that can achieve natural-language
searching and answering, rather than providing the

electronic equivalent.” .
Keyword searching

“Moving up the information food chain requires a search
engine that can interpret a user's question, extract facts
from all the information on the web, and select

an appropriate answer.”

Etzioni, Oren. "Search needs a shake-up." Nature 476.7358 (2011): 25-26.

BRNO | FACULTY
UNIVERSITY |OF INFORMATION

OF TECHNOLOGY ' TECHNOLOGY

why is the sky blue X

(=

The blue component of the spectrum of visible light has shorter wavelengths and
higher frequencies than the red component. Thus, as sunlight of all colors passes
through air, the blue part causes charged particles to oscillate faster than does the
red part. The faster the oscillation, the more scattered light is produced, so blue is
scattered more strongly than red. For particles such as air molecules that are
much smaller than the wavelengths of visible light the difference is dramatic. The
acceleration of the charged particles is proportional to the square of the
frequency, and the intensity of scattered light is proportional to the square of this
acceleration. Scattered light intensity is therefore proportional to the fourth power
of frequency. The result is that blue light is scattered into other directions almost

10 times as efficiently as red light.

When we look at an arbitrary point in the sky, away from the sun, we see only the
light that was redirected by the atmosphere into our line of sight. Because that
occurs much more often for blue light than for red, the sky appears blue. Violet
light is actually scattered even a bit more strongly than blue. More of the sunlight
entering the atmosphere is blue than violet, however, and our eyes are somewhat
more sensitive to blue light than to violet light, so the sky appears blue.



Example of traditional approach

Question: Q
"Who is JoZko Mrkvicka?"




Example of traditional approach: Reader

From retriever Question: Q
"Who is JoZko Mrkvicka?"

P(a«S)ae‘q’php%pS) ¢ o 7pn)

Document Pn

JoZko MrkviCka is a fictional character in colloquial Slovak (but
also journalistic style), whose name is used to denote the
average citizen, or as an implicit name in examples of the
textbook type. It is not associated with any negative or positive
qualities (such as the English John Bull), nor is it derived from E t t 1 d

any truly existing character, nor is it the object of fabulations to X ra C Ive re a e r
give it a semblance of historical authenticity (such as the Czech

Jara Cimrman) ... writer Maria Durigkova (1919) for the main
character in her book Jozko MrkviCka Spac (1972). [1]

e Incurrent literature, each document is usually processed via language representation model (e.g. BERT) separately.



Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

Question: Which British general was killed at Khartoum
in 18857
Answer: Gordon

Context: In February 1885 Gordon returned to the Sudan
to evacuate Egyptian forces. Khartoum came under siege
the next month and rebels broke into the city, killing Gor-
don and the other defenders. The British public reacted to

his death by acclaiming ‘Gordon of Khartoum’, a saint.

However, historians have suggested that Gordon...

Figure 1: Noisy supervision can cause many spans
of text that contain the answer, but are not situated
in a context that relates to the question (red), to
distract the model from learning from more rele-
vant spans (green).

Clark, Christopher, and Matt Gardner. "Simple and Effective Multi-Paragraph Reading Comprehension." Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). 2018.



Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

e Solution? Marginalize over all spans with correct surface form, let the model decide

e Formally:

o in fully supervised setting, we are given input x, and answer span Z, our NLL objective for 1 sample is

Jsup(8]z, ) = —log P(2]; 6)

*img source: Sewon Min, Dangi Chen, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2019. A Discrete Hard EM Approach for Weakly Supervised Question Answering.
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2851-2864, Hong Kong, China. Association for Computational Linguistics.
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Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

e Solution? Marginalize over all spans with correct surface form, let the model decide

e Formally:

e in fully supervised setting, we are given input x, and answer span 7z, our NLL objective for 1 sample is

Jsup(8]z, ) = —log P(2]; 6)

in weakly supervised setting, we are given input x, and many answer spans for each string match Z={z,z,,...,z },
some of which are correct, some of which are not.
e Note that Zis subset of Z _, the set ofzall spans in the document(s), y is answer string match

P(ylz;0) = ) Pylz)P(zilx;0)

Zq EZtot

— Z IP)(ZZ'

2, €L

z;0)

*img source: Sewon Min, Dangi Chen, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2019. A Discrete Hard EM Approach for Weakly Supervised Question Answering.
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2851-2864, Hong Kong, China. Association for Computational Linguistics.
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Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

e Solution? Marginalize over all spans with correct surface form, let the model decide

e Formally:

e in fully supervised setting, we are given input x, and answer span Z, our NLL objective for 1 sample is

Jsup(8]z, ) = —log P(2]; 6)

in weakly supervised setting, we are given input x, and many answer spans for each string match Z={z,z,,...,z },
some of which are correct, some of which are not.
o Note that Zis subset of Z _, the set of all spans in the document(s), y is answer string match

e e e (jf z is not from Z, 1 otherwise
P(y|z;0) = Z P(y|zi)P(zi|z; 6)
2i € Lot
= Z Plz|2;8)
2, €L

*img source: Sewon Min, Dangi Chen, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2019. A Discrete Hard EM Approach for Weakly Supervised Question Answering.
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2851-2864, Hong Kong, China. Association for Computational Linguistics.
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Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

e Solution? Marginalize over all spans with correct surface form, let the model decide

e Formally:

e in fully supervised setting, we are given input x, and answer span Z, our NLL objective for 1 sample is

Jsup(8]z, ) = —log P(2]; 6)

in weakly supervised setting, we are given input x, and many answer spans for each string match Z={z,z,,...,z },
some of which are correct, some of which are not.
o Note that Zis subset of Z _, the set of all spans in the document(s), y is answer string match

e e e (jf z is not from Z, 1 otherwise

P(y|z;0) = Z P(y|z:)P(z;|z; 0)

2; € Ziot Z
JvmL(O|z, Z) = —log P(z;|x; 0)
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*img source: Sewon Min, Dangi Chen, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2019. A Discrete Hard EM Approach for Weakly Supervised Question Answering.
In Proceedings of the 2019 Conference on Empirical Methods in Natural Language Processing and the 9th International Joint Conference on Natural Language Processing
(EMNLP-IJCNLP), pages 2851-2864, Hong Kong, China. Association for Computational Linguistics.
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Maximum Marginal Likelihood

e In Open-QA, we often do not know, which answer span is correct and which is not

e Solution? Marginalize over all spans with correct surface form, let the model decide

e Formally:

e in fully supervised setting, we are given input x, and answer span Z, our NLL objective for 1 sample is

Jsup(8]z, ) = —log P(2]; 6)

in weakly supervised setting, we are given input x, and many answer spans for each string match Z={z,z,,...,z },
some of which are correct, some of which are not.
o Note that Zis subset of Z _, the set of all spans in the document(s), y is answer string match

e e e (jf z is not from Z, 1 otherwise

P(y|z;0) = Z P(yl|z:)P(zi|x; 0)
2; € Ziot
JvmL(O|z, Z) = —log P(z;|x; 0)
— Y Palnit) -
2, €L

|ll

This is a so called ,latent variable mode

*img source: Sewon Min, Dangi Chen, Hannaneh Hajishirzi, and Luke Zettlemoyer. 2019. A Discrete Hard EM Approach for Weakly Supervised Question Answering. In Proceedings of the 2019
Conference on Empirical Methods /n Natural Language Processing and the 9th International Joint Conference on Natural Language Processing (EMNLP-IJCNLP), pages 2851-2864, Hong Kong, China.
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with latent variable V.. Remember GMM!
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MML in Open-domain QA

Loss for 1 sample £i =
—log ZpEP ZaeGT(p) P (as |Q7 P )

o log ZpEP ZaEG’T(p) P(a’e |Q7 P)

P(astart|Q7p17p27 oo 7pn) P(a’end‘q,plap% oo vpn)

Clark, Christopher, and Matt Gardner. "Simple and Effective Multi-Paragraph Reading Comprehension." Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). 2018.



MML in Open-domain QA

Loss for 1 sample £i =
—log ZpEP ZaeGT(p) P (as |Q7 P )

o log ZpEP ZaEG’T(p) P(a’e |Q7 P)

P(astart|Q7p17p27 oo 7pn) P(a’end‘q,plap% oo vpn)

Important for cross-passage answer score calibration!

Clark, Christopher, and Matt Gardner. "Simple and Effective Multi-Paragraph Reading Comprehension." Proceedings of the 56th Annual Meeting of the Association for Computational Linguistics
(Volume 1: Long Papers). 2018.



Do we need to use extractive models?

. |IDEA: generate answer through the language model



5

["translate English to German: That is good."

e Seqg-2-seq, Enc-Decoder
Unlike BERT [ "cola sentence: The
. course is jumping well."
e subword language units
o trainEd on denOiSing ObjeCtive ["osntStbh.esegn:aesns(.:.e1s:e.nTtheencrer.121:noA grrhaizneod
and ~25 supervised tasks e R
) 7SOGB CommoncraWI data "summarize: state authorities
dispatched emergency crews tuesday to

survey the damage after an onslaught
of severe weather in mississippi.."

"Das ist gut."]

"not acceptable"]

"six people hospitalized after
a storm in attala county."

Original text

Thank you fef inviting me to your party last week.

Inputs /

Thank you <X> me to your party <Y> week.

Targets
<X> for inviting <Y~ last <7~

Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., Zhou, Y., Li, W. and Liu, P.J., 2019. Exploring the limits of transfer learning with a unified
text-to-text transformer.



Idea #1: ,,Concatenate, pass, profit”

Concatenate!
Question + Passage 1 + [Answer]

Passage 2+ Passage 3...

Drawbacks?

Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., Zhou, Y., Li, W. and Liu, P.J., 2019. Exploring the limits of transfer learning with a unified
text-to-text transformer.



Idea #1: ,,Concatenate, pass, profit”

Concatenate!
Question + Passage 1 + [Answer]

Passage 2+ Passage 3...

1. Memory complexity
2. Decoding: If we do decoding without restrictions,
the model might generate something not present in the text

Raffel, C., Shazeer, N., Roberts, A., Lee, K., Narang, S., Matena, M., Zhou, Y., Li, W. and Liu, P.J., 2019. Exploring the limits of transfer learning with a unified
text-to-text transformer.



Idea #2: Processing passages jointly: Fusion-in-Decoder

e Do we need to read every passage independently?

e No, we can actually allow inter-passage interaction learning!

e Example: Fusion-in-Decoder (FiD), encode every passage separately, decode jointly

e Trick works well with pre-trained models (T5)!

e Can process very long inputs (sequences of 200(passage length)*100(context size) tokens long)

e Optimize target answer via standard language modeling loss (Cross-Entropy)

Question + Passage 1 encoder >
Question + Passage 2 encoder > concat > decoder > [ Answer ]
Question + Passage N encoder >

lzacard, Gautier, and Edouard Grave. "Leveraging Passage Retrieval with Generative Models for Open Domain Question Answering." Proceedings of the 16th Conference of the European Chapter of the Association for Computational Linguistics: Main
Volume. 2021.



In which Czech city is the brew-
ery of its largest beer exporter?
A4

| it | Retriever

top-K passages

F u S i n g t h e ext r a Ct i ve ‘lv,ei.s.h.”town ot Calis Biidovice, Kiowsi a5 Biid

2. Czech Beer Festival is the biggest ...
3. Plzen, also called Pilsen is a city...

and generative |

reranker
approaches e ——
p p 1. Plzen, also called Pilsen is a city...
2. ... town of Ceské Budéjovice, known as Bud-

weis...
3. Czech Beer Festival is the biggest ...

. Our past work: — —T—
Rank twice, reaD twice R2-D2 e reader
. op-M answer spans top generated answer
. https://r2d2.fit.vutbr.cz/ 1 Gt Buciioice | | (1B
. Festiva
- Some demo details: L
. The search is done in =
”pOpUIar” 8% Of rera;lc?e)c-ll\gpans
WIkIpEdla 1. Plzeit
. 2. Festival
. Only factoid answers, 3. Ceské Budjovice |
up to 6 words —
o] o 0 | aggregation hi
. Wikipedia from dec T

2018 is used 1. Plzeii

2. Ceské Budgjovice

3. Festival
|
*Martin Fajcik, Martin Docekal, Karel Ondrej, and Pavel Smrz. 2021. R2-D2: A Modular Baseline for Open-Domain (ﬁ‘c'::l’;’;
Question Answering. In Findings of the Association for Computational Linguistics: EMNLP 2021, pages 854-870, Punta T
Cana, Dominican Republic. Association for Computational Linguistics. 1. Ploed



https://r2d2.fit.vutbr.cz/
https://aclanthology.org/2021.findings-emnlp.73
https://aclanthology.org/2021.findings-emnlp.73

Fusing the extractive and
generative approaches

- Why is the search done in “popular” 8% of Wikipedia?

- We've shown we can remove 92% of index from two most
popular datasets for open-domain QA, NaturalQuestions and
TriviaQA, while losing only up to 3% absolute performance on test
set.

- How? We trained a classifier which given a passage, tries to say
apriori (without seeing any question), whether the passage is
relevant or not.

- Could same “pruning” mechanism be implicitly present in modern
supervised neural retrieval approaches?

* Wait for the release of my PhD thesis &

Fajcik, M., Docekal, M., Ondrej, K. and Smrz, P., 2021. Pruning the index contents for memory efficient open-domain
QA. arXiv preprint arXiv:2102.10697.

In which Czech city is the brew-
ery of its largest beer exporter?

¥

| Giribs | Retriever

top-K passages

1. ... town of Ceské Budéjovice, known as Bud-
weis...

2. Czech Beer Festival is the biggest ...

3. Plzen, also called Pilsen is a city...

A4

Passage
reranker

top-K reranked passages

1. Plzen, also called Pilsen is a city...

2. ... town of Ceské Budéjovice, known as Bud-
weis...

3. Czech Beer Festival is the biggest ...

¢ i Y

Extractive ( Abstractive
reader reader

top-M answer spans top generated answer

: !

1. Ceské Budgjovice | 1. Brno

2. Festival
3. Plzen

Abstractive
reader <

{ ¢

top-M
reranked spans

1. Plzen
2. Festival
3. Ceské Budgjovice

!

Score
aggregation

top-M aggr. spans

1. Plzen
2. Ceské Budgjovice
3. Festival

C

v

Binary
decision

top answer

1. Plzen
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Is QA “solved” by LLM such as ChatGPT/GPT4?

There is no definite answer, but we can do what every good scientist should.
Hypothesize...

Warning:
« The subsequent slides are subjective, and draw takeaways from simple
case-study observations.

. Observations made are not (yet) fully quantified with the scientific
evidence.



Is QA “solved” by LLM such as ChatGPT/GPT4?

There is no definite answer, but we

m What are the 3 most widely known mines in Ostrava?

can do what every good scientist
S h ou | d ] Hypoth esize o Ostrava is a city located in the eastern part of the Czech Republic, which has a rich mining

history. Here are the three most widely known mines in Ostrava:

1. Landek Mine - This mine was one of the largest and most important coal mines in the

Ostrava region. It was in operation for over 200 years and played a significant role in the

1. Ye S b e Ca u S e . development of the city. Today, it is open to the public as a museum, offering visitors a

chance to learn about the history of coal mining in the region.

2. Michal Mine - This mine was founded in the 18th century and is known for its unique

.. Large LLM have extensive

underground tour, which takes visitors deep into the mine to see the tunnels, equipment,

and tools used by miners throughout history. It is also home to a museum that showcases

factual knowledge.

the history of mining in the region.

3. Privoz Mine - This mine was one of the oldest coal mines in the Ostrava region, dating

2. LLMs can present answers

back to the 16th century. It was in operation until the mid-1990s and is now open to the

public as a museum. Visitors can explore the underground tunnels, learn about the

excellently!

history of mining, and see exhibits showcasing the life of miners and their families.




Is QA “solved” by LLM such as ChatGPT/GPT4?

There is no definite answer, but we
can do what every good scientist
should. Hypothesize...

1. Maybe because...
.. Large LLMs can lie excellently.
This kind of problem is called
”Hallucination”,

Name a few mining tunnels (adits) from Kremnica mountains

The Kremnica Mountains in central Slovakia have a rich mining history with numerous adits
(horizontal tunnels) that were used for mining various metals including gold, silver, copper,
and other minerals. Here are a few examples of mining tunnels from the Kremnica

Mountains:

1. Andrej Adit - This is one of the oldest and most famous mining tunnels in the Kremnica
Mountains, used for silver and other metal mining. The adit is open to visitors for guided

tours.

2. Rozalia Adit - A historic adit used for silver, copper, and other metal mining in the
K eaM - o : ; .

3. Zobor Adit - An adit located near the town of Stiavnické Bane in the Kremnica Mountains,

used for silver and copper mining. It is open to visitors for guided tours.

4. Svatopluk Adit - An adit used for gold and silver mining in the Kremnica Mountains, now
open to visitors for guided tours.

5. Barbora Adit - A historic adit located in the town of Kremnica, used for silver and other
metal mining. It is open to visitors for guided tours.

6. Nova Bara Adit - An adit used for copper and gold mining in the Kremnica Mountains,
now open to visitors for guided tours.

7. Sklené Teplice Adit - A historic adit used for silver and copper mining in the Kremnica

Mountains, now open to visitors for guided tours.




Is QA “solved” by LLM such as ChatGPT/GPT4?

There is no definite answer, but we
can do what every good scientist

should. Hypothesize...

.. No because

.. Large LLMs cannot explain
themselves.

Name a few mining tunnels (adits) from Kremnica mountains

The Kremnica Mountains in central Slovakia have a rich mining history with numerous adits
(horizontal tunnels) that were used for mining various metals including gold, silver, copper,
and other minerals. Here are a few examples of mining tunnels from the Kremnica

Mountains:

. Andrej Adit - This is one of the oldest and most famous mining tunnels in the Kremnica

Mountains, used for silver and other metal mining. The adit is open to visitors for guided

tours.

. Rozalia Adit - A historic adit used for silver, copper, and other metal mining in the

K caM ins. isitors f : .

. Zobor Adit - An adit located near the town of Stiavnické Bane in the Kremnica Mountains,

used for silver and copper mining. It is open to visitors for guided tours.

. Svatopluk Adit - An adit used for gold and silver mining in the Kremnica Mountains, now

open to visitors for guided tours.

. Barbora Adit - A historic adit located in the town of Kremnica, used for silver and other

metal mining. It is open to visitors for guided tours.

. Nova Bara Adit - An adit used for copper and gold mining in the Kremnica Mountains,

now open to visitors for guided tours.

. Sklené Teplice Adit - A historic adit used for silver and copper mining in the Kremnica

Mountains, now open to visitors for guided tours.




Is QA “solved” by LLM such as ChatGPT/GPT4?

There is no definite answer, but we
can do what every good scientist
should. Hypothesize...

1. No because
.. LLMs are competetive, but not
outperforming the task specific

models.

Fine-Tuned

Zero-Shot

Tasks ‘ Dataset ’ Metric ‘ Reference ‘ SOTA SOTA ChatGPT
Summarization CNN/DM ROUGE-1 Lewis et al. (2020a) 44.47 35.277 35.29
SAMSum ROUGE-1 Lewis et al. (2020a) 47.28 - 35.29
MT FLoRes-200 (HRL) ChrF++ Team et al. (2022) 63.5 - 58.64
(XXX—Eng FLoRes-200 (LRL) ChrF++ Team et al. (2022) 54.9 - 27.75
MT FLoRes-200 (HRL) ChrF++ Team et al. (2022) 54.4 - 51.12
(Eng—XXX) | FLoRes-200 (LRL) ChrF++ Team et al. (2022) 41.9 - 21.57
NusaX - Eng Macro F1 Winata et al. (2022) 92.6 61.5 83.24
Sentiment NusaX - Ind Macro F1 Winata et al. (2022) 91.6 59.3 82.13
Analysis NusaX - Jav Macro F1 Winata et al. (2022) 84.2 55.7 79.64
NusaX - Bug Macro F1 Winata et al. (2022) 70.0 559 55.84
bADbI task 15 Accuracy Weston et al. (2016a) 100 - 93.3
bADI task 16 Accuracy Weston et al. (2016a) 100 - 66.7
Guestion EntailmentBank Accuracy Clark et al. (2018) 86.5 78.58 93.3
A evers CLUTRR Accuracy Minervini et al. (2020) 95.0 28.6 433
b g StepGame (k=9) Accuracy | Mirzaee and Kordjamshidi (2022) 48.4 - 233
StepGame (k=1) Accuracy | Mirzaee and Kordjamshidi (2022) 98.7 - 63.3
Pep-3k AUC Porada et al. (2021) 67.0 - 93.3
Misinformation COVID-Social Accuracy Lee et al. (2021) 71.7 50.0 73.3
Detection COVID-Scientific Accuracy Lee et al. (2021) 74.7 71.1 92.0
Task-Oriented Multiw0Z2.2 JGA Zhao et al. (2022) 60.6 46.7 24.4
“SD,' e rie MultiwoZ2.2 BLEU Nekvinda and Dugek (2021) 19.1 . 565
aogne MultiwOZ22 | Inform Rate Yang et al. (2021) 95.7 - 71.1

Open-Domain OpenDialKG BLEU Jietal. (2022c) 20.8 3.1 4.1

P KGD OpenDialKG ROUGE-L Jietal. (2022c) 40.0 29.5 18.6
OpenDialKG FeQA Jietal. (2022c) 48.0 23.0 15.0

Table 1: Performance of ChatGPT compared to state-of-the-art fully-fine-tuned models (Fine-Tuned SOTA) and
LLM in zero-shot settings (Zero-Shot SOTA). The referenced performances are evaluation results on full test
sets, while the ChatGPT performances are computed on subsets of the corresponding dataset using 30 to 200
data samples for each task. For Machine Translation (MT) tasks, we use the definitions of high-resource language
(HRL) and low-resource language (LRL) from NLLB (Team et al., 2022) and take subsets of languages to represent
each group. JGA denotes joint goal accuracy.

Bang, Y., Cahyawijaya, S., Lee, N., Dai, W., Su, D., Wilie, B., Lovenia, H., Ji, Z., Yu, T., Chung, W. and Do, Q.V., 2023. A multitask, multilingual, multimodal evaluation

of chatgpt on reasoning, hallucination, and interactivity. arXiv preprint arXiv:2302.04023.



Is QA “solved” by Retrieval-Augmented LLMs?

There is no definite answer, but we
can do what every good scientist
should. Hypothesize...

.. Yes because

.. all responses with factoid
answers are grounded.

Q_ SEARCH £ cHar

Learn more: 1.bing.com 2. tomsguide.com 3.bing.com 4. windowscentral.com

Who won the 2022 World Cup?

~/ Searching for: 2022 World Cup winner

«/ Generating answers for you...
Argentina won the 2022 World Cup by beating France on penalties in the final at the Lusail Iconic
Stadium in Qatar ' 2 . The score was 3-3 after extra time, and Argentina won 4-2 on penalties * ' . It

was Argentina’s third World Cup title, and their first since 1986 * #.

Learnmore: 1.cnncom 2, olympics.com 3.bing.com 4.cnn.com 5. sportingnews.com

Who is the President of the USA today?

«/ Searching for: President of the USA

/ Generating answers for you...
The President of the USA today is Joe Biden ' * ? . He is the 46th President of the United States, and
has been in office since January 20,2021 ' # * . He is a Democrat and was elected on November 7,

2020, defeating former President Donald Trump ' *.

Learn more: 1.the-sun.com 2. simple.wikipedia.org 3. whitehouse.gov 4. whitehouse.gov  +1 more

@ L Who is the Vice President of the USA? J f What are some of Joe Biden's policies? | { How old is Joe Biden? J

g (=) Ask me anything...

0/2000

Lol




Is QA “solved” by Evidence-grounded LLMs?

There is no definite answer, but we

can do what every good scientist

should. Hypothesize...

1.

Query: What are the pros and cons of the top 3 selling pet

Maybe because

.. Evidence-grounded models still
suffer from hallucination.

Va C 1888} m & Avhen you vacuum

current

e ai r is do

RE FURTHER
© The Best Vacuums for Pet Hair in 2023, Tested by HGTV Edit.
CR Best Vacuums of 2023 - Consumer Reports

& 8 Best Vacuums for Pet Hair of 2023 - Good Housekeeping
CR Best Vacuums for Pet Hair - Consumer Reports

@ Best Vacuum Cleaners For Carpet And Pet Hair - Top 10 for 2

vacuum cleaners N ;
« Dyson V8 Animal Cordless Stick Vacuum * * © 7 #

Pros:
= |t has a powerful suction and a long battery life of
up to 40 minutes.

that are

hgtv.com

= |t has a HEPA filter that captures 99.97% of
allergens and dust particles as small as 0.3
keeping.com microns

consumerreports.org

goodhou

consumerreports.org = |t can be converted into a handheld vacuum for

appliancesradar.com cleaning furniture, stairs, cars, etc

Cons:
= |t is expensive compared to other cordless

The Best Cordless Vacuums for Pet Hair of 2023 - Bob Vila vacuums

https://www.bobvila.com/articles/best-cordless... ~

Pros jle-f

Estimated Reading Time: 10

e; Cons. F

= It has a small dust bin capacity of 0.54 liters and a
long charging time of 5 hours.

= |t doesn't have a soft roller cleaner head for
cleaning hard floors, which is only available in the
Absolute model

The 15 Best Pet Vacuum of 2023 - bestforpets.org - A powerful ...

https://bestforpets.org/best-pet-vacuum ~
r PROS. A powerful vacuum r "
5/5 %k dkk

16 Best Vacuums for Dog and Cat Hair, According to ...

https://www.msn.com/en-us/lifestyle/shopping/16...

May 20, 2022 - Pros: Lift-off technology a you to clean v

See what are the pros and cons of the top 3 selling pet vacuums

bing.com/shop

2 other vacuums do not

« Bissell Pet Hair Eraser Handheld Vacuum '
Pros:
= [t is lightweight, compact, and easy to use for
quick cleanups.

= It has a rubber nozzle that attracts and removes
pet hair from upholstery, stairs, bedding, etc.

= It has a washable filter and a bagless design for
low maintenance.

Cons:
= |t has a limited suction power and a short cord
length of 16 feet.

(T awa )@ s )@ oo )

Dysoii ) < BEael = It is noisy and may scare some pets.
= |t is not suitable for cleaning large areas or

== S R .

Ads @ carpets.

Voo

Learn more: 1.hgtv.com 2. rtings.com  +8 more

Dmitri Brereton, “Bing Al Can’t Be Trusted”, https://dkb.blog/p/bing-ai-cant-be-trusted
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Is QA “solved” by Evidence-grounded LLMs?

Query: What are the pros and cons of the top 3 selhng pet

od'ov wht;n you v;\cuum o owners. if your guvrenl VaC uﬁm@ ?e

Some al vacuum cleaner is do. that are.

EXPLORE FURTHER

© The Best Vacuums for Pet Hair in 2023, Tested by HGTV Edit hgtv.com

CR Best Vacuums of 2023 - Consumer Reports consumerreports.org
& 8 Best Vacuums for Pet Hair of 2023 - Good Housekeeping goodhousekeeping.com
CR Best Vacuums for Pet Hair - Consumer Reports consumerreports.org

€ Best Vacuum Cleaners For Carpet And Pet Hair - Top 10 for 2 appliancesradar.com
Recommended t b d a's popular « Feedback

The Best Cordless Vacuums for Pet Hair of 2023 - Bob Vila

hIKps //www.bobvila.com/articles/best-cordless... ~ i” )
Pros. Tangle-free br

( :HI Bissell IC

e Il; Dustbin is easy to empty, Easy to store; Cons. Pricey;
Get the Bissell IC acuum on »‘-Hm.’mf\ or at ¢
/
Estimated Reading Time: 10 mins &

The 15 Best Pet Vacuum of 2023 - bestforpets.org - A powerful ...
https:/bestforpets.org/best-pet-vacuum ~
Jan 21, 2023 - PROS. A powerful vacuum may swiftly cover a great deal of ground; Swivel

5/5 %dkdkk (2)

16 Best Vacuums for Dog and Cat Hair, According to ...
https://www.msn.com/en-us/lifestyle/shopping/16... ~
May 20, 2022 - Pros: Lift-off technology allows you to clean where other vacuums do not;

See what are the pros and cons of the top 3 selling pet vacuums
bing.com/shop

(T wooa ) (T o) (A oo ) (T oroon) (@ ooaes>
= SR Y T S

« Dyson V8 Animal Cordless Stick Vacuum * * ® 7 #:

Pros:
= |t has a powerful suction and a long battery life of
up to 40 minutes.

= |t has a HEPA filter that captures 99.97% of
allergens and dust particles as small as 0.3
microns.

= |t can be converted into a handheld vacuum for
cleaning furniture, stairs, cars, etc.

Cons:
= |t is expensive compared to other cordless
vacuums.

= It has a small dust bin capacity of 0.54 liters and a
long charging time of 5 hours.

= |t doesn't have a soft roller cleaner head for
cleaning hard floors, which is only available in the
Absolute model.

« Bissell Pet Hair Eraser Handheld Vacuum '
Pros:
= [tis lightweight, compact, and easy to use for
quick cleanups.

= |t has a rubber nozzle that attracts and removes
pet hair from upholstery, stairs, bedding, etc.

= |t has a washable filter and a bagless design for
low maintenance.

Cons:

= |t has a limited suction power and a short cord
length of 16 feet.

= |t is noisy and may scare some pets.

= |t is not suitable for cleaning large areas or
carpets.

“This is all completely made up
information.
Bing Al was kind enough to give us
its sources, so we can go to the hgtv
article and check for ourselves.

The cited article says nothing about
limited suction power or noise. In
fact, the top amazon review for this
product talks about how quiet it is.

The article also says nothing about
the “short cord length of 16 feet”
because it doesn’t have a cord. It’s a
portable handheld vacuum.”

Dmitri Brereton, “Bing Al Can’t Be Trusted”, https://dkb.blog/p/bing-ai-cant-be-trusted



https://www.hgtv.com/shopping/product-reviews/best-vacuums-for-pets
https://www.hgtv.com/shopping/product-reviews/best-vacuums-for-pets
https://dkb.blog/p/bing-ai-cant-be-trusted

Is QA “solved” by Evidence-grounded LLMs?

There is no definite answer, but we

can do what every good scientist

Let's call the larger number x and the smaller number y. From the information given, we can

should. Hypothesize...

A. 1. x = 3y (the larger number is three times the smaller number)
2. y + 20 = x + 6 (adding 20 to the smaller number equals 6 more than the larger number)
We can substitute the first equation into the second equation:

1. Maybe because

Simplifying, we get:

.. Evidence-grounded models still

: : Figure 1: ChatGPT’s response (Jan. 24, 2023) to MWP One whole number is three times a second. If 20 is
S Uffe r fro m h d I I ucin at 1on. added to the smaller number, the result is 6 more than the larger. In Step A it correctly identifies the set of

equations needed to solve the problem and correctly simplifies it in Step B. However, it fails to correctly

2. LLM S Stl I I cann Ot SO IVe Ioglc WEI I . | perform the algebraic operation in Step C (it should state 2y = 14). This leads ChatGPT to obtain an

incorrect result, returning 42 and 14 instead of 21 and 7.

Figure source: Shakarian, Paulo, et al. "An Independent Evaluation of ChatGPT on Mathematical Word Problems (MWP)." arXiv preprint arXiv:2302.13814 (2023).



Is QA “solved” by Evidence-grounded LLMs?

Let's call the larger number x and the smaller number y. From the information given, we can
set up the following equations:

A. 1. x = 3y (the larger number is three times the smaller number)
2. y + 20 = x + 6 (adding 20 to the smaller number equals 6 more than the larger number)
We can substitute the first equation into the second equation:
y+20=3y +6

c Simplifying, we get:
y =14

Figure 1: ChatGPT’s response (Jan. 24, 2023) to MWP One whole number is three times a second. If 20 is
added to the smaller number, the result is 6 more than the larger. In Step A it correctly identifies the set of
equations needed to solve the problem and correctly simplifies it in Step B. However, it fails to correctly
perform the algebraic operation in Step C (it should state 2y = 14). This leads ChatGPT to obtain an
incorrect result, returning 42 and 14 instead of 21 and 7.

Figure source: Shakarian, Paulo, et al. "An Independent Evaluation of ChatGPT on Mathematical Word Problems (MWP)." arXiv preprint arXiv:2302.13814 (2023).
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Takeaways: QA

o Question Answering, Document Retrieval, Fact-Checking, Entity Disambiguation,
Multimodal Retrieval, all of this is information retrieval.

o Closed-domain QA works well, especially on popular topics (sport,history, tv shows).
Bio/scientific domain, math, or technical jargon are still left unattained.

o Extractive QA can be tackled with answer start/end probability estimation

o« Open-domain QA needs to deail with multi-passage processing, with methods such
as MML and cross-passage normalization.

o Be sure to check out Czech QA dataset from MU! SQAD (Medved’ and Horak,
2014).

Medved, Marek, and Ales Horak. "SQAD: Simple Question Answering Database." RASLAN. 2014.



Takeaways: Document Retrieval

. BM25 is a “fairly popular” baseline from “classic IR” in
production-ready systems today. With standard BM?25, one
have two hyperparameters to control:

(a) term saturation

(b) long-document bias



More Recent Directions, Literature, etc.

Neural Document Retrieval

Contriever/mContriever — Unsupervisedly pretrained dense retrieval (also multilingual, but no Czech), sometimes matching closely supervised approaches, well generalizing.
LaBSE — Symmetric embeddings for textual similarity (!not query-document) over 109 languages, trained in a supervised way (parallel sentences) and unsupervised way.
ColBERTv2 — SOTA multi-vector learned dense retrieval model, with interesting quantization of residual vectors.

SPLADEvV2 — SOTA learned sparse retrieval model.

JPR — Diverse retrieval for multi-answer questions.

Baleen — Multi-hop retrieval for multihop questions.

Open-Domain Question Answering

ATLAS — Unsupervisedly pre-trained evidence-grounded LLM (11B).

REATT — A joint retrieval-reader model for both, retrieval and LM.

DENSEPHRASES — All potential short answers on Wikipedia are encoded into gigantic index, answer is retrieved directly (no reader part!).

Open-Domain Fact-Checking

Claim-Dissector — Our new work on interpretable evidence-grounded fact-checking.

General Model Pretraining

MetalCL — A model pre-trained for learning to learn from context (so-called in-context learning).

LLAMA — Recently released large language model thay beats GPT-3/MegaTron despite being order of magnitude smaller.

No links included, IR it out!
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