Flat clustering (Chapter 16)

Algorithm 1 K-means({Z1,...,Zn}, K, stopping criterion)

1: (81,...,8K) < SelectRandomSeeds({Z1,...,Zn}, K)

2: for k< 1to K do

3: ﬁk < S

4: end for

5: repeat

6 for k + 1 to K do

7 W < {}

8: end for

9 for n < 1to N do

10: J <« argming, | — &y,

11: wj — wj; U{Z,} > reassigning vectors
12: end for

13: for k + 1to K do

14: i ﬁ Y iew, T > recomputing centroids
15: end for

16: until a stopping criterion has been met

17: return {fiy,...,[ix}

Exercise 16/1

Use the K-means algorithm with Euclidean distance to cluster the following N = 8
examples into K = 3 clusters: A; = (2,10), Ay = (2,5), A3 = (8,4), 44 = (5,8),
As = (7,5), Ag = (6,4), A7 = (1,2), Ag = (4,9). Suppose that the initial seeds (centers
of each cluster) are A;, A4 and A7. Run the K-means algorithm for 3 epochs. After
each epoch, draw a 10 x 10 space with all the 8 points and show the clusters with the
new centroids.

d(A, B) denotes the Euclidean distance between A = (aj,as) and B = (by,bs). It is
calculated as d(A, B) = /(a1 — b1)% + (az — b)2.

Take seeds 51 = A; = (2,10), 55 = A4 = (5,8), §3 = Ay = (1,2).

By [[] we count the alignment for epoch 1: Ay € wy, As € w3, Az € wy, Ay € wo,
As € wo, Ag € wo, A7 € ws, As € wo; and we get the clusters: w; = {A;},
W = {A37A47A57A6aA8}3 w3 = {A27A7}'

Centroids of the clusters: i3 = (2,10), jis = (84+5+7+6+4)/5,(4+8+5+4+49)/5) =
(6.6), fis = (2+ 1)/2, (5 +2)/2) = (1.5,3.5)

After epoch 2 the clusters are wy = {A1, As}, wo = {As, A4, A5, Ag}, ws = {As, A7}
with centroids fi; = (3,9.5), fiza = (6.5,5.25) and jis = (1.5,3.5). And finally after epoch
3, the clusters are wy = {41, Ay, Ag}, wo = {43, A5, A6}, wg = {As, A7} with centroids
/11 = (3.66,9), ﬁg = (7, 433) and /j3 = (1.5,3.5).
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Figure 1: Visualization of K-means clustering algorithm.

Exercise 16/2

What makes a good clustering? Give some clustering evaluation metrics.
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Answers can vary. For official definition refer to the Manning book.



Hierarchical clustering (Chapter 17)

Exercise 17/1

Consider three points: Ay = [1,1], A2 = [3,1], A3 = [6, 1]. Give an example of a point Ay
such that the K-means clustering algorithm with seeds {As, A4} and the agglomerative
hierarchical clustering algorithm result in different clusterings of {41, As, A3, A4} into 2
classes.

For example, if Ay = [2,1], then K-means results in {{A41, A4}, {As, A3}} and agglomer-
ative in {{Al, Ag, 144}'7 {Ag}}
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