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Motivation

IBO project, https://www.fi.muni.cz/app/projects?project=64989
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Current OCR

EasyOCR, https://github.com/JaidedAI/EasyOCR
further fine-tuned on born-digital dataset of invoices
fast, one of the faster ocr models
easy to use
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Errors example
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LM refinements
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LM refinements

Using masked language modeling for error correction -> usage of
broader context of the document.

idea: low confidence ocr predictions are given to LM for
correction

Main goal: minimize word error rate
Secondary goal is to minimize character error rate
Problem of tokenization, token vs character

elementary unit of ocr prediction: character
elementary unit of mlm prediction: token
mistake in a single character leads to change of several tokens
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LM refinements

Input: context and word to be corrected (+ confidence)
Methods:
1. generative (purely contextual)

generate new prediction from scratch
: [T] [MASK] [T] -> [T] WO[MASK] [T] -> [T] WORD [T]

2. conservative
original word is taken into account
changing token one by one
possible usage of edit distance
: [T] [MASK]RO [T] -> [T] WO[MASK] [T] -> [T] WORD [T]
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Generative

works for short and one token words like prepositions,
conjunctions and pronouns
with more tokens gets very chaotic
does not really work even when generating multiple candidates,
most probably due to the structure of the document
likely to damage correct ocr prediction
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Chaos
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Conservative approach

There multiple ideas that can be implemented to conserve correct
predictions.

keep tokens that reach certain probability threshold according to
the LM
keep token if model is not sure about replacement
use edit distance
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Edit distance

For example, we accept change only if edit distance between new
and original word is less than x% of length of the original word.

works well for predictions with low character error rate
can not repair very damaged words
can be used as an criterion for selecting from the candidates
also can help to reduce character error rate in general
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Other possible upgrades

iterate over the word multiple times (can be expensive)
try multiple direction for correcting token (expensive)
create multiple candidates for correction and then decide based
on probability or/and edit distance (also possibly expensive)
influence selection of the new token
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Problems

length (in tokens) of erroneous ocr prediction does not match
the length of the desired output

how to find the resulting length
we can generate candidates of different length
function to compare candidates of different length

more "features"means increased number of degrees of freedom,
various thresholds
efficiency / gain
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Current results

repair ratio = repaired
total_incorrect_ocr_pred , mistake ratio =

damaged
total_correct_ocr_pred ,

My simpler solution purely on probability and thresholds can
reach repair ratio up to 30% with 10% mistake ratio. Incorrect
correction tends to be worse than original incorrect prediction.
The solution with additional edit distance threshold and two
iteration correction can reach up to 36% repair ratio with about
4% mistake ratio. Additionally, incorrect correction does not
increase character error rate.
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Possible adaptations

spell checker for identification of candidates
instead of word, we receive probability distribution
multiple view (most probably infeasible)
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Sources

https://github.com/JaidedAI/EasyOCR

https://medium.com/doma/
using-nlp-bert-to-improve-ocr-accuracy-385c98ae174c
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