
Exercise 6/1

Consider the frequency table of the words 
of three documents.
Calculate the tf- idf weight of the terms 
car, auto, insurance, and best for each 
document.
idf values of terms are in the table.

Exercise 6/2

Index Compression + Vector Space Model (Chapter 5+6)

Based on the weights from the last exercise, 
compute the similarity scores (scalar 
products) of the three documents for the query 
Q: "car insurance".

Use each of the two weighting schemes:
a) Term weight is 1 if the query contains the 
word and 0 otherwise.
b) Euclidean normalized tf- idf.

Count document representations as 
normalized Euclidean weight vectors 
for each document from the previous 
exercise. Each vector has four 
components, one for each term.

Exercise 6/3

Compute the Levenshtein distance between
           paris and alice.

Write down the matrix of distances between all 
prefixes as computed by Algorithm 2.

Exercise 6/4

"the new york city"

doc_1 = [1,1,0,1]
doc_2 = [1,1,1,0]
doc_3 = [1,0,1,1]

q = 'car insurance'
q = [1,0,1,0]

Boolean retr. results:
{doc1, doc2, doc3}

Ranked retr. results:
query * doc

doc_1 = 1*1+0*1+1*0+0*1 = 1
doc_2 = 1+1 = 2
doc_3 = 1+1 = 2

using TF (term frequency):

doc_2 = 4 + 33 = 37
doc_3 = 24 + 29 = 53

the

new

york

city new

york

city

the

"new york city"

idf = log (#documents / #documents with 'the')
    ~ log (1)
    ~ 0
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delete (1)

insert (1)

replace (1) / move (0)
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the

using IDF (inverse document frequency):
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From the following sequence of γ- encoded gaps, 
reconstruct first the gaps list and then
the original postings list. Recall that the α 
code encodes a number n with n 1s followed
by one 0.

Exercise 5/5

1110001110101011111101101111011
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