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Introduction
● Who am I?

● What am I going to talk about?

● Whyyy?



Overview
● Intro - who, what, why
● Multimodal learning
● Text and image learning

○ The 3 main approaches
■ Principle
■ Example
■ More examples

● Conclusion



Definition
“Multimodal data mining refers to analyzing more than one form of data for 
discovering hidden patterns.” [1]

● can integrate text, images, video, audio, sensor data or structured information
● to derive and validate insights none of which may be possible to obtain from 

any single source
● has been a popular research area since 2006



Examples
● News - texts and images
● Speach recognition - voice recording and video
● Business - sales data/market share reports and text data about organization 

or its products.
● Medicine - patient data, demographic information and imaging modalities or 

genomic-related tests.

“The major advantage of using multiple data sources is to be able to integrate 
multiple perspectives about the same event.”



Joint Text and Image Mining
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Motivation

- Human learning

- Concept - grouned knowledge

- Text and images contain complementary information



Approaches

1. Fusion of Embeddings

2. Canonical Correlation Analysis

3. Deep Learning



Fusion approach
Visual Information in Semantic Representation

Yansong Feng and Mirella Lapata (2010)

- big scale, fully automatic approach 
(without human involvement)

- based on topic models (= documents 
are mixture of topics)

- assume that the images and texts have 
been generated by shared topics

- LDA topic modeling



Fusion approach
Visual Information in Semantic Representation

Image processing - SIFT + K-means algorithm



Fusion approach
Visual Information in Semantic Representation

Experiments and results

- word similarity and word association

- three observations



(Kernel) Canonical Correlation Analysis approach
- CCA: a way of inferring information from cross-covariance matrices,

- finds maximally correlated linear subspaces (manifolds)

- these manifolds are seen as common space, where each document 
is represented by the projections of its features

- kCCA: removes linearity constraint by using “kernel trick”



(Kernel) Canonical Correlation Analysis approach
Aggregating Image and Text Quantized 

Correlated Components
Thi Quynh Nhi Tran, Hervé Le Borgne, Michel Crucianu (2016)

- kCCA problem: coarse association between modalities



(Kernel) Canonical Correlation Analysis approach
Aggregating Image and Text Quantized 

Correlated Components

- solution: MACC algorithm:
1. Codebook learning: k-means clustering 

on mixture of features
2. Each document is then encoded by its 

differences from nearest codewords
3. Aggregation by sum pooling



(Kernel) Canonical Correlation Analysis approach
Aggregating Image and Text Quantized 

Correlated Components

- image features: VGG-Net, 4096 dim, L2 norm
- text features: Word2Vec, 300 dim, L2 norm
- Results:



(Kernel) Canonical Correlation Analysis approach

Canonical correlation analysis: An overview with application to learning methods
David R. Hardoon, Sandor Szedmak, John Shawe-Taylor (2004)

Cross-Modal Image Clustering via Canonical Correlation Analysis
Cheng Jin, Wenhui Mao, Ruiqi Zhang, Yuejie Zhang, Xiangyang Xue (2015)

Connecting Modalities: Semi-supervised Segmentation and Annotation of
Images Using Unaligned Text Corpora
Richard Socher, Li Fei-Fei (2010)

A Correlation Approach for Automatic Image Annotation
David R. Hardoon, Craig Saunders, Sandor Szedmak, John Shawe-Taylor (2006)



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping
Andrej Karpathy, Armand Joulin, Li Fei-Fei (2014)

Uses: 

- fragments of images = objects detected using RCNN
- fragments of sentences = dependency tree relations 
- inner product to count fragment similarity



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping
Objective function is sum of:

- Fragment Alignment Objective - on fragments level
- Global Ranking Objective - on sentence/image level

Problem: not every image object is mention in the caption and vice versa

Solution: Multiple Instance Learning



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping



Deep Learning approach 
Deep Fragment Embeddings for Bidirectional Image

Sentence Mapping



Deep Learning approach 
Multimodal Learning with Deep Boltzmann Machines
Nitish Srivastava, Ruslan Salakhutdinov (2012)

Learning language through pictures
Grzegorz Chrupała, Ákos Kádár, Afra Alishahi (2015)

Imagined Visual Representations as Multimodal Embeddings
Guillem Collell, Ted Zhang, Marie-Francine Moens (2017)

Learning Deep Structure-Preserving Image-Text Embeddings
Liwei Wang, Yin Li, Svetlana Lazebnik (2016)



Conclusion
Multimodal learning heavily depends on the image and text representations 
and the selected learning method

Neural network approach dominates state-of-the-art.

Is this a wampimuk? Cross-modal mapping between 
distributional semantics and the visual world

Angeliki Lazaridou and Elia Bruni and Marco Baroni (2014)
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