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Logical analysis of natural language

Sentence → logical formula

formal reasoning
interlingua for machine translation
precise expressions

Which formalism?

(first order) predicate logic
propositional logic
modal logics
intensional logics (IL, Richard Montague)
transparent intensional logic (TIL)
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Natural language → predicate logic

What are formulas for

„Some prime numbers are even”
„Some odd numbers are even”
„Some smart people are lazy”
„No bachelor is married”
„No bachelor is rich”
„Miloš Zeman is the president of CR.”
„Karel counts 5 + 7”

What is wrong?

different types of truth
granularity of the description is insufficient
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Natural language → predicate logic

Karel counts 5 + 7
5 + 7 = 12

Karel counts 12

Miloš Zeman is the president of CR.
Karel Schwarzenberg wanted to become the president of CR.

Karel Schwarzenberg wanted to become Miloš Zeman.

It is not true that the king of France is bald-headed

The king of France has some hair on his head.
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Natural language → predicate logic

Predicate logic can be used for natural language analysis

some applications are doing it
but not in all cases
we need to be aware of the limits
work-arounds are possible but may be complicated

Advantages of predicate logic

it is simple
it is well explored
inference machine exists

Marek Medveď FI MU Brno

Logical analysis of natural language



Outline Motivation Predicate logic Transparent intensional logic Propositional logic

What is the meaning of an expression?

Frege’s model of semantics
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Conception of possible worlds

A possible world

a set of non-contradictory formulas about the universe
the current world is one of the possible worlds

Empirical truth

the truth of a formula depends on the particular world
meaning is always world-independent

Intensional logics

intensions (world-independent)
extensions (denotates, objects in a particular world)
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Transparent intensional logic

Pavel Tichý, Pavel Materna
Procedural logic

possible worlds + possible times
meaning is a emphconstruction, i.e. abstact procedure
(algorithm) which takes the current world and time and
outputs the denotate (the particular object)
coded as lambda function

Typed logic
o – true, false
ι – set of individuums
τ – set of real numbers (or time moments)
ω – set of possible worlds
((oτ)ω) – proposition
(((oι)τ)ω) – property ((oι)τω)
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Tichý model of semantics

Jiří Raclavský (2014): From Frege’s Semantic Triangle to the Semantic Square of Transparent Intensional Logic 
 

Logika: systémový rámec rozvoje oboru v ČR a koncepce logických propedeutik pro mezioborová studia (reg. č. CZ.1.07/2.2.00/28.0216) 

37373737

II.II.II.II.2.2.2.2.    Tichý’s semantic squareTichý’s semantic squareTichý’s semantic squareTichý’s semantic square 

- Tichý thus combines Frege’s triangle and the triangle of PW-semantics 
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Transparent intensional logic – examples

Miloš Zeman je prezidentem CR.
λwλt[ = Miloš_Zeman President_CRwt ]
type oτω Miloš_Zeman/ι President_CR/ιτω = /(oιι)

Schwarzenberg wanted to become CR.
λwλt[ want_to_becomewt Schwarzenberg President_CR ]
oτω Schwarzenberg/ι President_CR/ιτω want_to_become/(oιιτω)τω
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Transparent intensional logic – examples

5 + 7
[ + 5 7 ]
type τ 5, 7/τ + /(τττ)

Karel counts 5 + 7.
λwλt[ countwt Karel 0[ + 5 7 ] ]
type oτω

0[+ 5 7]/∗1 count/(oι∗1)wt Karel/ι
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Normal translation algorithm

Automatic conversion of sentences into TIL constructions

doc. Aleš Horák
morphological analysis
syntactic analysis
conversion from tree to TIL formula
type check
output of all the layers is ambiguous
implementation within the Synt parser, currently
experiments with other parsers (SET)

Further requirements

lexicon of types (“snow” vs. “give” – exploitation of
valency lexicons)
rules for type control
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Example
Bilingual Logical Analysis of Natural Language Sentences 77

N:Tom

V:wants

V:to

V:buy

PRON:a

ADJ:new N:car

CONJ:but

PRON:he

V:will

ADV:not

V:buy PRON:it

PUNCT:.<CLAUSE>vrule_sch ( $$ $@ ) <CLAUSE>vrule_sch ( $$ $@ )

<SENTENCE>

<VP>subject | vrule_sch_add ( $$ $@ "#2H (#1)" )

<VP>vrule_sch_add ( $$ $@ "#1H (#2)" )

<VP>subject | vrule_sch_add ( $$ $@ "#2H (#1)" )

<VP>
vrule_sch_add ( $$ $@ "#2H +#1H" )

<VP>
vrule_sch_add ( $$ $@ "#2H +#1H" )

<VP>
vrule_sch_add ( $$ $@ "#1H (#2)" )

<VP>vrule_sch_add ( $$ $@ "#2H +#1H" )

<VP>vrule_sch_add ( $$ $@ "#1H (#2)" )

<NP>

<NP>modi�er | rule_sch ( $$ $@ "[#1,#2]" )

Fig. 5: SET tree for English sentence “Tom wants to buy a new car but he will
not buy it.”, according to SET grammar for English, and annotated with TIL
schemata.

SET tree for the English variant of the original Czech sentence is displayed in
Figure 5, which leads to the logical construction of

lw1lt2

✓
(9x3)(9i4)(9i5)

⇣⇥
Doesw1t2 , i5, [Impw1

, x3]
⇤
^

⇥
[new, car]w1t2 , i4

⇤

^ x3 = [to_want, i4]w1 ^ [Tomw1t2 , i5]
⌘

^
h
Not,

h
Truew1t2 ,

lw6lt7(9x8)(9i9)
⇣⇥

Doesw6t7 , He, [Perfw6 , x8]
⇤
^ [itw6t7 , i9]

^ x8 = [to_buy, i9]w6

⌘ii◆
. . . p

The resulting construction can be directly compared with the TIL logical
construction from Figure 1b).

5 Conclusions and Future Directions

Representing the essence of the structural meaning via an automated process
offers a valuable tool for semantic processing of natural language texts. The
validity of such representation can be verified with the level of correspondence
in the resulting logical formulae when processing direct translations between
two natural languages.

In this paper, we have presented the current development of the language-
independent automated semantic tool AST, which shows the capabilities of
logical analysis for two languages – Czech and English. Even though the
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Transparent intensional logic – pros and cons

Advantages

correct and very precise analysis
makes general correct reasoning possible

Disadvantages

very abstract and complex
not really wide-spread
experts often do not agree on correct analysis
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Transparent Intensional logic on FI

doc. Aleš Horák
prof. Marie Duží

subjects Introduction to Transparent Intensional Logic

Small corpus of correct constructions for Czech

https://corpora.fi.muni.cz/til

Semantic network of constructions

as a knowledge base for automatic reasoning
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Propositional logic

used in logic programming in for of Horn clauses

T <- M

can be used in Inductive Concept learning
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Inductive concept learning

aims to learn an intensional description by induction from
positive, negative examples and background knowledge
induced description is also called hypothesis
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Inductive concept learning

Exploiting domain knowledge to detect outliers 523

2.2 Concept learning

Next, basic definitions about concept learning and ILP can be provided.
Let U be an universal set of observations, also called objects or instances. A concept

C is a subset of U . A concept can be described extensionally (by listing its instances)
or intensionally (by giving a concise description of the concept in terms of rules). The
dual concept C of C is the concept U \ C. Sometimes we will call C the direct concept
in order to differentiate it from its dual one C.

The inductive concept learning aims to learn an intensional description of a specific
concept by induction from some given instances and non-instances of the concept at
hand. The instances of the concept to be learned are called positive examples, whereas
the non-instances are called negative examples. The induced description is also called
hypothesis.

The inductive learning may often exploit not only the examples but also some prior
knowledge in order to build a more concise description of the concept. This knowledge
is called background knowledge or, equivalently, background theory.

The ILP is a branch of the inductive concept learning where the objects, the hypoth-
esis and the background knowledge are all expressed in terms of logic programs.

In particular, the concept to be learned is a predicate, referred to as target predicate,
the objects are ground facts, the background knowledge and the hypothesis to be
induced are logic programs.

A set of examples E is a set of ground atoms that can be partitioned in two subsets,
that are E+, the set of positive examples, and E−, the set of negative examples.

For example, consider the concept “transport by land” encoded by means of the
unary target predicate transport_by_land. The following is a set of positive and neg-
ative examples pertaining to this concept:

E+ =





transport_by_land(bike).
transport_by_land(motorbike).
transport_by_land(car).

transport_by_land( jeep).

transport_by_land(truck).

transport_by_land(bus).
transport_by_land(hovercra f t).

E− =





transport_by_land(air plane).
transport_by_land(seaplane).
transport_by_land(airship).

transport_by_land(helicopter).

As already noticed, other than a set of examples, usually also a background knowl-
edge B is available. A possible background knowledge associated with the “transport
by land” concept is reported next.

123

524 F. Angiulli, F. Fassetti

B =





has_propeller(hovercra f t).
has_propeller(air plane).
has_propeller(seaplane).
has_propeller(helicopter).

has_propeller(airship).

has_steering_wheel(car).

has_steering_wheel(truck).

has_steering_wheel(bus).
has_steering_wheel( jeep).

travels_on_wheels(motorbike).
travels_on_wheels(bike).

vertical_take_of f (helicopter).

vertical_take_of f (airship).

has_wings(air plane).
has_wings(seaplane).

travels_on_wheels(X)← has_steering_wheel(X).

The problem that ILP is interested in solving can be stated as follows: Given a
set of examples E and a background knowledge B, find a hypothesis HE

B, also said
hypothesis on E w.r.t. B, such that HE

B ∪ B entails the examples in E ; namely:

1. for each e ∈ E+, e ∈ covers(HE
B ∪ B) or, equivalently, HE

B ∪ B |$ e (complete-
ness), and

2. for each e ∈ E−, e &∈ covers(HE
B∪B), or, equivalently, HE

B∪B &|$ e (consistency).

It has been shown that the ILP problem is undecidable in the general case (Plotkin
1971). Thus, in the literature, different heuristic systems have been introduced for
determining a sub-optimal solution to the ILP problem, among the others, GOLEM
(Muggleton and Feng 1990), FOIL (Quinlan and Cameron-Jones 1993), and PROGOL
(Muggleton 1995).

Consider again the concept “transport by land”. Starting from the set of examples
and the background theory above reported, the following hypothesis can be suitably
induced:

HE
B =

{
transport_by_land(X)← travels_on_wheels(X).

transport_by_land(hovercra f t).

3 Detecting outliers through concept learning

In this section we formally define the concept-based outlier detection problem.

123
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Inductive concept learning
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Detecting outliers through concept learning

526 F. Angiulli, F. Fassetti

Let p denote the target predicate symbol. When the dual concept is learned, for the
sake of clarity, we will employ in the induced hypothesis the predicate symbol not_p
instead of p, in order to emphasize the fact that the dual concept has been learned.

3.2 Defining abnormal examples

Before providing the definition of abnormal observation, the intuition underlying the
approach that will be pursued here is informally illustrated by means of an example.

Consider the concept “transport by land” described in Sect. 2.2 and, moreover,
consider the set O = {transport_by_land(hovercra f t)} consisting on the positive
example transport_by_land(hovercra f t). As already shown before, the induced
hypothesis associated with this concept is

HE
B =

{
transport_by_land(X)← travels_on_wheels(X).

transport_by_land(hovercra f t).

Noticeably, the example transport_by_land(hovercra f t) appears as a fact in
HE

B, while the remaining part of the theory HE
B consists of a single rule covering any

other positive example.
Intuitively, this kind of knowledge suggests that, unlike the rest of the positive

examples, the example transport_by_land(hovercra f t) is hard to be covered and,
hence, does not comply very well with the normal behavior of the concept. As a matter
of fact, among the examples appearing in the set of positive examples, the hovercraft is
the only vehicle moving on land which is not equipped with wheels. Indeed, differently
from any other vehicle traveling over land, the hovercraft is the only that exploits an
air-cushion in order to move on surfaces. This kind of abnormal behavior is witnessed
by the hypothesis induced in absence of the positive examples in O, which is more
compact than the original one, consisting of the following single rule:

HE\O
B =

{
transport_by_land(X)← travels_on_wheels(X).

A set of observations O like the one above commented on will be referred to as
irregular in the following.

In order to properly characterize the exceptionality of the set O, the dual concept
“not transport by land” has to be taken into account. Specifically, the hypothesis HE

B
induced on the target predicate not_transport_by_land by considering the dual set
of examples E is reported next:

HE
B =

{
not_transport_by_land(X)← has_wings(X).

not_transport_by_land(X)← vertical_take_of f (X).

Indeed, the negative examples are vehicles traveling by air which can be partitioned
in two sets: some of them have wings, while some others are aircrafts that take off
and land vertically. Interestingly, also the dual hypothesis induced in absence of the
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“not transport by land” has to be taken into account. Specifically, the hypothesis HE

B
induced on the target predicate not_transport_by_land by considering the dual set
of examples E is reported next:

HE
B =

{
not_transport_by_land(X)← has_wings(X).

not_transport_by_land(X)← vertical_take_of f (X).

Indeed, the negative examples are vehicles traveling by air which can be partitioned
in two sets: some of them have wings, while some others are aircrafts that take off
and land vertically. Interestingly, also the dual hypothesis induced in absence of the
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examples in O is more compact than the original one, since it consists of the following
single rule:

HE\O
B =

{
not_transport_by_land(X)← has_propeller(X).

As a matter of fact, while the hovercraft is the only positive example having a pro-
peller, all the negative examples have a propeller. Hence, the presence of the example
hovercraft prevents the above rule to be induced in the original dual theory. Intu-
itively, this kind of situation witnesses that O does not comply very well with the
normal behavior of the dual concept, so that there are some difficulties to recognize
the hovercraft as a non-instance of the concept “transport by land”. In the following,
we will call anomalous such an observation.

Having provided the intuition underlying the approach here pursued to perceive
outliers, the rest of the section aims to define a way to measure the compliance of a set
of examples to a hypothesis and to exploit it in order to properly formalize the notion
of irregular and abnormal set of examples.

3.3 Abnormal examples

Given a pure subset of examples O of E , we argue that the compliance of these
examples with E ∪ B and E ∪ B can be exploited in order to understand if the set O
contains abnormal observations.

In order to illustrate the concepts that will be defined in this section, we make use
of an example.

Example 1 Let E = E+ ∪ E− be a given set of examples, where

E+ = {tp(a), tp(b), tp(c), tp(d), tp(e), tp(l), tp(m), tp(o), tp(x), tp(y), tp(z)},
E− = {tp( f ), tp(g), tp(h), tp( j), tp(k), tp(n)},

and let

B = {p(o), p(x), p(y), p(z), q(a), q(b), q(c), q(l), q(m),

r( f ), r(g), r(n), s(e), s( f ), s(g), s(h), s(n),

t (c), t (d), u(e), u(o), v(b), v( j), v(k),

w(m), w(l), w(x), w(y), w(z)}

be a given background knowledge. Figure 1 shows the examples in E and the subsets
covered by each predicate in the background theory.
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