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OpenML 





• Main goal – to make machine learning accesible 

• open source project on GitHub 

• Datasets, Tasks, Flows, Runs 

• Study, task type, measure 

• API (REST, Python, R, Java, C#) – enable 
downloading datasets, tasks and sharing results 



 



 



 



Tasks 

• Dataset with a specific task – clustering/classification and a method of evaluation 



 



Flows 

• Flow – a specific algorithm in a specific implementation 



 



Run 

• A specific run with specific settings 



 



 



 



Metafeatures 



Types of metafeatures 

• Basic data description (number of instances, dimensionality, number 
of classes, majority class percentage...) 

• Statistical methods (mean, median, skewness, kurtosis...) 

• Landmarking – results with (quite a few) selected methods ( 
random tree depth,  

DecisionStumpKappa, NaiveBayesKappa -  the agreement between two raters, 
similar to accuracy, but considering the probability of a chance agreement, 

J48 error rate,  

Area Under the ROC Curve, which is made by plotting true positive rate and 
false positive rate) 

 



Number of different things 



 



 



On the predictive power of meta-features 
in OpenML 

• 2017 

• Study on 61 metafeatures and 720 datasets 

• Feature selection gains better results 

• Information on response, mutual information, noise to signal, shape 
of extremes, dimensionality, minimum variability of numeric 
attributes, information of categorical attributes and mutual 
information 

 

 



Analyzing the results of 
experiments with filtering 

anomalies 



 



Example of data 









Graphs 
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Other graphs 





















• https://docs.openml.org/ 

• https://www.openml.org/ 

• https://www.openml.org/search?type=data 

• https://www.openml.org/d/50 

• https://www.openml.org/search?type=task 

• https://www.openml.org/t/145804 

• https://www.openml.org/search?type=flow 

• https://www.openml.org/f/7791 

• https://www.openml.org/search?type=run 

• https://www.openml.org/r/23504 

• https://docs.openml.org/APIs/ 

• https://en.wikipedia.org/wiki/Cohen's_kappa 

• https://en.wikipedia.org/wiki/Receiver_operating_characteristic#:~:text=A%20receiver%20operating%20characteristic%20curve,w
hy%20it%20is%20so%20named. 

• Besim BILALLI, Alberto ABELL´O, Tom´as ALUJA-BANET. On the predictive power of meta-features in OpenML. International Journal 
of Applied Mathematics and Computer Science. 2017, Vol 27, Iss 4, 2083-8492. 
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