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(V́ıt Nováček) PA164 Autumn, 2024 3 / 27



Typical ML Pipeline

1 The image source: https://valohai.com/machine-learning-pipeline/. License: unknown.
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The practical challenges of putting together a ML pipeline

Data issues
▶ Technical constraints: noise, incompleteness, inconsistency, sparsity,

lack of (good) labels, feature engineering conundrums, . . .
▶ Ethical constraints: skewed representation of the problem domain, data

sensitivity, . . .

Model issues
▶ What model is best-suited to the problem?
▶ What hyper-parameters will make the model work best?
▶ How to explain the model predictions?

Validation issues
▶ What validation metric(s) to use?
▶ How to interpret the results (including fair model comparison)?

Deployment issues
▶ How to ensure reproducibility and transparency?
▶ Debugging and adaptation to new data “in the wild”
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AutoML to the rescue!

Many (it not most) of the ML pipeline construction steps are
▶ Knowledge- and labour-intensive
▶ Time-consuming, tedious and error-prone even if one can put in the

qualified work

Some of the steps can be automated, though

Relatively straightforward
▶ Model selection, hyper-parameter optimisation, deployment

Not so straightforward
▶ Data preparation, validation
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Automating the data preprocessing stage

No generally applicable rules of thumb

There are tools for some tasks, such as:
▶ Feature engineering

⋆ Various feature selection and feature extraction techniques

▶ Dimensionality reduction
⋆ SVD, PCA, Latent discriminant analysis, . . .

Noise or bias in the data, however, have to be tackled more or less
manually

▶ Exploratory and statistical analysis first, ad hoc solutions then
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Model selection – sample guidelines

2 The image source: https://easyblog729.netlify.app/sklearn-machine-learning-cheat-sheet.html. License:

unknown.
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Automating the model selection

Either empirically. . .
▶ Running various applicable algorithms iteratively on limited data

sample(s)
▶ Comparing their performance using a specific endpoint (e.g., accuracy,

runtime or both)
▶ Selecting the best-performing one
▶ Examples of existing techniques:

⋆ Average ranking, active testing, . . .

. . . or making the model choice another hyper-parameter
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Model parameters vs. hyper-parameters

Parameters
▶ Optimised during the training
▶ Examples:

⋆ The vector w in a linear regression model y = wTx
⋆ The weights of a neural network
⋆ The splits and terminal nodes for a decision tree

Hyper-parameters
▶ Must be specified before the training
▶ Examples:

⋆ The kernel of an SVM model
⋆ The number and type of layers, activation functions, etc., in neural

networks
⋆ The depth and branching factor of a decision tree
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Hyper-parameter optimisation via cross-validation

3 The image source: Silveira Kupssinskü, Lucas, et al. ”A method for chlorophyll-a and suspended solids prediction through

remote sensing and machine learning.” Sensors 20.7 (2020): 2125. License: CC BY 3.0.
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Hyper-parameter optimisation techniques

Random search
▶ Random sampling of combinations from possible hyper-parameter

ranges
▶ Not exhaustive (i.e., can miss some optimum), but less

computationally expensive

Grid search
▶ Exhaustive search over all combinations from possible hyper-parameter

ranges
▶ Can be rather slow for many hyper-parameters or their large ranges
▶ May miss optima in higher-dimensional searches

Examples of other widely-used techniques
▶ Bayesian optimisation
▶ Evolutionary search
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Hyper-parameter optimisation example – grid vs. random
search

4 The image source: Bergstra, James, and Yoshua Bengio. ”Random search for hyper-parameter optimization.” Journal of

machine learning research 13.2 (2012). License: unknown.
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Examples of hyper-parameter optimisation frameworks

scikit-learn
▶ Various common techniques implemented (grid search, random search,

successive halving, . . . )

Optuna
▶ A tool dedicated solely to (hyper-parameter) optimisation
▶ SoA algorithms, easy parallelisation

SMAC
▶ Another dedicated tool developed by an academic AutoML group in

Germany
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Neural architecture search

Automating the design of neural networks

Three main components:
▶ The search space – the type(s) of network to be designed and optimized
▶ The search strategy – the approach used to explore the search space
▶ The performance estimation – evaluating the network performance

from its design (i.e., without actually constructing and training it)

Examples of applicable techniques:
▶ Reinforcement learning, evolutionary computing, Bayesian optimisation,

hill-climbing, multi-objective search, . . .
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Notes on meta-learning

Subfield of machine learning closely related to AutoML

ML algorithms applied to metadata about ML experiments

A definition of a meta-learning system:
▶ The system must include a learning subsystem.
▶ Experience is gained by exploiting meta-knowledge extracted in a

previous learning episode on a single dataset, or from different domains.
▶ Learning bias (i.e., what kind of ML hypotheses are tested) must be

chosen dynamically.
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MLOps

Definition:
▶ A set of tools and techniques. . .
▶ used for deploying and maintaining ML models. . .
▶ in production. . .
▶ reliably and efficiently.

Uses of MLOps:
▶ Deployment and automation, reproducibility, diagnostics, scalability
▶ Governance and regulatory compliance
▶ Collaboration, business uses
▶ Monitoring and management
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Data and model cards

An emerging semi-standardised way of representing and sharing
meta-data about ML data sets and models

Crucial for transparency, reproducibility and accountability of ML
experiments

Encouraging and supporting informed decision making for end users

Ideally, following the FAIR principles:
▶ Findable
▶ Accessible
▶ Interoperable
▶ Reusable
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Data card example

5 The image source: Pushkarna, Mahima, Andrew Zaldivar, and Oddur Kjartansson. ”Data cards: Purposeful and transparent

dataset documentation for responsible ai.” Proceedings of the 2022 ACM Conference on Fairness, Accountability, and

Transparency. 2022. License: unknown.
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Model card example

6 The image source: Mitchell, Margaret, et al. ”Model cards for model reporting.” Proceedings of the conference on fairness,

accountability, and transparency. 2019. License: unknown.

(V́ıt Nováček) PA164 Autumn, 2024 23 / 27



Outline

1 Why automating ML?

2 Preprocessing

3 Model selection and hyper-parameter optimisation

4 Deploying ML models

5 Useful References
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Useful References – hyper-parameter optimisation

Bergstra, James, et al. ”Algorithms for hyper-parameter
optimization.” Advances in neural information processing systems 24
(2011).

Bergstra, James, and Yoshua Bengio. ”Random search for
hyper-parameter optimization.” Journal of machine learning research
13.2 (2012).

Yang, Li, and Abdallah Shami. ”On hyperparameter optimization of
machine learning algorithms: Theory and practice.” Neurocomputing
415 (2020): 295-316.
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Useful References – meta-learning, NAS and AutoML in
general

Vilalta, Ricardo, and Youssef Drissi. ”A perspective view and survey of
meta-learning.” Artificial intelligence review 18 (2002): 77-95.

Vanschoren, Joaquin. ”Meta-learning: A survey.” arXiv preprint arXiv:1810.03548
(2018).

Ren, Pengzhen, et al. ”A comprehensive survey of neural architecture search:
Challenges and solutions.” ACM Computing Surveys (CSUR) 54.4 (2021): 1-34.

Pushkarna, Mahima, Andrew Zaldivar, and Oddur Kjartansson. ”Data cards:
Purposeful and transparent dataset documentation for responsible ai.” Proceedings
of the 2022 ACM Conference on Fairness, Accountability, and Transparency. 2022.

Mitchell, Margaret, et al. ”Model cards for model reporting.” Proceedings of the
conference on fairness, accountability, and transparency. 2019.

Barbudo, Rafael, Sebastián Ventura, and José Raúl Romero. ”Eight years of
AutoML: categorisation, review and trends.” Knowledge and Information Systems
(2023): 1-53.
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Useful References – selected online resources

https://www.automl.org/

https:

//scikit-learn.org/stable/modules/grid_search.html

https://www.cs.jhu.edu/~kevinduh/a/

automl-tutorial-2023/2305-EACL-AutoMLtutorial.pdf
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