. Presenting
/) your Results

In this chapter, we will take you through some techniques for pre-
senting your results to a scientific or policy audience. This part of
research is given far less attention than it should be. It is one thing
to produce a bunch of statistical findings ~ it is quite another to
be able to communicate them clearly to your peers and to a non-
technical audience. It takes quite a bit of practice to be able to do
this effectively.

We will use a worked example throughout this chapter to illus-
trate how we go about starting with a research question, develop-
ing hypotheses around the research question, presenting statistical
results, and creating discussion about the results of our statistical
tests. Throughout the worked example, we are using a different
data set than in previous chapters but still from the first (1991)
wave of the British Household Panel Survey, which can be
obtained from the UK Data Archive (www.data-archive.ac.uk).

DECIDING ON A RESEARCH QUESTION

The first thing that you need to do when you are undertaking
research is to decide on a feasible research question. The feasibil-
ity of a research question depends on many things, including your
interests, the time and funding that you have, and your skill set.
You may have to narrow a very wide topic to something more
specific if you have a limited amount of time in which to produce
results. Or you may have to modify a research question if you
don’t have the analytic skills to answer your original question
(provided you don’t have the time or desire to learn the new skills
whilst answering your research question!).

Suppose you are interested in attitudes towards gender roles.
A very broad research question would be, “What determines attitudes
towards gender roles?’ But in reality, it is likely that the answer to
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this question would require very detailed information about indi-
viduals’ environments when they were growing up, as well as
detailed information about their parents’ beliefs and behaviours.
It may be the case that you don’t have such detailed information.
You may want to narrow your research question to something
more specific, such as, ‘How do adults’ characteristics influence
their attitudes about gender roles?’

REVIEWING THE LITERATURE

Before undertaking any study, it important to first review the
existing literature on your general topic. Conducting a literature
review is beyond the scope of this book, but one of the authors
has written about this task elsewhere (see Neuman and Robson
2008). A quick search would show you that Burt and Scott
(2002), Fortin (2005) and McDaniel (2008) have all published
studies that examine gender role attitudes. Careful review of these
articles and others would help you become familiar with theories
in this area of study and the findings of these studies would assist
you in developing testable hypotheses.

DEVELOPING HYPOTHESES

Hypotheses come from three general places: theory, previous
research, and exploration. Theory and previous research can obyi-
ously guide your expectations about what you might find in your
data. In many cases, however, researchers working in new areas
may not have previous research or a suitable theory to draw from
and therefore might undertake exploratory analysis to uncover
patterns in the data. Sometimes scientists use hypotheses that are
derived from a combination of theory and research, and also have
additional hypotheses that are exploratory.

From the literature, we would be able to make the following
hypotheses:

H1: Women will have more liberal gender role attitudes than
men.

H2: Younger people will have more liberal gender role attitudes
than older people.

H3: Married people will have less liberal gender role attitudes
than other marital statuses.
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. Religious people will have less liberal gender role attitudes
than non-religious people.

. Education will be positively associated with liberal gender
role attitudes.

. Ethnic minorities, particularly Asians, will be less liberal
than White respondents.

117: There will be an interaction between sex and income such

that there is a stronger positive association between income

and liberal gender role attitudes for women.

We will also include an exploratory hypothesis to test in our

analyses:

H8: There will be an interaction between sex and marital status
on gender role attitudes.

EXPLORING THE DATA AND SELECTING
MEASURES

Our analyses here are going to be based on the same survey that
we have been using for the earlier chapters of the book. In ‘real
life’, you may have a choice of data sets from which you could
select the data on which you want to test your hypotheses. Or you
may have collected your own data for the express purpose of
answering a set of research questions.

From the above research questions, we will need measures of:
gender role attitudes, sex, age, ethnicity, marital status, religiosity,
education, and income.

Recall from Chapter 3 that we constructed a scale that
assessed attitudes towards gender roles. After some analysis, it
was determined that the following items would be kept in the

scale:

opfama: A pre-school child is likely to suffer if his or her
mother works.

opfamb:  All in all, family life suffers when the woman has a
full-time job.

opfamc: A woman and her family would all be happier if she

goes out to work.
opfamd: Both the husband and wife should both contribute to

the household income.




322

Presenting your Results

optame: Having a full-time job is the b
be an independent person,

opfamf A husband’s job is to earn mopn
look after the home and family.

optamb: Employers should make specia] arrangements to help
mothers combine jobs and childcare.

Opfami: A single parent can bring up children as well as
couple,

€St way for a woman o

score 8 express VEry conservative attitudes, whjil
40 mark would be very liberal. We could h
alpha, but, as showp in Chapter 3
their values become less Intuitive (
ematically the same scae
genderroes.

We know from brevious chapters that we have a dummy vari-
able that measures sex called female,
called age, and 4 marital status variape mastat
that measures monthly income cafled firmn, We 4]
category variable that Measures education, called gfachi, as well
as a dummy variable that indicares if 4 respondent was active ig a
religious group, which is called activerel.

As this example involyes
sample to those 18 and over,

ave used command
> 1t rescales the variables and
although it does produce math-
). In this chapter, we will cal| this variable

$0 have a seven-

adults’ characteristics we restrict the

keep if age>17

UNIVARIATE ANALYS|S

Before undertaking a detailed analysis, it is important that we get
our hands dirty with the datg and really get familiar with the vari-
ables of interest. All analyses should begin at the univariate (e,
one-variable) level, We cannot overemphasize that it Is iImportant
to get to know your variables before you throw them into more
complex analyses. In real life, you should also pe aware of any
sampling issues that are present in your data (Le. do you need to
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include any weights to adjust for sampling?). Don’t forget to
specify your missing values!

We can check our variables by running a summarize com-
mand on our dichotomous and interval variables:

su genderroles female age fimn activerel

su genderroles female age fimn activerel

variable | Obs Mean Std. Dev. Min Max
~~~~~~~~~~~~ +,___~_‘,,,_v_____,__,,_ﬂ___ﬁ_ﬂ__”______._
genderroles | 9188 25.50424 4.768196 8 40
female | 9920 .5333669 .4989106 0 1

age | 9920 45.49526 18.02041 18 97

fimn | 9587 758.1702 742.0371 0 11297
activerel | 9572 .1019641 .3026169 0 1

We can see that the mean of genderroles 1s 25.50 with a standard
deviation of 4.77. The sample is about 539% female, and the
average age is 45.50 years. As well, the average monthly income
(fimn) is £758.17 and about 10% of the respondents are actively
involved in religious groups (activerel).

We will now tabulate the categorical variables in our data set.

ta mastat

_> tabulation of mastat

marital status | Fred. Percent Cum.

married | 6,009 60.57 60.57

1iving as couple | 670 6.75 67.33

widowed | 866 8.73 76.06

divorced | 434 4.38 80.43

separated | 189 1.91  82.34

Lever married | 1,752 17.66 100.00

,,,,,,,,,,,,,,,,,, MU
Total | 9,920  100.00

We can see that the majority of sample members are married (just
over 60%), with the next largest category being never married
(about 18%).
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ta gfachi

highest academic
gualification
higher degree
lst degree

hnd, hnc, teaching
a level

o level

cse

none of these

The largest category in the variable measuring highest academic
qualification (gfachi) is ‘none of these’, which can be interpreted
as having only compulsory schooling or less. Just over 7% of the

|

|  Freq.

sample had a university degree or higher.

ta race

ethnic group
membership

white
black~carib
black-african
black-other
indian

pakistani
bangladesghi
chinese

other ethnic grp

In terms of ethnic group membership (race), we can see that over
96% of the sample is White. Some of the categories, like ‘Black
other’, ‘Bangladeshi’, and ‘Chinese’, are also very small: 26, 6,
and 9, respectively. We need to think if there are ways of col-
lapsing the categories so that we do not have problems with this
variable later. If we try to make a number of dummy variables out
of this variable the way it is currently coded, we will run into
problems with the smaller groups - they will be associated with a
lot of ‘error’ (indicated by large standard errors), or the estimation
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rechniques will simply kick them out of the estimation procedure
due to collinearity problems.

There are always debates around how to ‘best’ collapse ethnic
group categories, and there is no one best way. Here, we are going
to group all the ‘Black’ categories together, create a single group
for Indian, Pakistani, and Bangladeshi called ‘Asian’, and group
‘Chinese’ with ‘other’. Of course, the Asian group masks the dif-
ferences berween Muslim and non-Muslim Asians and creating
the single category ‘Black’ also loses the major cultural differences
between Caribbean Blacks and African Blacks. Also putting
Chinese with ‘Other’ simply loses the uniqueness of the Chinese in
a very heterogeneous and basically undefined group. But in real-
fife research, such decisions must be made.

gen racel=race

recode race2 3=2 4=2 5=3 6=3 7=3 8=4 9=4

1ab def race2 1 “white” 2 “black” 3 “asian” ///
4 “other”

iab val race2 raceld

As a final step, we check our new variable to make sure the
recoding was done properly.

tab race2

tab race?

race2 | Freq Percent Cum

_____________ A .
white | 9,196 96.15 96.15
black | 133 1.39 97 .54
asian | 147 1.54 99.08
other | 88 0.92 100.00

____________ A
Total | 9,564 100.00

When reading academic articles and reports, the first table that
you often see is a table of descriptive statistics. It is a good idea to
make such a table to give the reader some indication of the char-
acteristics of your sample. However, notice that in the previous
tables, the N differs quite a bit. For age and female, there are
10,264 observations, but for genderroles there are 9515 and for
activerel there are 9902,
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Why are the numbers of observations different for the vari-
ables? This is due to people not answering survey items. As the
variable genderroles is a composite score of eight items, a person
had to have answered every one of the eight items to be included
in the scale — at least that is how we constructed it here (see
Chapter 3 for alternative techniques that allow for individuals to
be missing on one or more of the items). And some people simply
don’t like to answer certain types of questions, such as those con-
cerning income or religious beliefs.

Because of these differing N sizes, it is better to wait to pro-
duce our final table of descriptive statistics (i.e. the one to include
in our report) until after we have done our multivariate estima-
tions. This is because after we do regressions, we can get the
descriptive statistics for our ‘estimation sample’ - that is, the sub-
sample of cases that have data on all our variables of interest.

We also need to check the distribution of our dependent vari-
able so that we know its properties for when we want to conduct
multivariate analyses. We can check this visually with the his~
togram command.

histogram genderroles, discrete

histogram genderroles, discrete
(start=8, width=1)

Density

10 20 30 40
genderroles

%

i
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From the histogram we can see that our dependent variable
of interest is reasonably normally distributed. It is surprising
to see how ‘normal’ it is, as it is remarkable how few interval vari-
ables (in our experience at least) display such tidy distributive
characteristics.

BIVARIATE TESTS

Before we directly test our hypotheses, we should undertake some
bivariate tests. One of the assumptions of many multivariate tech-
niques is that the independent variables are not highly correlated
with one another. We can check this assumption with the coxrx

command.

We have two categorical variables in our analysis - gfachi and
mastat. We cannot simply correlate these variables with the others
because the numbers associated with their categories are nominal.
We need to convert these variables to sets of dummy variables. We
can do this with the xi: command.

#i: su i.gfachi i.mastat i.race2

wi: su i.gfachi i.mastat i.race2
i.gfachi _Igfachi_1-7 (naturally coded; _Igfachi 1 omitted)

i .mastat _Imastat_1-6 (naturally coded; _Imastat_1 omitted)

i.racez _Irace?2_ _1-4 (naturally coded; _Irace2_1 omitted)
variable | Obs Mean Std. Dev. Min Max
_________________ e e
_Igfachi_2 | 9567 .0625065 . 2420859 0 1
Tgfachi_3 | 9567 .0518449 .2217253 0 1
_TIgfachi_4 | 9567 .1410055 .3480455 0 1
_Igfachi_5 | 9567 .2425003 .4286176 0 1
~Tgfachi_6 | 9567 .0490227 .2159267 0 1
___________ e e
Tafachi_7 | 9567 .4403679 . 4964572 0 1
_Imastat_2 | 9920 .0675403 .2509681 0 1
CImastat_3 | 9920 .0872984 .282286 0 1
“Imastat_4 | 9920 .04375 .2045487 0 1
~Imastat_5 | 9920 .0190524 .1367162 0 1
_Tmastat_6 | 9920 .1766129 .38136 0 1
_Irace2_2 | 9564 .0139063 .1171083 0 1
“Irace? 3 | 9564 .0153701 .1230263 0 1
Iracel_ 4 | 9564 .0092012 .0954854 0 1

You can see that this has created a set of dummies for gfachi and
mastat. This process by default drops the lowest coded variable as
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the reference category. However, for the corr command, we will
need all categories for gfachi, mastat, and race2 to be dummy
coded. We can make the ones corresponding to category 1 for each
variable manually. In the case of mastat, category 1 corresponds
to being married; for gfachi, respondents in category 1 have a
higher degree; for race2, category 1 corresponds to being White.

gen married=mastat==
gen IliSIkHEITie&I=(!f51c11iﬁ==
gen white=racel==

Now we can create a correlation matrix (partial table shown)
for all the variables:

corr genderroles age female married Im* ///
higherdeg Ig* fimn activerel Irace2* white

- corr genderroles age female married _Im* ///
higherdeg _Ig* fimn activerel _Iracel* white
(obs=9163)

genderroles |

|
y
I
age | ~0.3263 1.0000
female | 0.1472 0.0426 1.0000
|
I
|
i
|

married ~0.1487 0.1280 -0.05%49 1.0000

_Imastat_2 0.1181 -0.1952 -0.0160 ~0.3419 1.0000
-0.0950 0.4483 0.1626 -0.3749 -0.0815 1.0000
0.0410 0.0232 0.0505 -0.2710 -0.0589 -0.0646 1.0000

0.0424 -0.0256 0.0472 ~0.1760 -0.0383 -0.0420C ~0.0303

_Imastat_3

Imastat _4

_Imastat_5

In the correlation matrix, we look for correlations that are higher
than about 0.60. We want variables to be correlated with the
dependent variable. Because we put genderroles first in our list of
variables, the correlates with it will be in the first column. What
we are trying to spot is if the correlations between our indepen-
dent variables are of concern. In the full matrix (not presented) we
observe that having low education (_Igfac~7) is quite strongly
correlated with age (0.4877). Of course, the categories of a vari-
able converted to dummies will be correlated with each other,
often quite highly. In this example being White and being Asian
(_Irace~3) are correlated at —0.6211 (not shown). Apart from
these unavoidable correlations between the dummies, there is
nothing that raises alarm in this correlation matrix.
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1 there were a large correlation of, say, 0.70 between age and
fimn, for example, we would have to make a decision about drop-
 ping one of these variables as multivariate estimation techniques
would not be able to properly capture the individual effects of
cariables that are so highly correlated. Substantively, they are
obviously different, but if they are correlated so highly that they
are not ‘mathematically’ different enough for Stata (or any other
software program, or even hand calculation for that matter!) to
tell them apart.

Note that it was quite ‘in fashion’ to publish correlation matri-
ces up until about 10 years ago. Now it is very rarely done. If you
are writing a technical report, you may want to include such a
matrix in an Appendix, but nowadays it is rarely a main part of a
scholarly social sciences paper.

We conclude our bivariate tests with some scatterplots.

scatter genderroles age, msymbol (point) jitterx(3)

404

genderroles

104

¥ T T T

20 40 60 80 100
age

The scatterplot between genderroles and age reveals that there is
evidence of a downward negative linear association. We can also
add a linear fit line to display this association:

scatter genderroles age, msymbol {point) ///
jitter(3) || 1lfit genderroles age
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40+

20 40 80 80
age

100

-genderroles  ———- Fitted values

Now we look at the relationship between genderroles and
total income (fimn):

scatter genderrcles fimn
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Immediately you can see that the association between these two
variables does not look strongly linear. And there are a number of
outliers — one in particular in excess of £10,000. We need to
examine this income variable more closely.

su fimn, detail

cu fimnm, detail

total income: last month

Percentiles Smallest

1% 0 0

5% 56 0
10% 134.23 0 Obs 9582
25% 281.45 0 Sum of Wgt. 9582
50% 550 Mean 758.1702
Largest Std. Dev. 742 .0371

75% 1023.333 8628.875
90% 1602.562 8716.667 Variance 550619
95% 2006.54 9455.773 Skewness 3.412333
99% 3447 .667 11297 Kurtosis 27.19502

We know that income variables are often highly skewed — and the
details provided from the su output reveal this. The mean (758)
and median (550) are very different, and the skewness (3.41) and
kurtosis (27.19) are also very large. In the previous chapter, we
took the natural logarithm of income to help normalize it, as it
was our dependent variable. We could do this, but transforming
income as an independent variable is not often done because it is
not as important when it is an dependent variable. The robustness
of the multivariate tests that are commonly used can cope with
non-normally distributed independent variables.

What we should do, however, is examine what happens if we
eliminate one of the bigger outliers:

corr genderroles fimn

corr genderroles fimn
(obs=9188)

genderroles | 1.0000
fimn | 0.0278 1.0000
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corr genderroles fimn if £imn<i0000

corr genderroleg fimn if f£imn<10000
(obs=9187)

| gender-~s fimn
_____________ I,

genderroles | 1.0000
fimn | 0.0282 1.0000

The correlations reveal that removal of the outlier only improves
the correlation coefficient by 0.004 - not very much. What if we
limit the sample to those who reported income which was at or
below the 75th percentile?

corr genderroles fimn if £fimn<1023

corr genderroles fimn if fimn<1023

(obs=6839)
| gender~s fimn
_____________ e
genderroles | 1.0000
fimn | 0.1085 1.06000

The correlation on a subsample of those with incomes at or below
the 75th percentile improves the strength of the association sign-
ificantly. So, let’s see if we take those below the 95th percentile.

corr genderroles f£imn 1f £imn<2006

corr genderroles fimn if fimn<2006
(0bs=8716)

|  gender~s fimn
_____________ e

genderroles | 1.0000
fimn | 0.0926 1.0000

The correlation drops, but only slightly. Therefore, it appears that
those 472 or so cases with incomes above £2006 per month are
suppressing the association for the majority of the sample. There
are some advanced methods that allow you to model these changes
in slopes such as splines, but they are beyond the scope of this
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book. For this example we will further restrict our sample to those
with incomes below the 95th percentile. But before doing this it
is worth seeing how many cases will be dropped. We know from
the correlations that we will lose about 470 cases who have non-
missing values on genderroles and fimn, but if we use a keep if
£imn<2006 command then we will also drop those missing (.)
on fimn. Remember that Stata stores missing values (.) as a very
large number.

ta fimn if missing(fimn), miss
ta fimn if missing(fimn), miss

total income: |
|
I

lasgt month Freq Percent Cum

__________________ e e

| 338 100.00 100.00

_________________ e e
Total | 338 100.00

Or: count if missing (fimn)

count if missing(fimn)
338

keep if £imn<2006

keep 1if fimn<2006
(819 observations deleted)

This shows us that we had 338 cases missing on fimn so when we
use the keep command we can see that Stata has deleted those
plus those under £2006 per month income for a total of 819 cases.

MULTIVARIATE TESTS

As discussed in Chapter 8, there are a multitude of multivariate
tests to choose from. You need to pick the one that fits with your
hypotheses and the nature of your data. We are testing causal
relationships (i.e. that a variety of characteristics influence atti-
tudes about gender roles). Our dependent variable is normally dis-
tributed. Therefore ordinary least squares regression is a suitable
tool for testing our hypotheses, and we include two interaction
terms (Jaccard and Turrisi 2003); see Box 9.1.
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.
E
.

To test all of our hypotheses in one model, we can use the
command:

g xi: regress genderroles age i.female*i.mastat ///
ﬁ i.gfachi i.female|fimn activerel i.race2
4
% . xi: regress genderroles age i.female*i.mastat ///
> i.qgfachi i.female|fimn activerel i.race2
i.female _TIfemale_0-1 (naturally coded; _Ifemale_0 omitted)
1.mastat _Imastat_1-6 (naturally coded; _Imastat_1l omitted)
i.fem~e*i.mas~t _IfemXmas_#_# (coded as above)
i.gfachi _Igfachi_1-7 (naturally coded; _Igfachi_1 omitted)
i.female| fimn _IfemXfimn_# (coded as above)
i.race2 _Irace2_1-4 (naturally coded; _Irace2_1 omitted)
. Source | S5 daf MS Number of obs = 8692
% B e g F( 24, 8667) = 77.31
Model | 34656.0981 24 1444.00409 Prob > F = 0.0000
Residual | 161881.671 8667 18.677936 R-squared = 0.1763
~~~~~~~~~~~~~~~~~ e Ad] R-squared = 0.1741
Total | 196537.769 8691 22.6139419 Root MSE = 4.3218

:
;
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genderroles | Coef. Std. Err. t  P>|t] [95% Conf. Intervall ;
age | -.0827785 .0036312 -22.80 0.000 -.0898965 -.0756605 ,
_Ifemale_1 .5136454  .1953023  2.63 0.009  .1308066 .8964842 o
_Imastat_2 | 1.616538 .2740168 .90 0.000 1.0794 2.153676
_Imastat_3 .0765492  .3888046 .20 0.844 -.6856002 .8386987
_Imastat_4 9034001 .3914352 .31 0.021  .1360941 1.670706 g
_Imastat_5 .2874111  .6373313 .45 652 ~.9619098 1.536732 -
_Imastat_56 05797909 1911909 03 0.002  .2050114 .9545705
_ifemXmas_~2 004 ~1.793905 ~.3322125 7

.8186283 .428668

<

ol

[en}
i

. 0216619 1.65892
.960  -.9225538 .9705602
.5792355  2.365857
.252 ~.209721 .7987164
.215  -1.732032  .3904489
.003 ~2.694867 -.5599454

_JTfemXmas_~3
_IfemXmas_~4
_IfemXmas_~5

.0240032  .4828787
.893311 .7512081

.2944977 .2572233

5

0

2

0

3

-1.063059 .3728356 ~2.B5

1

0

1

_IfemXmas_~6 1
1

t
\
|
|
I
l
|
1
1
|
1
!
_Igfachi_2 | -.6707918 .5413836 -
_Igfachi_3 | -1.627406 .5445565 -2.99
H
1
i
i
1
|
|
1
|
1
|

Igfachi_4 -1.673665 ,5217301 -~3.21 .001 ~2.69638 -.6509502
_Igfachi 5 1.764963  .5151843 -3.43 .001 -2.774847 7550791
_Igfachi_6 ~2.160175 .5498084 -3.93 .000 ~3.23793 1.082419
_Igfachi_7 -1.433279  .5141618 -2.79 .005 ~2.441158 .4253994

fimn .0000712 .0001491 0.48 .633 -.000221 .0003634

LIfernXfimn 1 .0019329 .000216 8.95 .000 .0015094  .0023563

e
)

D00 0 00 cC 0000000000000 o0
[
(98}
S
!

activerel ~1.305594 1581752 -8.25 L0060 1. 615655 8955332
_Trace2_2 1.495979 .4201054 3.56 .000 L6724727  2.31948s6
_Irace2 3 -1.820171  .3985591 -4.57 0.000 ~2.601442 1.038901
_Irace2_4 -.6684578  .4874699 -1.37 0.170 ~1.62401% .2870991

LCOnSs 29.7689 5729856 51.95% 0000 28064571 30789209

The information at the top of the output tells us that category 1
in mastat has been omitted, as have the categories 1 for gfachi and
1 for race2. These correspond to being married, having a higher
degree, and being White. If the categories that are omitted seem
reasonable for testing our hypotheses, you can just leave them.
But if it seems more logical to change the reference category, use
the char command. One of our hypotheses is that education will
be positively associated with liberal gender role attitudes, so it
probably makes more sense to have the lowest education coded as
the reference category, because if support for our hypothesis is
found with the default reference category, our coefficients will all
be negative — which isn’t ‘wrong’, but less intuitive.

char gfachi [omit] 7
xi: regress genderroles age i.female*i.mastat ///
i.gfachi i.female|fimn activerel i.race2
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char gfachi [omit] 7

> i.gfachi i.femalel|fimn activerel i.racel
naturally coded; _Ifemale 0 omittead)

wi: regress genderroles age i, female¥i.mastat ///
2

i.female _Ifemale 0-~1

i.mastat _Imastat_1-6 iaturally coded; _Imastat 1 omitted)

 fem~e*i.mas~t
_Igfachi_1-7 naturally coded; _Igfachi 7 omitted)

_IfemXfimn_#

{
(1
_Ifem¥mas_#_¥# (coded as above)
i.gfachi (
(

i.female|fimn coded as above)

i.race? _Irace2_1-4 (naturally coded; _Irace2 1 omitted)
Source | sg af MS Number of obs = 8692

~~~~~~~~~~ o e e e F( 24, 8667) = 77.31
Model | 34656.0981 24  1444.00409 Prob > F = 0.0000

Residual | 161881.671 83667 18.677936 R-gquared = (0.1763

0

o]
Adj R-squared = 0.1741
Root MSE = 4.3218

0036312 -22.80 0.000 ~.0898965 -.0756605
_Tfemale 1 1953023 2.63 0.009  .1308066 8964842
_Imastat_2 2740168  5.90 0.000 1.0794 2.153676
_Imastat 3 3888046 0.20 0.844 -.6856002 .8386987
_Imastat_4 3914352 2.21 0.021  .1360941 1.670706
_Tmastat_5 6373313 0.45 0.652 ~-.9619098 1.536732
_Imastat_6 1911909  3.03 0.002  .2050114 .9545705

_TfemXmas_~2 3728356  -2.85 0.004 ~-1.793905 -.3322125
_TfemXmas_~3 428668  1.91 0.056 ~.0216619  1.65892
_Tfem¥mas_~4 0240032  .4828787  0.05 0.960 -.9225538 .9705602
Crfenxsas_~5 893311 7512081  1.319 0.234  -.5792355 2.365857
_Ifemimas_~6 2572233 1.14 0.252  -.209721 .7987164
_Tafachi_1 5141618  2.79 0.005  .4253994 2.441158
_Igfachi_ 2 2247183 3.39 0.001  .3219858 1.202968
_Igfachi 3 2278045 -0.85 0.394 ~-.6406785 2524234
_Tgfachi_4 1581545 -1.52 0.120 -.5504066 0696341
_Igfachi_5 1274664 -2.60 0.009 -.5815485 -.0818196
_Tgfachi_6 2308039 -3.15 0.002 ~1.179326 ~-.2744653
fimn 0001491  0.48 0.633  -.000221 .0003634
_IfenXfimn_1 000216  8.95 0.000  .0015094 .0023563
activerel 1581752 -8.25 0.000 ~1.615655 -.9955332
_Irace2_2 4201054  3.56 0.000  .6724727 2.319486
_Irace2_3 | -1,820071 .3985591 -4.57 0.000 ~2.601442 -1.038501
racez 4 | -.6684578 .4874699 -1.37 0.170 -1.624015 .2870991
cons | 28.33562 .2710%18 104.55 0.000  27.80435 28.86689

Let’s go through the results. We can see from our adjusted R-
squared that our variables explain just over 17% of the variance
= hlgenderrokﬁ,Itiaftkwﬂﬁant,butﬁisn%lxuiekhen

We will use p < 0.05 to determine statistically significant
effects. In terms of age, the effect is statistically significant. Each
addhjonalyearofagereducesa;xxson%SCOIE(nlgendem(ﬂesby<—
(lOSB,independentoftheefﬁxxsofthe(nhervaﬂabkﬁ.(knnpared

339




340 Presenting your Results

to males, being female is associated with 4 0.514 increase on gen-
derroles.

For marital status all the coefficients are relative to the omitted
category of married. We need to remember that the Stata-generated
dummies for this variable have suffixes that correspond to the
original value labels: _Imastar 2 corresponds to ‘living as a
couple’, _Imastar 3 to ‘widowed’, _Imastar 4 to ‘divorced’,
_Imastat_S to ‘separated’, and _fmastat_6 to ‘never married.’
Compared to married people, living as a couple was associated
with a 1.617 increase in genderroles. Being divorced, compared to
being married, was associated with a 0.903 increase in gender-
roles. Being single, compared to being married, was also associ-
ated with a 0.580 increase in genderroles. The other categories
were not significantly different than married ar the 0.05 level.

The next lines in our output correspond to the exploratory test
of the interaction between sex and marital status. We can see that
three of the interactions are statistically significant. The omitted
category here is married males (those who are omitted on both
female and mastat), so all the results are relative to this group.
Significant interactions tell that thar the slopes are significantly
different for the groups under consideration and cannot be inter-
preted literally. So the significant mteraction between female and

|
living as a couple (_femXmas_~2) means that there is a statistic- = 1 :
ally significant difference in the effect of living as a couple on
attitudes towards gender roles berween men and women. We can’t i p
be entirely certain of what that difference is without additional
analyses, which we will cover later in this chapter.
In terms of educational attainment, there are four statistically g

significant coefficients, which are relevant to the ‘none of these’
category on gfachi, which we interpret as being largely comprised
of those with only compulsory schooling. We can see that having
a higher degree (_Igfachi_1) or a university degree (_Iqfachi_2),
compared to having only compulsory schooling, are associated
with a 1.433 and 0.762 increase in the genderroles measure,
respectively. The other two statistically significant results are for
having O levels {(compulsory school leaving age qualifications) and
CSE (Certificate of Secondary Education) relative to having only
compulsory schooling. Both, however, have negative coefficients,
suggesting that those who have these marginal qualifications are
less liberal compared to those with only compulsory schooling (or
less). This may have to do with older people being more likely to
be in these categories (O levels, for example, have been replaced
by an alternative qualification). This may be something that a
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researcher would want to explore in future research. You could
create a three way interaction between age, female, and qfachi,
add it to the model and see what happens.

he overall effect of income (fimn) was positive and non-
significant, with each unit (£1) increase in income being associated
with an increase in genderroles of 0.00007. This is a very small
coefficient, but this is due to the way the variable fimn is measured
— in pounds. :

The interaction between female and fimn (_IfemXfimn_1) was
significant, though. This suggests that as females earn more, they
tend to have higher scores on genderroles, and that this is
significantly different from the effect that fimn has on males’ gen-
der role attitudes. We will explore this interaction in more depth
later in this chapter.

The relationship between being active in a religious group
(activerel) and genderroles is in the expected direction. Compared
to respondents who were not active in a religious group, being
active in a religious group was associated with a 1.306 decrease in
genderroles. Finally, in terms of ethnic group membership, we find
that relative to Whites, being Black (_lrace2_2) is associated with
4 1.496 increase in genderroles, being Asian (_Irace2_3) with a
1.820 decrease in genderroles and no significant difference for
‘other’ (_IraceZ_4).

Let’s review our hypotheses and see what we can determine

so far:

H1: Women will have more liberal gender role attitudes than
men: supported.

H2: Younger people will have more liberal gender role attitudes
than men: supported.

H3: Married people will have less liberal gender role attitudes
than other marital statuses: supported.

H4: Religious people will have less liberal gender role attitudes
than non-religious people: supported.

H5: Education will be positively associated with liberal gender
role attitudes: somewhat supported.

Hé: Fthnic minorities, particularly Asians, will be less liberal
than White respondents: somewhat supported.

H7: There will be an interaction between sex and income such
that there is a stronger positive association between income
and liberal gender role attitudes for women: supported.

HS: There will be an interaction between sex and marital status
on gender role attitudes: supported.




342  Presenting your Results

We have found at least some support for all of our hypotheses. In
real life, it is very rare to find support for all your hypotheses.
Even when you fail to find support for your hypotheses, such a
‘non-finding’ can be a finding in itself (but again, in ‘real life’ itis ¥
actually quite difficult to publish such findings, unfortunately).

If we are satisfied with our models and don’t want to make any

further adjustments, we can now start thinking about making =
tables and graphs for our paper.
Making tables "

Recall that, earlier in the chaprer, we urged you to not make tables
of descriptive statistics until you have run your final model and
have an ‘estimation sample’. We can get descriptive statistics now
using the if e (sample) option or by keeping only the cases in
the final regression by using the command keep if e (sample).
It is very important to note that the following command must be
used immediately after the final regression you are using, because
it is only the last estimates that are stored in memory.

gen nogualsgfachi==
zi: su genderroles age female i.mastat married /177

i.gfachi nogqual fimn activerel i.race2 white if e(sample)

gen noqual=gfachi==7

xi: su genderroles age female i.mastat married ///

> i.gfachi nogual fimn activerel i.race2 white if e{sample)

i.mastat _Imastat_1-6 (naturally coded; _Tmastat_1 omitted)

i.gfachi _Igfachi_ 1-7 (naturally coded; _Igfachi_7 omitted)

i.race? _Irace?2 1-4 (naturally coded; _Irace2_1 omitted)

Variable | Obs Mean Std. Dev. Min Max

genderroles | 8692 25.54452  4.755412 8 40
age | 8692 45.10239  17.99514 18 97 E
female | 8692 .5609756  .4962966 0 1
_Tmastat_2 | 8692 .0700644  .2552702 0 1
_Imastat_ 3 | 8692 .0859411  .2802932 0 1 k
_________________ e
_Tmastat_4 | 8692 .0448688  .2070279 0 1 ,
_Imastat_5 | 8692 .0196733  .1388828 0 1 .
_Imastat_6 | 8692 .1771744  .3818382 0 1
married | 8692  .602278  .4894556 0 1
_Tgfachi_1 | 8692 .0085136  .0918807 0 1
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You will notice now that the N for all the variables is 8692, which
is the same as the N for our regression model.

While you can cut and paste the output —as we have done —
into a Word document, it doesn’t really resemble

a journal-quality

table. You will have to highlight the table in the Results window
and then go to Edit — Copy table.

40

1
1
1
1
1

e
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Now open a blank Word document and press Paste. The result
will be ugly. Now, in Word, select the contents of the table then go
to Table — Convert Text to Table and the following dialogue box
will appear. More often than not, it is ‘smart’ enough to guess the

number of columns and rows that you want. Check that these are
correct then click OK.

P
|
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Nuraber of ro

e colmr widthy
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baasesE |
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Some may prefer to copy the table into Excel to do the initial
formatting rather than Word. With a bit of tidying up, we have
the following table:

Table of descriptive statistics (N = 8692)

Yariable Mean Std. Dev. Min Max
Dependent variable
Gender roles 25.545 4.755 8 40
independent variables
Age 45,102 17.995 18 97
Female 0.561 0.496 0 1
Marital status
Living as a couple 0.070 0.255 0 1
Widowed 0.086 0.280 0 1
Divorced 0.045 0.207 0 1
Separated 0.020 0.139 0 1
Single 0.177 0.382 0 1
Married 0.602 0.489 0 1
Educational attainment
Higher degree 0.009 0.092 0 1
Unijversity degree 0.055 0.228 0 1
HND, HNC, teaching 0.080 e 28 0 1
A levels 0.139 0.346 0 1
O levels 0.250 0.433 0 1
CSE 0.052 0.221 0 1
No qualifications 0.446 0.497 O 1
Income 649.749 479.790 0 2005
Active in religious group 0.100 0.300 0 1
Ethnicity
Black 0.013 0.111 0 1
Asian 0.014 0.117 0 1
Other 0.009 0.095 0 1
White 0.964 0.185 0 1

The next table you will want to produce is a table of your
regression findings. Let us run the regression again (without dis-
playing the output) to make sure it is the most recent thing in
Stata’s memory.

#i: regress genderroles age i.female*i.mastat ///
i.gfachi i.female|fimn activerel i.race2

We will now use the command esttab to make a regression
_ table. You might have to install it first. If so, type £indit esttab
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and follow the instructions. There is also a useful online tutorial
by the author of esttab at http://repec.org/bocode/e/estout/
index.html (Jann 2005, 2007).

If you just type esttab after the regression, you will get the
following, partial, output in your Results window:

As you can see, the results have the unstandardized coefficient and
the # statistic (in parentheses). At the bottom of the output, there is
a note about the ¢ statistics being in parentheses and that the stars
correspond to * p<0.05, ** p<0.01, *** p<0.001. If you copy this
to an Excel spreadsheet, you can edit it from there.

We can tell Stata to make some adjustments to what is dis-
played. Note that there are far too many options with the esttab
command to discuss here in any detail. You really need to look at
the help menu for this and related commands to truly customize
your tables to your liking and to the requirements of specific
disciplines and journals.
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esttab, 1abel se ar2, using regressionl.xrtf

Here, we have requested that variable labels (1abel) be printed
instead of the value labels, that the standard errors (se) be
reported instead of ¢ statistics, and that the adjusted R* (ar2) is
reported. When you use the option using, the resulting table is
saved as a file in your active directory. Also, when you run the
command, a message is returned:

esttab, label se ar?2, using regressionl.rtf
(output written to regressionl.rtf)

The file regressionl.rtf isan active link (usually shown in
blue) — clicking on 1t automatically opens up the .rtf (rich text
format) document in Word. You should note that you can save the
file in many different formats — we are just using .rtf documents to
keep things simple. When you click on the active link, your docu-
ment will open. Again, you will have to tidy it up and add the proper
variable names where you used Stata-generated dummy variables.
After some tidying up, we have a table that looks like this:

Regression of aftitudes towards gender roles on various individual characteristics

R
Age —-0.0828™*
(0.00363)
Female 0.514™
(0.195)
Marital status (ref: Married)
Living as a couple 1617
(0.274)
Widowed 0.0765
(0.389)
Divorced 0.903*
(0.391)
Separated 0.287
{(0.637)
Never married, single 0.580™
0.191)
Female*Living as a couple ~1.083"

{0.373)
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Female*Widowed 0.819
{0.429)
Female*Divorced 0.0240
{0.483)
Female*Separated 0.893
(0.751)
Female*Never married 0.294
(0.257)
Educational attainment {ref: No qualifications)
Higher degree 1.433™
(0.514) |
University degree 0.762**
{0.225)
HND, HNC, teaching -0.194 P
(0.228) -
A levels -0.240 o
(0.158) .
O Jevels -0.332*
{6.127) B
CSE ~0.727* :
(0.231)
Income 0.0000712
(0.000149)
Female*Income 0.00193"*
(0.000218)
Active in religious group -1.306%
{0.158)
Ethnicity (ref: White)
Black 1.496***
(0.420)
Asian -1.820%*
(0.399)
Other -0.668
{0.487)
Constant 28.34*
(0.271)
Observations 8692
Adjusted R? 0.174

Standard errors in parentheses
*p<0.08, " p<0.01,*™ p<0.001
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understanding interactions
We have two statistically significant interactions: between female
and a category of mastat and between female and income (fimn).
it is often useful, particularly if your audience is non-technical, to
give more information about what your interaction means.

Because both of our interactions are with feale, what the
regression coefficients are telling us is that the slopes for males and
femnales on the categorical variables are significantly different
from one another. One useful way of getting to the bottom of the
‘nteraction is to run the model separately for the variables in the
interaction term. So, for example, we can run the models separ-
ately for men and women. Instead of just pasting the output for
the separate estimations below, we are going to save the results
and make a table with both of them using the estimates
store and esttab command.

First, we run a regression for only females (remembering to
take out the interactions)

xi: regress genderroles age i.mastat ///
i.gfachi £imn activerel i.race2 if female==1

We then get Stata to store these results as a model called ‘female’.
estimates store female

We then run the same model on males:

xi: regress genderroles age i.mastat ///
i.gfachi fimn activerel i.race2 if female==

We store the results as a model called ‘male’.

estimates store male

We then use esttab to create a table with results by requesting
that models ‘female’ and ‘male’ be displayed, with variable labels
(Label), standard errors (se), adjusted R* (ax2), and with only
the set of marital status variables (*mastat?®) and income (£imn)
displayed using the keep option (as these are the coefficients
we are interested in comparing). We write mtitles so that each
model is given the name we stated above (i.e. ‘female’ and ‘male’).
If we don’t specify it, the dependent variable would appear
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instead. We are using the option replace in case we want to
rerun the models for whatever reason. This option overwrites any
existing files with the same name. If we wanted to fix any mistakes
and we hadn’t written replace, Stata would return the following

message:

file interaction.rtf already exists
r(602);

esttab female male, label se ar2 /177
keep (*mastat* fimn) mtitles, ///
using interaction.rtf, replace

esttab female male, label se ar? /7Y
keep (*mastat* fimn) mtitles, ///
(using interaction.rtf, replace
(output written to interaction.rtf)

After clicking on the active link, we obtain the following table:

(1) (2)
female male
mastat=== 0.574* 1.566**
(0.268) (0.277)
mastat== 0.858*** 0.0882
{0.227) (0.390)
mastat=== 0.890* 0.896*
(0.287) (0.385)
mastat== 1.182** 0.262
(0.404) (0.627)
mastat==6 0.878** 0.537**
{0.196) (0.203)
total income: last month 0.00211* 0.000000752
{0.000177) (0.000152)
Observations 4876 3818
Adjusted R? 0.165 0.150

Standard errors in parentheses
*p <008, p < 0.01, ™ 5 < 0.001
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Graphing interactions

Interactions presented in a table of regression results are difficult
to interpret and not very intuitive. So it is useful to visually display
what they are telling you. Understanding and graphing interaction
terms between a categorical variable and an interval variable is
considerably easier than getting to grips with an interaction
between two categorical variables. So, we’ll start with the inter-
action between sex and income.

First run the estimation:

wi: regress genderroles age i.female*i.mastat ///
i.gfachi i.female|fimn activerel i.race2

Then request predicted/fitted values of genderroles:
predict xb

Now we show you two different ways to graph the interaction.
The graphs are slightly different, but both show substantively
that, for women, as income increases so too do their liberal gender
cole atritudes, whereas for men there is little, if any, effect, as
shown by the flat line.

First, we graph the predicted values (xb) against income
(fimn) separately for males and females, using a linear fit
(1£it) graph. We use a linear fit so that that a single line is
presented. Not using this option and simply requesting a line
graph would result in a crazy looking graph resembling a large
scribble. The legend option tells Stata to label the lines as
‘Females” and ‘Males’.

twoway (1E£it =b f£imn if female==1) ///
(1fit xb fimn if female==0), /77
legend(oxrder (1 “Females” 2 “Males”))

Alternatively, we could use the =i3 and postgr3 com-
bination of commands introduced in Chapter 8. One issue with
this method is that to get accurate predictions of the regression
model a variable can only be in one interaction term. In our
previous model fermale was in two interaction terms so, for this
example, we remove the i . female*i.mastat term and run the
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Recall, from earlier in the chapter, that it was marital status
categories 2 (living as a couple), 3 (widowed), and 6 (never mar-
ried) that were significantly different from 1 (married). We can see
from the table on p. 350 that the effect of living as a couple on
genderroles for males is over twice the size of the effect for
females. Being widowed, on the other hand, has a very large effect
for women (0.858), but not statistically significant effect for men.
Similarly, being separated has a larger effect on women (1.182)
than men (0.262).

While the coefficients for these marital statuses look rather
different for males and females, the lack of their statistical sign-
ificance in an interaction suggests that their slopes are not
significantly different from one another. This is likely to be due to
the smaller number of cases when you break down the separated
and divorced categories by sex:

ta mastat sex if e(sample)

ta mastat sex if e(sample)

sex
marital status male female | Total
_________________ e
= married 2,370 2,865 5,235
_living as couple 292 317 609
widowed 139 608 747
divorced 129 261 390
separated 47 124 171
never married 839 701 1,540
_________________ S .
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Interactions berween dummy coded categorical variables are
quite tricky to understand and even more tricky to present in a
meaningful way. This is mainly because the regression coefficients
are not really ‘slopes’ but differences between groups. An inter-
action between a categorical variable and an interval variable, as
above, clearly shows a difference in the slopes for the effect of
income on gender roles for men and women. Rather than talk =
about differences in differences, we shall call the coefficients for
the marital status categories ‘slopes’, and so we are still looking
for differences in slopes but with the added complication that all
the dummy variable coefficients are relative to the same category,
in this case those who are married. Let’s look at the relevant part
of the regression results again:

~lfemale 1 | (5136454 1953023 2.63 0.009 .1308066 8964842
_Imastat_2 | 1.616538 .2740168 5.90 0.000 1.0794 2.153676
~Imastat 3 | .0765492 .3888046 0.20 0.844 -.6856002 8386987
~Imastat_4 | .903400%1 .3914352 2.31 0.021 .1360941 1.670706
~Imastat 5 | .2874111 .6373313 0.45 0.652 -.9619098 1.536732
~Imastat 6 | .5797909 .1911909 3.03 0.002 .2050114 .9545705
~IfemXmas ~2 | -1.063059 .3728356 -2.85 0.004 -1.793905 -.3322125
~IfemXmas_~3 | .8186293 428668 1.91 0.056 -.0216619 1.65892
~IfemXmas_~4 [ .0240032 .4828787 0.05 0.960 -.9225538 9705602
~IfemXmas_~5 | 893311 .7512081 1.19 0.234 -.5792355 2 365859
~IfemXmas_~6 | 2944977 .2572233 1.14 0.252 -.209721 .7987164

We can see that there is a main effect for the female variable where
women, on average, report more liberal attitudes to gender roles
than men. Then three of the marital status categories have signi-
ficant main effects in that those living together, those separated,
and those who have never been married all have, on average, more
liberal attitudes to gender roles. The one significant interaction
term between sex and marital status is _IfemXmas_ ~2 which is
for the ‘living together’ category. As marital status categories are
dummy coded with married as the reference category, this interac-
tion tells us that the ‘slope’ between ‘married’ and ‘living together’
categories is different for men and women. None of the other
interaction terms are significant, which tells us that the ‘slope’
between those categories and being married is the same for men
and women. These results do not tell us if those who are divorced
are different from those who are separated. This is a drawback
with using dummy coding, and some prefer to use effect coding
to get round this issue of choosing a reference category. See
Chapter 8 for an example of effect coding.
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At the risk of being redundant, let’s have a look at this using
some graphs. We have done these graphs using the postgr3
command and then using the Graph Editor to show you what 1s
possible in the Editor.

postgr3 mastat, by (female)

The basic postgx3 command for the sex and marital status inter-
action model produces the following line chart. A line chart is not
cechnically correct for this, but it gives enough information. In this
graph you can see that the solid line is for women and the dashed
line is for men. The average difference between these lines repre-
sents the main effect of the female variable, bur what the inter-
action is looking at is the difference in the ‘slopes’ between each of
the categories and the married categories.
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Below we have used the Graph Editor and taken out the lines and
replaced the category points with markers: circles for women and
triangles for men. We have also taken out the information for the
widowed, separated, and divorced categories. To help make our
point three categories are enough. We have plotted the ‘slopes’
between the ‘married’ category and the ‘living together’ (cohabit-
ing) category with solid lines and between the married category
and the never married (single) category with dashed lines.
Hopefully, this makes it clear that the _IfemXmas_~2 interaction




356  Presenting your Results

term is the difference between the two solid line ‘slopes’. In other =
words, the difference (slope) between those who are married and 7
those who are living together is significantly different for men and
women. The difference (slope) is greater for men, which is also
shown by the negative sign on the interaction term’s coefficient in
the regression results as women are represented by female=1.
Now compare the solid line ‘slopes’ with the dashed line ‘slopes’.
The dashed lines are almost parallel which indicates that there is
no gender difference in the differences (slopes) between those
being married and those who have never been married. This is
shown in the regression results by the Tf emXmas_ ~6 interaction
term not being significant. Again, it is worth noting that from
these results we cannot say anything about differences in ‘slopes’
between other pairs of categories such as between divorced and
widowed. If you wish you can draw in the other three ‘slopes” be-
tween married and widowed, married and separated, and married
and divorced for both men and women in the first line graph and
see how they are reasonably parallel, which is reflected in the non-
significant interaction terms _IfemXmas_ ~3, _IfemXmas ~4
and _IfemXmas_ ~5 respectively.
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married cohabiting single
marital status
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The usefulness of interactions between categorical variables is
open to debate. Take this example and ask what this difference
of differences (slopes) actually means. The way we have worded
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Writing up your findings

the example, where all categories are relative to those who are
married, implies what happens when someone changes from that
category to another, but is that change logical or the norm? It
might make a bit more sense to compare those who are living
together and those who are married with those who have never
been married, as a common social process is from single to cohab-
iting to married. Not all who are married moved from the cohab-
iting or single categories as there will be people who were in the
divorced or widowed categories who then married. However, it
makes little sense to compare those who have never been married
with those who are separated, divorced or widowed as it is not
possible to move from being single to being separated, divorced or
widowed without first being married.

WRITING UP YOUR FINDINGS

A ‘typical” research article in the social and behavioural sciences is
organized in the following way:

Introduction

Literature review and theory

Rationale for current study (highlighting any gaps,
shortcomings, and/or contradictions in the existing
literature) and hypotheses

Description of data, variables, and analytic approac
Results

Discussion

Conclusion

[P SN

Moo

The best way to learn how to do these steps is to read lots of
articles in your discipline and organize your papers in a similar
way. We've discussed here how to create hypotheses, test them,
understand your output, and make tables and graphs to display
your results. In our opinion, the graphical display of results
is something that is truly underrated in the teaching of social
statistics — and it is a skill that is much appreciated by novices,
policy-makers, and non-technical people who are trying to make
sense of quantitative reports and articles. You should always try
to make complex statistical output as simple to understand as
possible. While you may very much like large tables of numbers
(we sympathize completely), they can be daunting and far from
user-friendly to your proposed readership.
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Discussing your results and tying them back in with the liter
ature review is a skill that you can only develop over time. Your
first attempts are likely to sound like the Results section regurgi-
tated, but it is important to link the findings with previous
research and theory. It is an art, if you don’t mind our saying so.
This is likely to be the section that you will have to rewrite several
times. It should also include any shortcomings in your analysis. If
you don’t acknowledge shortcomings, people reviewing your
work will be certain to remind you of them. In the example analy-
sis undertaken in this chapter, we would be sure to talk about how
the results for education were interesting and unexpected, and
why this might be so (i.e. that older people might be in some of the
classifications). We would also highlight the shortcomings of how
we measured ethnicity and how the results might be masking
important differences between people in the groups. The discus-
sion section is also a good place to talk abour recommendations
for future research. r




