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8.2 Introduction

Before decisions can be made about how to collect data to answer research ques-
tions, consideration needs to be given to the kind of data required, where they

will come from, how they will be selected, and how they will be analysed. Hence,
this chapter discusses:

* types of data used by social researchers — primary, secondary and tertiary;

* forms in which data are produced in the social sciences — in either words or
numbers, or both;

* sources of data in terms of the settings from which they will be obtained -~
natural social settings, semi-natural settings, artificial settings, and social arte-
facts;

* selection of data, with particular reference to sampling; and

* the role of case studies in social research.

8.3 Types of Data

Data used in social research can be of three main types: primary, secondary
and tertiary. Primary data are generated by a researcher or researchers who is/
are responsible for the design of the study from which the data come. These are
‘new’ data, used to answer specific research questions, and the researcher can

describe why and how they were collected. Secondary data are raw data that

T ————————
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have already been collected by someone else, either for some general informa- 5
tion purpose, such as a government census or other official statistics, or froma
specific research project. In both types of secondary sources, the original purpose
in collecting such data could be different from that of the subsequent user, par-
ticularly in the case of a prior research project. Tertiary data have been analysed
either by the researcher(s) who generated them or by a user of secondary data,
In this case, the raw data may not be available, only the results of this analysis
(see Figure 7.1).
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addition, some data may start out as images, such as photographs or video
recordings. However, words must be used to describe and interpret such images
before analysis can begin.

In other research, the initial communication, say on a questionnaire or between
interviewer and research participant, will be transformed into numbers immedi-
ately, or prior to the analysis. The former involves the use of pre-coded response
categories, and the latter the post-coding of answers provided in words, as in the
case of open-ended questions. When numbers are attached to both sets of catego-
ries the subsequent analysis will be numerical. The findings of the research will
be presented in numerical summaries and tables. However, words will have to
be used to interpret and elaborate the numerical findings. Hence, in quantitative
studies, data normally begin in words, and are then transformed into numbers,
subjected to various kinds of statistical manipulation, and are reported in both
numbers and words; from words to numbers and back to words.

The interesting questions here are: Whose words are used in the first place?
And what process is used to generate them? In the case where answers are com-
municated using a predetermined set of categories, both questions and response
categories will be in a researcher’s words; a respondent only has to interpret both.
However, this is a big ‘only’. As Foddy (1993) and Pawson (1995, 1996) have
pointed out, this is a complex process that requires much more attention and
understanding than it has normally been given.

Sophisticated numerical transformations can occur at the data reduction stage
of analysis. For example, responses to a set of attitude statements, in catego-
ries ranging from ‘strongly agree’ to ‘strongly disagree’, can be numbered, say,
from 1 to 5. Subject to some test of unidimensionality, scores from each state-
ment can be combined to produce a total score for a composite attitudinal scale.
Such total scores are well removed from a respondent’s original reading of the
words in the statements and the recording of a response in a category with a
label in words.

In studies that deal with large quantities of textual data, as in the case of
transcribed in-depth interviews, manipulation can occur in two main ways: in
the generation of categories in which segments of text are coded (as in grounded

case of Schiitz’s and Giddens’s use of Abductive logic). In both of these forms of
analysis, it is possible to do simple counting, for example, to establish the number

can be located in each of a set of ideal types.

occurred in secondary data, and will certainly have occurred in tertiary data.

have on the original data. To reiterate earlier arguments, we need to be clear
the outset that researchers cannot produce ‘pure’ data; data are constructed.
all observation is interpretation, and concepts are theoretically saturated, ther
some form of construction is involved from the very beginning. For exampié
even if a conversation is recorded unobtrusively, any attempt to understa
what went on requires interpretation and the use of concepts. How m

theory); or in the abstraction of technical language from lay language (as in the

of times a category occurs in a body of text, or the number of respondents who

So far, this discussion of the use of words and numbers has been confined to
the collection of primary data. However, such manipulations may have already

The controversial issue here is the effect that any form of manipulation may

T
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such situations have a history and,
usually, a relatively permanent n’clif:m—
bership; they develop ar}d reproduce
patterns, structures and institutions.

The other major type of micro-

Sources of Data

Natural social settings

. i is the social
I social phenomen_on. is ‘ cial
Uil episode; those social interactions )
imi in ti e, suc
les are limited in time and spac ,k e
Wi as social gatherings of various kinds.
Meso

Most of the participants in.these situ-
ations may not meet again, or cer-
tainly not in the same circumstances

Organizations
Communities

: rship,

Crowds or with the same mem?e b p

Social movements Intersubjective meanings develop an
Macro

then dissipate, and the structuring
of social relations is ﬂeetlpg. The
number of people invqlved in social
episodes can vary conmderably, from
two to hundreds, thus making th?u'
inclusion under this category of .soc1al
phenomenon somewhat' arb1trar}r.
However, the processes involved in
understanding such phenomepa are
likely to be social—psychologlcalfm
nature and similar to those used for
small groups.

Social institutions
Social structures
Nations
Multinational bodies
Quasi-experiments ;
Semi-natural settings
Individuals’ characteristics
Individuals as informants
Representative individuals
Life histories
Individuals as case studies
Artificial settings
Experiments
Simulation and games
Social artefacts
Official statistics
Public documents
Private documents
Personal records

Meso-social phenomena

Meso-social ~ phenomena 1n<:1udcei
organizations, communities and
crowds. As relatively permanent an

private, for business or pleasure, 1::5
i izati ondary in nature,
illegal. The social relationships in organizations are la;ge;y s:;; N OZ in nat
wi 1heg‘ler.nbers;hip that may be either compulsory (e.g. in a p
with n

1n a sportin Club full-[lllle or pat t‘EiIIle paid or un aid l()]l -term or ShOIt' :
( i p i g )J i b p 3 g
e.g-

1 a
While organizations change, at times rapidly, thg structgre ‘if relations ain
term. While h g‘t and leadership are likely to be r.elatlvely en u? g.ial ooell )
for‘mS . i Oflg s been included to refer to a diverse range o 54:)(:f R
COI_Tlmllet)_’ 3 his concept has many uses. For exarpple, we refe o
e lee’ _Socfeﬁy ; t munity, ‘ethnic’ communities, ‘regional .comrfnum -
comrnumﬂ,es, the C(.)tm all of \:vhich are very different. T.he notion o C'(t)}?;r o
i dyetn Comm?m 3;, looser forms of social organization m'whmh eitl 3
- h?fe & ersar:: the defining characteristics. These social COHECF;;ary
zrf;:.)::ti? (;folr?lti;-e;;fﬁzations, and remove us one step further from pri
1 :

large social groups with estabh'f;hcd;
goals, organizations can be public or-

e —

Types, Forms, Sources and Selection of Data 16

even secondary relationships. Forms of collective

behaviour, such as crowds and
social movements, can also be included here.

Macro-social phenomena

Macro-social phenomen
discussed and are serio
phenomena are social
products of theorizing
discussed in the contex

@ are much larger social entities
us abstractions of some kind. Examp
institutions and social structures, bo
by experts. While institutions and st
t of a society, or nation,? it is possibl

than those already
les of such abstract
th of which are the
ructures are usually
€ to use them in the
h as transnational corporations

2
government organizations
At the macro level, it js becoming increasin
move beyond nations, or even formal
with social phenomena th

and international non-

gly necessary in social science to
comparisons between nations, to deal
are witnessing a develop-
ional boundaries are becoming both less

gnificant, but in terms of
boundaries are assuming greater

—as involv-
ot be possible to study this

H
le research sites that

vary in terms of the n the complexity of their social

relationships, and thei
level of abstraction.

umber of people involved,
r relative geographical co

Quasi-experiments
The category of quasi-experiment is included under natural social settings to iden-
research

in which experimental procedures are

» Blaikie participated in a study
© West coast of the South

e late nineteenth century,

of tourism. While the design of this study did
the natural setting and fortuitous timing made a
y social impact studies are of this kind.

satisfy experimental ideals,
€Xperiment possible, Man




162

Designing Social Research

Semi-Natural Settings

Probably the most common form of research in the social sciences involves asking
individuals to report on their own or other people’s activities, attitudes and
motives; or on social processes and institutionalized practices.

Individuals’ characteristics

collected in these studies: demographic characteris-

Three main kinds of data are
d reported behaviour. Demographic

tics; knowledge, attitudes and worldviews; an
characteristics are an essential part of data collected in censuses and social surveys.

These include age, gender, marital status, education, income, occupation, place of
residence, ethnic background and religion. While these characteristics may have
social origins and social consequences, the analyses undertaken on them search for
connections between such variables and other variables. The social processes or
structures on which these connections might depend are left very much in the back-
ground, and assumptions about them may be made. For example, a respondent may
be asked about their occupation, which is then used by the researcher to establish
a status hierarchy. In everyday life, occupation might enter into the structuring
of social relationships quite differently in different settings. What goes on in the
natural setting may be reported selectively, ignored or distorted by the researcher.
The second common focus in studies of individuals is their perceptions, knowl-
edge, attitudes, beliefs, values and such like. The aim is usually to use these data
to explain reported behaviour. However, not only may such data be taken out of
the context in which they might be relevant, but the connection between attitudes
and behaviour may be extremely tenuous. Another major difficulty in asking
people about themselves is the gap between what they say and what they actually
think and do.
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situations than they do in natural situations. Also, participants in experimental
settings may not be representative of broader populations.

Experimental research with human subjects also requires a very rigorous con-
sideration of the ethical implications of the research design and procedures.

Simulation and games

Social life has been simulated for a number of reasons, perhaps the most common
being for educational purposes. Such simulations or games allow the partici-
pants to:

* experience features of social life under controlled conditions;

» experience and be involved in initiating co-operation and conflict;

* experience what it is like to be a particular type of person; for example, to be
wealthy or poor, to have high status or low status; and

learn about how power is acquired and used.

However, it is the use of simulation and games as a way of modelling some aspect
of social life, and as a research technique, that is of interest here.

Such games require a set of rules. While some factors are held constant by the =
controller of the activity, the participants are able to manipulate others in the
course of their activity together. The effects of changing what is controlled and
what can be manipulated can be observed and analysed. Therefore, games are a
form of experimentation in artificial settings. However, they differ from experi-
ments in that they attempt to replicate some real social situation; they may be less
concerned with establishing causation and more concerned with recognizing and
understanding the complexities of social processes. _

The use of simulation as a method for investigating social phenomena has
been facilitated in recent years by the advent of small powerful computers and -
developments in computer science and information technology. Now people need
not be involved; social processes that are not directly accessible, or are of too
large a scale to be observed directly, can be modelled. The logical possibilities of
a set of specifications or assumptions can be explored when the values of certain
variables are changed (see Gullahorn and Gullahorn 1963; Inbar and Stoll 19725
Hanneman 1988; Ragin and Becker 1989; Brent and Anderson 1990; Garson
1990; Anderson 1992; Gilbert and Doran 1993; Lee 1995; Gilbert 1995). ‘

Social Artefacts

The fourth main source of data, social artefacts, involves neither natural nor a
ficial situations. Rather, it involves the traces of social activities that people le
behind. Records of past social activities can be found in various places. Some are
officially — such as censuses, publicly available minutes of meetings, or biograp
and autobiographies ~ while others have been kept for private purposes — sucid
the internal reports and correspondence of a company or organization, an i
private letters or family photographs and genealogies. Unlike public records, €
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the form of the data, and the methods of data
is. When data are obtained separately from a
number of individuals, social units or social artefacts, the researcher has a choice
of either attempting to study an entire target population — all of those that meet
certain criteria — or selecting a sample from that population. When an entire
population is used, it has to be selected by defining the criteria for inclusion —
such as time, place and individual characteristics. When a sample is used, further
made from the defined population, using one or more sampling

being studied, the type of data,
collection, reduction and analys

selections are

methods.”
When sampling is used, it is frequently the weakest and least understood part of

a research design. The type of sample selected, and the method used to do so, can
have a bearing on many other parts of a research design, and these decisions can
determine the kind of conclusions that can be drawn from a study.

This section begins with a discussion of some of the key concepts in sampling,
in particular the technical meanings of population and sample. This is followed
by a review of the major sampling methods, commonly referred to as random and
non-random, but identified here as probabilistic and non-probabilistic. The idea
of ‘random’ methods has the disadvantage of being associated with ‘accidental’
sampling rather than the need for representativeness.

As part of this review, consideration is given to how different methods can
be combined, and how the size of a sample can be established. In addition, some
comments are made on the connection between the use of tests of significance
and probability sampling methods. Details of the techniques used in the major
methods of probability sampling, and the associated mathematics, will not be
elaborated here. (See, for example, Kish 1995 and Scheaffer et al. 2006 for techni-
cal details.) Rather, an overview of the major samp

consideration is given to the imp
have for other research design decisions.

Populations and Samples

First, it is necessary to clarify the technic
In order to apply a sampling technique,
population from which the sample is to be drawn. A population is an aggregate o
all cases that conform to some d
single members or units of a popu
actions, social situations, events, places,
free to define a population in whatever way
the research question(s). For example, a population might be defined as:

e the citizens of a country at a particular time;

e first-year university students at a particular university at a specific time;

e landline telephone subscribers in a particular city; s

o people of a particular age in a particular setting or context;
e all the issues of a particular newspaper published in a speci

period;

ling decisions is provided, and
lications that the choice of sampling method can

al meanings of population and sample.
it is first necessary to define the target

esignated set of criteria. Population elements aré
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Simple random samples require
that each element of a popuiano‘;l
be identified and, usually, numbered.
Once the size of the sample has been
determined, a list of computer-gen-
erated columns of random numbers

Sampling Methods
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Stratified sampling

mple in the same proportion as
age or ethnic identification. In order to do
relevant characteristic in the population.
ion elements can be grouped into the desired cat-
ions are made. By using the same sampling ratio in
le and female or age groups — the population distri-
will be represented proportionately in the sample.
e that there are sufficient numbers in the sample
be examined, For example, if people are to be com-
us affiliation, and a particular minority religion is
r this purpose, simple random, systematic or even
ce insufficient numbers from this category for later

s the only under-represented stratum, one solution
is to lower the sampling ratio for this stratum; for example, 1:3 rather than, say,

1:15 for the other strata. Another solution is to draw equal numbers from each
stratum, by varying the sampling ratios. Once the number that is required from
each stratum is decided, the denominator of the sampling ratio is arrived at by
dividing that number by the number in the stratum. For example, if there are four

strata of 5,000, 1,500, 1,000 and 100, and 50 are required from each stratum, the
sampling ratios would be 1:100, 1:30, 1:20 and 1:2.

in the population, for example, gender,
this, it must be possible to identify the
If this is possible, the populat

pared in terms of their religio
considered to be important fo
. stratified sampling may produ
~ analysis. Assuming that this i

. Strata are, in effect, separate populations. This problem can be overcome by
- Weighting each stratum in the sample to restore it to the original relative propor-
ons of the population strata. In the example just used, as the ratios between
“the population strata are 50:15:10:1, the numbers on which the data in each
atum are based would need to be multiplied by its respective ratio figure, or
dme multiple of it. The main disadvantage with this procedure is that any lack

ter sampling

other forms of probability sampling use one or a combination of simple

M sampling, systematic sampling or stratified sampling. The fourth
on sampling method is cluster sampling, one version of which is known
€a sampling. A cluster is a unit that contains a collection of population ele-
Ats. Cluster sampling selects more than one population element at a time, for
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example, a classroom of students, a city suburb of households, a street or block of
residences, a year of issues of a newspaper, or a month of applications for citizen-
ship. Cluster sampling is generally used when it is impossible or very difficult to
list all population elements. It also has the advantage that it can reduce the cost
of data collection by concentrating this activity in a number of areas, rather than
being scattered over a wide area. However, as clusters are unlikely to be identical
in their distribution of population characteristics, cluster sampling will normally
be less accurate than simple random sampling. It is not difficult to select a very
biased set of clusters, and this problem is exacerbated if only a few are selected.

Multi-stage sampling

Cluster sampling is often the first stage, or perhaps one of the stages, of multi-
stage sampling designs. The selection of the clusters themselves, and later selec-
tions within clusters, can use any of the three probability sampling methods. It
is preferable that clusters are of equal size; otherwise each population element
will not have an equal chance of being selected. However, this is not always
achievable as natural clusters may vary considerably in size. One rather complex
method for overcoming this is to stratify the clusters roughly according to size,
and use a sampling ratio in each cluster that will give each population element a
more or less equal chance of selection. Weighting can also be used, although this
adds to the complexity.

Multi-stage sampling is commonly used in surveys of householders. For
example, if householders in a large metropolitan area have been defined as the
population, the first stage could be a random selection of administrative areas
(e.g. local city councils), perhaps stratified by size, and/or mean socio-economic
status of the residents. The second stage could be based on subdivisions that are
used in census collection (perhaps using simple random procedures, or strati-

fied procedures if the areas vary considerably in size). This could be followed
by a random sample of households (perhaps using the systematic method while
walking along each street). Finally, a member of the household could be selected
by a random procedure. This sampling design does not require the identification
of households and householders until the very last stages, and even then they need
not be listed. Efficiencies in data gathering can be achieved as interviewers can
concentrate their efforts and save a great deal of time and money in travelling.
However, at each stage in this sampling design, sampling errors can creep in. In
order to compensate for this, a larger than the minimum desirable sample could
be used. Nevertheless, this design represents an example of how practical prob=

lems (e.g. not having access to lists of householders) can be overcome, and how:2
compromise can be struck between precision and cost. This is the kind of samplé
that was used in the first three of the sample research designs in chapter 12.
It is possible to combine probability and non-probability methods in a m
stage sample. For example, the selection of initial clusters, such as areas of a cit
based on the demographic characteristics of the residents, could be based ond
judgement of how each area typifies the range of these characteristics. Subsequen
sampling in each cluster could then use probability methods. Judgemental
pling will be discussed shortly.

—
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Single-stage non-probability sampling
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selection may be judgemental rather than being based on probability, although of the advanra

probability sampling should not be overlooked. selection into ratified random sam

leg. However, as the
» In neither case can the

Accidental or convenience sampling

The idea of randomness in sample selection should not be confused with selec-

tion byfaccidenft. Thcfmethod obf e;)c‘tcl:.idental olr conve;mjer;‘c;: Tamplingdis the most also produce adequate rf;si?ti;y t?t }?dmlﬁli;ter and quick to do in the field. It can
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resentative samples. The use of such methods may be an 1nd1(fat1or1 of llazmess or response rate, er than using a probability sample with 5
naivety on the part of the researcher, or may be used in ‘quick and dirty’ com- ‘ poor
mercial research. A typical convenience sample is obtained when an interviewer

stands on a street and selects people for interview accidentally as they pass. Such Judgemental or purposive sampling

respondents are representative of no particular population, not even of people One use of this method ; )

who passed that spot during a particular period of a particular day. The views costly to identify o od is tlo deal with situations where it is impossible
obtained in such a study do not even represent the mythical ‘person in the street’. _ list of the p0pula§1/ti paftlcu ar population; that is, where there is no Or_lverY
Doing accidental interviews at a selection of spots in a city is no help; the popu- could find res ondOn : Ements. For example, a study of intravenous davalI e
lation can neither be defined adequately nor its members be given an equal or through pol; P dentls Y @ number of means: by contactin users i il sy
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A similar kind of accidental sample is obtained when readers of a newspaper
or magazine are asked to complete a short questionnaire that is then cut out and
mailed in, or completed on a website. While the population may be defined as the
readers of that particular issue of the newspaper or magazine, the self-selection
process means that the respondents are representative of nothing. A similar
process can occur when a researcher advertises in the print media for people
with particular characteristics to volunteer to participate in a study; there is no
way of knowing how representative they might be of that population. In some cir-
cumstances a researcher may have to use such a sampling method as a last resort,
but the results from such a study would need to be heavily qualified.
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This method of sampling is certainly a big improvement on accidental sampling
and is commonly practised when it is impossible, difficult or costly to identify
members of a population. It has the advantage that it can produce a sample
with a similar distribution of characteristics to those that are considered to be
important in the population that it is supposed to represent. A set of selection -
criteria is identified because of their relevance to the research topic, although™
the establishment of these criteria may not be a simple matter. For example, This non-prob bil

in a study of undergraduate university students, three selection criteria might: ; probabilit
be used: gender (male and female), year at university (e.g. first, second, third,
and fourth or more); and type of degree being undertaken (e.g. arts, sciencéy
engineering, medicine, law, economics or education). These three criteria could
produce as many as fifty-six selection categories.® The researcher would then
have to decide how many respondents are to be selected in each categorys
There are two main possibilities: equal numbers in each category or numbi
proportional to their incidence in the population (if this is known). The fif
option can ensure sufficient numbers for analysis, while the second has s0
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Theoretical sampling

Finally, a common sampling method used in some qualitative research is theoreti-
cal sampling. When a researcher collects, codes and analyses data in a continuous
process, as in grounded theory, decisions about sample size are made progressively.
The initial case or cases will be selected according to the theoretical purposes that
they serve, and further cases will be added in order to facilitate the development
of the emerging theory. As theory development relies on comparison, cases will be
added to facilitate this. An important concept in this process is ‘theoretical satura-
tion’. Cases are added until no further insights are obtained; until the researcher
considers that nothing new is being discovered. Another grounded theory concept
related to sampling is “slices of data’, defined as ‘different kinds of data [that] give
the analyst different views or vantage points from which to understand a category
and to develop its properties’ (Glaser and Strauss 1967: 65). A variety of slices is
desirable to stimulate theory development. Just which slices are selected, and how
many, is a matter of judgement. An important point about this method of sam-
pling is that any notion of representativeness is irrelevant.

Accuracy, Precision and Bias

These three important sampling concepts need to be discussed briefly.” They
are concerned with the ability of a particular sample, and a particular method
of sampling, to be able to estimate a population parameter from a sampling
statistic. A population parameter is the actual value of a particular characteris-
tic, such as the percentage of females, or the mean age. A sample statistic is the
value of such characteristics obtained from the sample. The aim, of course, is to
draw a sample in which the value of the characteristic is the same as that in the
population.

The concept of accuracy refers to the degree to which a particular sample is
able to estimate a population parameter. A sample value is inaccurate to the
extent that it deviates from the population value. This is referred to as sampling
error. While it is usually not possible to establish the level of accuracy of an esti-
mate, it is possible to calculate from any one sample value the likely distribution
of all possible sample values. This possible distribution indicates the fluctuations
in sample values that result from random selection. In other words, the probable

accuracy or precision can be calculated and used as a basis for estimating the

population parameter.

*
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Sampling bias refers to the systematic errors of a particular sampling method.
These errors affect the capacity of the method to estimate population parameters.
Here we are dealing with not just one sample estimate, but with all possible"
samples that the method can produce. If it were possible to obtain the value ofa.
sample statistic for all possible samples from a population, and the mean of them;
was to be compared with the population parameter, the degree of bias of the sam=
pling method could be established. Some of the methods we have discussed a
less biased than others; the compromises made against simple random samplin
are usually responsible. k.,

Sampling and Tests of Significance
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population parameters. A test of significance, with a predetermined confidence or
probability level (such as 0.05), will estimate the chance that the sample statistic is
‘deviant’; that is, the statistic lies outside tolerable limits (the confidence interval).
To reiterate, these statistical tests are only relevant when probability sampling has
been used, and then only when there is a very good response rate.

In any attempt to generalize from a sample to a population, it is necessary to
decide on what is technically called a level of confidence: the degree to which
we want to be sure that the population parameter has been accurately estimated
from the sampling statistic. All such estimates of population parameters have
to be made within a range of values around the sample value, known as the
confidence limits. Just how big this range or interval is depends on the level of
confidence set. If you want to have a 95 per cent chance of correctly estimating
the population parameter, the range will be smaller than if you want to have a
99 per cent chance. For example, if in a sample of 1,105 registered voters, 33 per
cent said they would vote for a particular candidate at the next election, we can
estimate the percentage in the population to be between 30.2 and 35.8 (a range
of 5.6 per cent) at the 95 per cent level of confidence, and between 29.4 and 36.6
(a range of 7.2 per cent) at the 99 per cent level.!" Therefore, setting the level of
confidence high (approaching 100 per cent) will reduce the chance of being wrong
but, at the same time, will reduce the accuracy of the estimate as the confidence
limits will have to be wider. The reverse is also true. If narrower confidence limits
are desired, the level of confidence will have to be lowered. For example, if you
only want to be 80 per cent sure of correctly estimating a population parameter,
you can achieve this with very narrow confidence limits; that is, very accurately.
Hence, at an 80 per cent level of confidence, the confidence intervals would be
between 31.2 per cent and 34.8 per cent (a range of 3.6 per cent). However, this
more accurate estimate has limited value, as we cannot be very confident about
it. Hence, there is a need to strike a balance between the risk of making a wrong
estimate and the accuracy of the estimate. (See Blaikie 2003: 171-7.)

Unfortunately, there is no other way of generalizing from a probability sample
to a population than to set a level of confidence and estimate the corresponding
confidence limits. The commonly used levels of confidence are 95 per cent (0.05
level) or 99 per cent (0.01 level), but these are conventions that are usually used
without giving consideration to the consequences for the particular study. It is

worth noting again that these problems of estimation are eliminated if a popula-
tion is studied. As no estimates are required no levels of confidence need to be set;
the data obtained are the population parameters. i

The only other way to avoid having to use tests of significance to estimate.
population parameters from sample statistics, with all its assumptions and risks,

is to ‘average out’ results from many samples from the same population. The pos-
sible errors produced by a few deviant samples (and the probability is that theré
will be only a few if enough samples are drawn) become insignificant. Clearly, this
solution is not feasible so we have to content ourselves with tolerating some ris&
of being wrong in our estimate of a population parameter. '

There appears to be a great deal of misunderstanding about the use of tests
of significance with populations and samples. It is not uncommon for s0
researchers to call whatever units they are studying a sample, even when the unit
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