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population parameters. A test of significance, with a predetermined confidence or
probability level (such as 0.05), will estimate the chance that the sample statistic is
‘deviant’; that is, the statistic lies outside tolerable limits (the confidence interval).
To reiterate, these statistical tests are only relevant when probability sampling has
been used, and then only when there is a very good response rate.

In any attempt to generalize from a sample to a population, it is necessary to
decide on what is technically called a level of confidence: the degree to which
we want to be sure that the population parameter has been accurately estimated
from the sampling statistic. All such estimates of population parameters have
to be made within a range of values around the sample value, known as the
confidence limits. Just how big this range or interval is depends on the level of
confidence set. If you want to have a 95 per cent chance of correctly estimating
the population parameter, the range will be smaller than if you want to have a
99 per cent chance. For example, if in a sample of 1,105 registered voters, 33 per
cent said they would vote for a particular candidate at the next election, we can
estimate the percentage in the population to be between 30.2 and 35.8 (a range
of 5.6 per cent) at the 95 per cent level of confidence, and between 29.4 and 36.6
(a range of 7.2 per cent) at the 99 per cent level.!" Therefore, setting the level of
confidence high (approaching 100 per cent) will reduce the chance of being wrong
but, at the same time, will reduce the accuracy of the estimate as the confidence
limits will have to be wider. The reverse is also true. If narrower confidence limits
are desired, the level of confidence will have to be lowered. For example, if you
only want to be 80 per cent sure of correctly estimating a population parameter,
you can achieve this with very narrow confidence limits; that is, very accurately.
Hence, at an 80 per cent level of confidence, the confidence intervals would be
between 31.2 per cent and 34.8 per cent (a range of 3.6 per cent). However, this
more accurate estimate has limited value, as we cannot be very confident about
it. Hence, there is a need to strike a balance between the risk of making a wrong
estimate and the accuracy of the estimate. (See Blaikie 2003: 171-7.)

Unfortunately, there is no other way of generalizing from a probability sample
to a population than to set a level of confidence and estimate the corresponding
confidence limits. The commonly used levels of confidence are 95 per cent (0.05
level) or 99 per cent (0.01 level), but these are conventions that are usually used
without giving consideration to the consequences for the particular study. It is

worth noting again that these problems of estimation are eliminated if a popula-
tion is studied. As no estimates are required no levels of confidence need to be set;
the data obtained are the population parameters. i

The only other way to avoid having to use tests of significance to estimate.
population parameters from sample statistics, with all its assumptions and risks,

is to ‘average out’ results from many samples from the same population. The pos-
sible errors produced by a few deviant samples (and the probability is that theré
will be only a few if enough samples are drawn) become insignificant. Clearly, this
solution is not feasible so we have to content ourselves with tolerating some ris&
of being wrong in our estimate of a population parameter. '

There appears to be a great deal of misunderstanding about the use of tests
of significance with populations and samples. It is not uncommon for s0
researchers to call whatever units they are studying a sample, even when the unit
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e how much variation there is in the population on the key characteristics being
studied;

e the levels of measurement being used (nominal, ordinal, interval or ratio) and,
hence, the types of analysis that can be applied; and

e the extent to which subgroups in the sample will be analysed.

A common misunderstanding is that a sample must be some fixed proportion of a
population, such as 10 per cent.! In fact, it is possible to study very large popula-
tions with relatively small samples; that is, smaller percentages. While large popu-
lations may need larger samples than smaller populations, the ratio of population
size to an appropriate sample size is not constant. For example: for populations
around 1,000 the ratio might be about 1:3 or 33 per cent (a sample of about 300);
for around 10,000 the ratio may be about 1:10 or 10 per cent (1,000); for around
150,000 the ratio may be 1:100 or one per cent (1,500); and, for very large popu-
lations (say over 10 million), the ratio could be as low as 1:4,000 or a fraction of
a per cent (2,500) (Neuman 2014: 270-1).

It is not uncommon for opinion pollsters to use samples of 1,000-2,000 with
populations of many million. For such populations, increases beyond 1,000
produce only small gains in the accuracy with which generalizations can be made
from sample to population, and beyond 2,000 the gains are very small (see Blaikie
2003: 176-7). However, the analysis undertaken in opinion polls is usually very
simple. The factors mentioned above may require larger samples. It is in small
populations that care must be taken in calculating the sample size, as small
increases in size can produce big increases in accuracy, and vice versa. It is the
absolute size of a sample, not some ratio to the population size, that is important
in determining the sample’s ability to represent the population.

Various formulae are available to calculate a suitable sample size. However,
they are limited in their ability to take into account all the factors mentioned
above. One approach in studies that work with sample data in percentages is to
estimate the likely critical percentage as a basis for the calculation. For example, if
we have an idea that the voting between two candidates at an election is going to
be very close, then a poll prior to the election could select a sample to give the best
estimate assuming each candidate will get about 50 per cent of the votes. Foddy
(1988) has provided a formula for this.

pqz?

Sample size = =

where p is the expected percentage (say 50), g is p subtracted from 100 (in this

cent). In this example the sample would need to be 384, say 400.

the desired accuracy ~ the tolerable sampling error - in the estimation of pop
lation characteristics; and the distribution of answers to a question, such
voting preferences. The higher the desired accuracy, the bigger the sample m
be. For example, when a population is likely to be split about 50:50 in the

case 50), Z is the ¢ value for the chosen confidence level (say 95 per cent), and E-
is the maximum error desired in estimating the population parameter (say 5 pef

Hence, two important factors enter into the determination of sample sizét

answer to a critical question and the acceptable sampling error is 1 per cefify
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measurement to be used and on the kind of analysis to be undertaken. If some of
the variables are nominal, and three of these are to be used in a three-way cross-
tabulation, the size of the group would need to be about ten times the number of
cells in this table. For example, if country of birth (coded into three categories)
is to be cross-tabulated with political party preference (three categories), and if
the first variable were to be controlled by vear of migration (coded into three
time periods), then a table of twenty-seven cells would be produced requiring
a sub-sample of 270. If the smallest ethnic community makes up 10 per cent of
the population, then a total sample of 2,700 would be required. Of course, one
way to reduce the total sample size would be to use a stratified sample by ethnic
community, and different sampling ratios in each stratum, to make all sub-
samples of 270. If there were five ethnic communities, the total sample would
be exactly half (1,350), thus producing a considerable reduction in the cost of
the study. However, if the variables to be analysed are interval or ratio, much
smaller numbers can be used. One rule of thumb is to have a minimum of fifty
in each subgroup, but, clearly, many things should be considered in making this
decision.

Here are some important relationships between sample size, error and accuracy.

* As sample size increases, sampling error decreases and sample reliability
increases.

* As population homogeneity decreases, sample error increases and sample reli-
ability decreases.

¢ As sample error increases, sample reliability decreases, and vice versa.

‘Sample size must take into account the degree of diversity in the population
on key variables, the level of sampling error that is tolerated and the reliability
required of the sample’ (de Vaus 2002: 81). To reiterate, a small increase in the

the case for larger samples.

analysis to be used. The latter consideration reinforces the need to include in any
research design decisions about how the data will be analysed. It is easy to think
that this can be put off until later, but it cannot. Failure to make the decision is
likely to lead to samples that are the wrong size, to data that cannot be sensibly
analysed and, hence, to research questions that cannot be answered properly.
some studies, it is not possible to know in advance how the population is distei
uted on the characteristics being studied. Even rough estimates may be impossi
to make. In this case, the researcher must be conservative and use a sample thi
will cope with the worst possible situation, which means making it larger!
Having said all this, one other major consideration enters into the equa
It is the practical issue of resources. The ideal sample needed to answer a s€
research questions may be beyond the scope of the available resources. Samplest
decisions are always a compromise between the ideal and the practical, beté
the size needed to meet technical requirements and the size that can be ach

size of small samples can lead to a substantial increase in accuracy, but this is not

It will be clear from this discussion that a decision on sample size is rather
complex. The best a researcher can do is to be aware of the effects of accuracy
requirements, population characteristics, levels of measurement and the types of
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