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Data Management
and Analysis Methods

Gery W. Ryan and H. Russell Bernard

# Texts Are Us

This chapter is about methods for managing and analyzing qualitative data.
By gualitative data we mean text: newspapers, movies, sitcoms, e-mail rraf-
fic, folkrales, life histaries. We also mean narratives—narratives abour ger-
ting divorced, about being sick, abour surviving hand-to-hand combat,
ahoue selling sex, about trying to quit smoking. In fact, maost of the archaso-
logically recoverable information about human thought and human behav-
ior 15 text, the “good stufl™ of social science.

Schalars in content analysis began using computers in the 1950s 1o do
statistical analysis of texts (Pool, 1959}, but recent advances in technology
are changing the economics of the social sciences, Optical scanning today
makes light work of converting written texrs ro machine-readahle form.
Within a few vears, voice-recognition software will make light wark of
transeribing open-ended interviews, These rechnologies are blind to
epistemalogical differences, Interpretivists and positivises alike are using
these rechnologies for the analysis of texts, and will do so more and more,

Like Tesch (1990), we distinguish hetween the linguistic tradition,
which treats text as an object of analvsis ivsell, and the sociclogical tradi-
tion, which trears text as a window 1nto human experience (see Figure
7.13. The linguistic tradition includes narrative analysis, conversation (or
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discourse) analysis, performance analysis, and formal linguistic analysis,
Methods for analyses in this tradition are covered elsewhere in this Hand-
book. We focus here on methods used in the sociological wradition, which
we take to include work across the social sciences,

There are rwo kinds of written texts in the sociological tradition: {a)
words or phrases generated by techniques for systemaric elicitation and (b)
free-flowing texrs, such as narratives, discourse, and responses to open-
ended interview questions. In the next section, we describe some mechods
for collecting and analyzing words or phrases. Technigques for dara collec-
tion include free lists, pile sorts, frame elicitations, and rriad reses. Tech-
niques for the analysis of these kinds of data include componential analy-
sis, taxonomics, and mental maps,

W then turn to the analysis of free-flowing texes, We look fiest at nu,thﬂ
ods that use raw text as their input—methods such as key-words-in-
context, word counts, semantic network analysis, and cognitive maps, We
then describe methods that require the reduction of text to codes, These
include grounded cheory, schema analysis, classical content analysis, con-
tent dictionaries, analytic induction, and ethnographic decision models.
Fach of these methods of analysis has advantages and disadvantages. Some
are appropriate for exploring data, others for making comparisons, and
others for building and testing models, Noching does it all.

¢ Callecting and Analyzing Words or Phrases
Techniques for Systematic Elicitation

Researchers use rechniques for systematic elicitation o identify lists of
items that belong in a cultural domain and to assess the relationships
among these items (for detailed reviews of these methods, see Bernard,
1994; Borgarti, 1998; Weller, 1998; Weller & Romney, 1988). Culraral
domains comprise lists of words in a language chat somehow “belong
together.” Some domains (such as animals, illnesses, things o eat) ave very
large and inclusive, whereas others (animals you can keep at home, ill-
nesses that children get, brands of bct:? are relatively small, Some lists
isuch as the list of terms for members of a family or the names of all the
Major League Baseball teams) are agreed on by all narive speakers of a lan-
guage; others (such as the list of carpenters’ tools) represent highly special-
ized knowledge, and still others (like the list of greac left-handed baseball
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pitchers of the 20th century) are matrers of heated debare. Below we
review some of the most common systematic elicitation rechniques and
discuss how researchers analyze the dara they generare,

Free Lists

Free lises are particularly useful for identifying the items in a coltural
domdin. To elicit domains, researchers might ask, *“Whar kinds of illnesses
do you know?™ Some short, open-ended questions on surveys can be con-
sidered free lists, as can some responses generated from in-depeh ethno-
graphic interviews and focus grops, Investigators interpret the frequency
of mention and the order in which items are mentioned in the lists as indi-
cators of items' salience (for measures of salience, see Robbins & Nolan,
1997, Smith, 1993, Smich & Borgatti, 1998). The co-occurrence of items
across lists and the proximity with which items appear in lises may be used
as measures of similarity among items (Borgattl, 1998; Henley, [969; fora
clear example, see Fleisher 8¢ Harringron, 1993).

Poired Comparisons, Pile Sorts, Tnod Tests

Researchers use paired comparisons, pile sorts, and triads tests to ex-
plare the relationships among items. Here are two questions we might ask
someone in a paired comparison test abour a lisc of fruies: (a) *On ascale of
| to 5, how similar are lemons and watermelons with regard to sweet-
ness? " (b)) “Which is sweeter, watermelons or lemons?” The first question
produces a set of fruit-by-fruic matrices, one for each respondent, the
entries of which are scale values on the similarity of sweetness among all
pairs of fruits, The second question produces, for each respondent, a per-
fect rank ordering of the ser of fruirs.

In a pile sort, the researcher asks each respondent ro sarr a ser af cards
ot objects into piles. Item similarity is the number of times each pair of
items is placed in the same pile (for examples, see Boster, 1994; Roos,
19948). Tnyp eriad cese, the researcher presents sees of three items and asks
each respondent eicher to “choose the two most similar items™ or to “pick
the item that is the most different.” The similarity among paics of items is
the number of times people choose to keep pairs of items together (for
some good examples, see Albert, 1991; Harman, 1998).
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Frame Substitution

I the frame substitution task (D" Andrade, 1995; D" Andrade, Quinn,
Merlove, & Romney, 1972; Frake, 1964; Metzger & Williams, 1966), the
researcher asks the respondent to link each item in a list of irems with 2 list
of atrributes. D' Andrade er al, (1972) gave people a list of 30 illness terms
and asked them to fill in the blanks in frames such as “You cancacch
from other people,” “You can have _ and never know it,” and “Maost
people get  acone time or other” {p. 12, for other examples of frame
substitution, see Furbee & Benfer, 1983; Young, 1978).

Techniques for Analyzing Data About Cultural Domains

Researchers use these kinds of data to build several kinds of models
about how people think, Componential analysis produces formal models
of the elements in a cultural domain, and taxoromies display hierarchical
associations among the elements in a domain. Mestal wmaps are best for
displaying fuzzy constructs and dimensions. We treat these in turn.

Carmponential Analysis

As we have outlined elsewhere, componential analysis (or feature anal-
vsis) is a formal, qualitative technique for studying the content of meaning
{Bernard, 1994; Bernard & Ryan, 1998). Developed by linguists to iden-
tify the features and rules that distinguish one sound from another
{Jakahson 8¢ Halle, 1958), the technique was elaborated by anthropolo-
gists in the 1950s and 1960s {Conklin, 1955; D'Andrade, 1995; Frake,
1962; Goodenough, 1956; Rushforth, 1982; Wallace, 1962). (For a par-
ticularly good description of how to apply the method, see Spradley, 1979,
pp. 173-184.)

Componential analysis is based on the principle of distinctive fearures.
Any two items (sounds, kinship terms, names of plants, names of animals,
and so on} can be distinguished by some minimal ser (2#) of binary fea-
rures—that is, features thae either occur or do noe accur, It takes owo fea-
tures to distinguish four items (20 = 4, in ather words), three features to
distinguish eight items (2! = 8), and so on. The trick is to identify the
smallest ser of features that best describes the domain of incerese. Table 7.1
shows that just three features are needed to describe kinds of horses.
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Figure 7.2. Clinicians” Taxonomy of Contraceptive Methods

SOURCE; Based on Enckson (1997).
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[nterinformant varacion is commaon in folk l'uxonmr::li::s, That is, ciffer-
ent people may use different words 1o refer ro the same category of things.
Some of Erickson’s (1997) clinician informants referred to the “highly
effective” group of methods as “safe,” “more reliable,” and “sure bets.”
Category labels need not be simple words, but may be complex phrases;
for example, see the category in Figure 7.1 COMPrising contraceptive
methods in which vou “have to pay attention to timing.” Sometimes,
people have no labels at all for particular categories—at least none that
ey can dredge up easily—and categories, even when named, may be
fuzzy and may overlap with other categories. Cwerlapping cluster analysis
{Hartigan, 1975) identifies groups of items where a single irem may ap-
pear in multiple groups.

Mental Maps

Mental maps are visual displays of the similarities among items,
whether or not those items are organized hierarchically. One popular
method for making these maps is by collecring data about the cognitive
similarity or dissimilarity among a set of objects and then applying multi-
dimensional scaling, or MDS, to the similarities (Kruskal 8 Wish, 1978).

Cognitive maps are meant to be directly analogous to physical maps,
Consider a table of distances between all pairs of cities on a map. Objects
(cities) that are very dissimilar have high mileage between them and are
placed far apart on the map; objects that are less dissimilar have low mile-
age berween them and are placed closer toge ther. Pile sorts, triad rests, and
paired comparison tests are mMeasures of cognitive distance. For example,
Ryan (1995} asked 11 literate Kom speakers in Cameroon to perform suc-
cessive pile sorts on Kom illness terms. Figure 7.3 presents an MDS plaof
the collective mental map of these terms. The five major illness categories,
circled, were identified by hierarchical cluster analysis of the same matrix
used to produce the MDS ploc!

Data from frame substitution tasks can be displayed with correspon-
dence analysis (Weller & Romney, 1990).2 Correspondence analysis scales
both the rows and the columns into the same space. For example, Kirchler
{1982) analyzed 562 obituaries of managers whao had died in 1974, 1980,
and 1986. He identified 31 descriptive categories from adjectives used in
the obituaries and then used correspondence analysis to display how these
categories were associated with men and women managers over time. Fig-
ure 7.4 shows that male managers who died in 1974 and 1980 were seen
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Figure 7.3, Mental Map of Kom [lness Terms

by their surviving friends and family as active, intellipent, ontstanding,
conscientions, and experienced experts. Although the managers who died
in 1986 were still respected, they were more likely to be described as entre-
prenewrs, opinion leaders, and decision makers. Perceptions of female
managers also changed, but rhey did not become more like their male
counterparts. [n 1974 and 1980, female managers were remembered for
being nice people, They were described as kind, likable, and adorable. By
1986, women were remembered for their cowrage and commitment.
Kirchler interpreted ehese dara o mean that gender stercorypes changad
in the early 19805, By 1986, hath mdle and female MANARErs Were per-
ceived as working for success, but men impressed their colleagues through
their knowledge and expertise, whereas women impressed their col-
leagues with motivation and engagement.
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SOURCE: Erich Kirchler, * Adorable Woman, Expert Man: Changing Gender Images of
Women and Men in Management,” Evropean Journal of Social Faychology, 22 (1992), p. 371
Copyright 1992 by John Wilsy & Sons Limited. Reproduced by permission of John Wiley &
Sona Limited.

+ Methods for Analyzing Free-Flowing Text

Alehough raxonomies, MDS maps, and the like are vseful for analyzing
short phrases or words, most qualitarive dara come in the form of free-
flowing texts. There are two major types of analysis, In one, the text is seg-
mented into its most basic meaningful components: words. In the other,
meanings are found in large blocks of text.
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Analyzing Words

Techniques For word analysis include key-words-in-contexr, word
counts, structural analysis, and cognitive maps. We review each below.

Key-Words-in-Context

Researchers create key-words-in-context (KWIC) lists by finding all the
places in a rext where a particular word or phrase appears and printing it
out in the context of some number of words {say, 30) before and after ir.
This produces a concordance, Well-known concordances have been done
on sacred texes, such as the Old and New Testaments (Dartor, 1976;
Harch & Redpath, 1954) and che Koran (Kassis, 1983), and on famous
works of literature from Euripides (Allen & Iralie, 1954) to Homer
(Prendergast, 1971), to Beowulf (Bessinger, 1969, o Dylan Thomas
(Farringdon & Farringdon, 1980}, (On the use of concordances in modern
literary studies, see Burton, 1981a, 1981b, 1982: McKinnon, 1993.)

Word Counts

Word counts are useful for discovering patterns of ideas in any body of
text, fram field notes to responses to open-ended questions. Students of
mass media have used use word counts to trace the ebb and flow of support
for political figures over time (Danielson & Lasorsa, 1997, Pool, 1952).
Differences in the use of words common to the writings of James Madison
and Alexander Hamilton led Mosteller and Wallace (1964) ra conclude
that Madison and not Harmilton had written 12 of the Federalist Papers,
(For other examples of authorship studies, see Martindale & McKenzie,
1995, Yule 1944/1968.)

Word analysis (like constane comparison, memoing, and other tech-
niques) can help researchers to discover themes in rexes. Ryvan and Weisner
{1996) instructed fathers and mothers of adolescents in Los Angeles:
“Dreseribe vour children. [o your own words, just tell us about them.”
Byan and Weisner identified all che unique words in the answers they gor
to that grand-rour question and noted ghe number of times cach word was
used by mothers and by fathers. Mothers, for example, were more likely to
use words like (Fends, creative, time, and honest; fathers were more likely
to use words like sehool, good, lack, student, enjoys, independent, and
extrenely, This suggests that mothers, on first mention, express concern
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over interpersonal issues, whereas fathers appear to prioritize achieve-
ment-oriented and individualistic issues. This kind of analysis considers
neither the contexes in which the words cccur nor whether the words are
used negatively or positively, buc distillations like these can help research-
ers to identify important constructs and can provide data for systemartic
COMPATISONS 4Cr0ss groups.

Structural Analvsis and Semantic Metworks
L]
1‘

» Metwork, or structural, analysis examines the properties thar emerge
from relations among chings, As early as 1959, Charles Osgood created
word co-oceurrence matrices and applied factor analysis and dimensional
plocting to describe the relarions among words, Today, semantic network
analysis is a growing field (Barnetr & Danowski, 1992; Danowski, 1982,
1943). For example, Nolan and Ryan (1999) asked 59 undergraduates (30
women and 29 men) to describe their “maost memorable horror [lm.” The
researchers idenrified the 45 most common adjectives, verbs, and nouns
used across the descriptions of the [ilms. They produced a 45 (waord)-by-
59(person) matrix, the cells of which indicated whether each student had
used each key word in his or her description. Finally, Nolan and Ryan cre-
ated a 59{person)-by-3Hperson) similarity matrix of people hased on the
co-occurrence of the words in their descriptions.

Figure 7.5 shows the MDS of Molan and Ryan's daca. Alchough there is
some overlap, itis pretry clear thar the men and women in their study used
different sets of words to describe horror films, Men were more likely to
use words such as teenager, disturbing, violence, rural, dark, conmntry, and
hillbilly, whereas women were more likely to use words such as boy, fittle,
devil, young, horror, father, and evil. Nolan and Ryan interpreted these
results to mean that the men had a fear of rural people and places, whereas
the women were more afraid of betrayed intimacy and spiritual posses-
sion. (For other examples of the use of word-by-word matrices, see Jang &
Barnect, 1994; Schnegg & Bernard, 1996.) This cxample makes abun-
dantly clear the value of turning qualitative data into quantitative dara:
Doing so can produce information thar engenders deeper interpretations
of thg,meanings in the original corpus of qualitative data. Just as in any
mass of numbers, it is hard to see patterns in words unless one firse does
some kind of data reducrion. More about this below,

As in word analysis, one appeal of semantic network analysis is that the
data processing is done by computer. The only investigator bias intro-
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Figure 7.5, Multidimensional Scaling of Informanes Based on Words Used in
Descriprions of Horror Films

duced in the process is the decision to include words chat oceur at least 10
times or 5 times or whatever, (For discussion of computer programs thar
produce word-by-text and word-by-word co-occurrence matrices, see
Borgared, 1992; Doerfel & Barnetr, 1996.) There is, however, no guaran-
tee that the output of any word co-occurrence matrix will be meaningful,
and it is notoriously easy to read patterns (and thus meanings) into any set
of items.

Cognitive Maps

Cognitive map analysis combines the intirion of human coders with
the quantitative mechods of networl dhalysis, Carley’s worle with this
technigue is instructive, Carley argues thar if cognitive models or sche-
mata exist, they are expressed in the texes of people's speech and can
be represented as netwaorks of concepts (see Carley & Palmquist, 1992,
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p. 602), an approach also suggested by D*Andrade (1991). To the extent
that cognitive models are widely shared, Carley asserts, even a very small
set of texts will contain the information required for describing the mod-
els, especially for narrowly defined arenas of life.

In one study, Carley {19%3) asked students some questions about the
work of scientists. Here are two examples she collected:

Strdent A: | found that scientists engage in research in order to make discov-
Sries and generate new ideas, Such research by scientists is hard work and
wften involves collabaration with other scientists which leads to discoveries
which make che scientists famaons. Such collzhoration may be informal, such
as when they share new ideas over lunch, or formal, such as when they are
coauthors of a paper.

Sraedent B: o was hard work to research famous scientists engaged in collab-
oration and | made many informal discoveries. My research showed thar
seiencists engaged in collaboration with other scientists are coauthors of at
least one paper containing their new ideas, Some seientists make formal dis-

coveries and have new ideas. {p. %)

Carley compared the students’ texts by analyzing 11 conceprs: [, scientists,
research, hard work, collaboration, discoveries, new ideas, formal, fnfor-
mal, coauthors, paper. She coded the concepts for their strength, sign (pos-
itive or negative), and direction {whether one concept is logically prior to
others), not just for their existence. She found that although students used
the same concepts in their texts, the concepts clearly had different mean-
ings. To display the differences in understandings, Carley advocares the
use of maps that show the relations between and among concepts. Figure
7.6 shows Carley’s maps of two of the rexts.

Carley’s approach is promising because it combines the automation of
waord counts with the sensitiviey of human intuition and interpretation. As
Carley recognizes, however, a lot depends on who does the coding, Differ-
ent coders will produce different maps by making different coding
choices, In the end, native-language competence is one of the fundamental
methodological requirements for analysis (see also Carley, 1997; Carley
& Kaufer, 1993; Carley & Palmquist, 1992; Palmquist, Carley, & Dale,

19971,

Key-words-in-context, word counts, structural analysis, and cognitive
maps all reduce rext to the fundamental meanings of specific words. These
reductions make it easy for researchers to identify general patterns and
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Figure 7.6, Coded Maps of Two Students” Texts

SOURCE: Kathleen Carley, "Coding Choices for Textual Analysis: A Comparison of Con-
tent Analysis and Map Analysia,” in I Marsden (Ed.), Secialogion! Methodelogy (Oxford:
Blackwell, 1993}, p. 104, Copyright 1993 by the American Sociological Association, Repro-
duced by permisaion of the American Sociological Association,

make comparisons across texts. With tl‘J’E exception of KWIC, however,
these techniques remove words [rom the contexts in which they occur,
Subtle nuances are likely to be lost—which brings us ro the analysis of
whole texts,
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Analyzing Chunks of Text: Coding

Coding is the heart and soul of whole-text analysis, Coding forces the
researcher to make judgments about the meanings of contiguous hlu::l-:? of
text. The fundamental tasks associated with coding are sampling, identify-
ing themes, building codebooks, marking texts, constructing m!:_hd_cis (rela-
tionships among codes), and testing these models againse fmpl.rlﬁﬂl d:.un.
We outline each task below. We then describe some of the major cm{n}g
Traditions: grounded theory, schema analysis, classic content analysis,
content dictionaries, analytic induction, and ethnographic decision trees,
We want to emphasize that no particular tradition, whether humanistic or
positivistic, has a monopoly on text analysis,

Sampling

Investigators must fiest identify a corpus of texts, and then select the
units of analysis within the texts. Selection can be either random or pur:
posive, but the choice is not a marter of cleaving to uneapismn_mlqglml
tradition or another. Wairzkin and Brire (1993) did a thoroughgoing inter-
pretive analysis of encounters berween patients and doctors by selecting
50 rexts at random from 336 audioraped encounters. Trost (1986) used
classical content analysis to test how the relationships between teen-
agers and their families might be affecred by five different dichotomous
variables. He intentionally selected five cases from each of the 32 possi-
ble combinations of the five variables and conducted 32 x § = 160
interviews, .

Samples may also be based on extreme or deviant cases, cases that illus-
trate maximum variety on variables, cases that are somechow rypical of a
phenomenon, or cases that confirm or disconfirm a hypothesis. (For re-
views of nonrandom sampling strategies, see Patton, 1990, pp. 169-186;
Sandelowski, 1995b,) A single case may be sufficient to display samerhirlug
of substantive importance, but Morse (1994) suggests using ar least six
participants in studies where one is trying to understand the essence of
experience, Morse also supgests 30-50 interviews for ethnographies illl"ld
gréﬂnded theory studies, Finding themes and building theory may require
fewer cases than comparing across groups and testing hypotheses or
models. .

Onece the researcher has established asample of rexes, the nexe step 18 to
identify the basic units of analysis. The units may be entire texts (books,
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interviews, responses to an open-ended question on a survey), grammati-
cal segments (words, word senses, sentences, themes, paragraphs), for-
matting units (rows, columns, or pages), or simply chunks of text that
reflect a single theme—what Krippendorf (1980, p. 62) calls thematic
units, In general, where the objective is to compare across texts (as in the
case of classical content analysis), the units of analysis need to be non-
overlapping. (For discussion of additional kinds of units of analysis, see
Krippendorf, 1980, pp. 57-64; Tesch, 1990.)

Finding Themes

Themes are abstract (and often fuzzy) conseructs that investigators
identify before, during, and after data collection. Literature reviews are
rich sources for themes, as are investigators’ own experiences with subject
matter. More often cthan not, however, researchers induce themes from
the texe itself.

There is more than one way to induce themes. Grounded theorists sug-
gest a careful, line-by-line reading of the text while looking for processes,
actions, assumptions, and consequences, Schema analysts suggest looking
for metaphors, for repetitions of words, and for shifts in content (Agar &
Haobbs, 1985). Content analysts have used KWIC o identify different
meanings. Spradley (1979, pp. 199-201) suggests looking for evidence of
social conflict, cultural contradictions, informal merthods of social con-
trol, things that people do in managing impersonal social relationships,
methads by which people acquire and maintain achieved and ascribed sta-
tus, and information about how people solve problems. Fach of these are-
nas is likely to yield major themes in cultures. Barkin, Ryan, and Gelberg
(1999) had multiple coders independently sort informants’ statements
into thematic piles. They then used multidimensional scaling and cluster
analysis on the pile-sort data to identify subthemes shared across coders.
(For another example, see Patterson, Bettini, & Nussbaum, 1993.)

Willms et al. (1990) and Miles and Huberman (1994) suggest that
researchers start with some general themes derived from reading the licer-
ature and add more themes and subthemes as they go. Shelley (1992) fol-
lowed this advice in her study of how jocial nerworks affect people with
end-stage kidoney disease. She used Ju: Outline of Cultural Materials
(Murdock, 1971) as the basis of her coding scheme and then added addi-
tional themes based on a close reading of the text, Bulmer (1979) lists
L0 different sources of themes, including literature reviews, professional
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gy
definitions, local commonsense constructs, and researchers' values and

prior experiences. He also notes that investigators’ general theoretical ori-
entations, the richness of the existing literature, and the characteristics of
the phenomena being studied influence the themes researchers are likely
to find.

Mo matter how the researcher actually does inductive coding, by the
time he or she has identified the themes and refined them to the point
where they can be applied to an entire corpus of texts, a lot of interpretive
analysis has already been done. Miles and Huberman (1994) say simply,
*Coding is analysis™ {(p. 56).

Building Codebooks

Codebooks are simply organized lists of codes (olten in hierarchies).
How a researcher can develop a codebook is covered in detail by Dey
(1993, pp. 95-151), Crabtrec and Miller (1992), and Miles and
Huberman (1994, pp. 55-72). MacQueen, McLellan, Kay, and Milstein
{1998) suggest that a good codebook should include a detailed description
of each code, inclusion and exclusion criteria, and exemplars of real texx
for each theme, If a theme is particularly abstract, we suggest that the re-
searcher also provide examples of the theme's boundaries and even some
cases that are closely related but not included within the theme. Coding is
supposed to be data reduction, not proliferation (Miles, 1979, pp. 5§93-
594), The codes themselves are mnemonic devices used to identify or
mark the specific themes in a text. They can be either words or numbers—
whatever the researcher finds easiest to remember and to apply.

QQualitative researchers working as a team need to agree up front on
what to inelude in their codebook, Maorse (1994) suggests beginning the
process with a group meeting. MacQueen etal. (1998) suggest that a single
team member should be designated “Keeper of the Codebook™—we
strongly agree.

Good codebooks are developed and refined as the research goes along.
Kurasaki (1997) interviewed 20 sansei—third-generation Japanese Amer-
icans—and used a grounded theory approach to do her analysis of echnic
iddenviry. She started with seven major themes, As the analysis progressed,
she split the major themes into subthemes, Bventually, she combined two
of the major themes and wound up with six major themes and a toral of 18
subthemes. (Richards & Richards, 1991, discuss the theoretical princi-
ples related to hierarchical coding structures that emerge out of the data.

276

Ly
Data iﬁnnﬂgemr and Analysls Methads

Araujo, 1995, uses an example from his own research on the traditional
British manufacturing industry to describe the process of designing and
refining hierarchical codes.)

The development and refinement of coding categories have long been
central tasks in classical content analysis (see Berelson, 1952, pp. 147-
168; Holsti, 1969, pp. 25-126) and are particularly important in the con-
struction of concept dictionaries (Deese, 1969; Stone, Dunphy, Smith, &
Ogilvie, 1966, pp. 134-168). Krippendorf (1980, pp. 71-84) and Carey,
Morgan, and Oxtoby (1996) note that much of codebook refinement
comes during the training of coders to mark the text and in the act of
checking for intercoder agreement. Disagreement among multiple cod-
ers shows when the codeboolk is ambiguous and confusing, The firse run
also allows the researcher to identify good examples to include in the
codebool,

Morking Texts

The act of coding involves the assigning of codes to contiguous units of
text. Coding serves two distinct purposes in qualitative analysis. First,
codes act as tags to mark off text in a corpus for laver retrieval or indexing,
Tags are not associated with any fixed units of text; they can mark simple
phrases or extend across multiple pages. Second, codes act as values
assigned to fixed units (sce Bernard, 1991, 1994; Seidel & Kelle, 1995).
Here, codes are nominal, ordinal, or ratio scale values that are applied o
fixed, nonoverlapping units of analysis. The nonoverlapping units can be
texts (such as paragraphs, pages, documents), episodes, cases, or persons.
Codes as tags are associated with grounded theory and schema analysis
(reviewed below), Codes as values are associared with classic content
analysis and content dictionaries. The twa types of codes are not mutually
exclusive, but the use of one gloss—code—for both concepts can be
misleading.

Analyzing Chunks of Texts:
Building Conceptual Models

Once the researcher identifies a ser&f things (themes, concepes, heliefs,
behaviors), the next step is to identify how these things are linked to each
other in a theoretical model (Miles & Huberman, 1994, pp. 134-137).
Models are sets of abstract constructs and the relationships among them
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