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UNIVARIATE DESCRIPTIVE
S5TATISTICS

This chapier explains how data concerning one variable con be summuprized and
deseribed, with tables and with simple charts and disgrams,
Adter studying this chapter, the stadent should know:
+ the basic types of univarate descriptive measures:
= how the level of measurement determines the descriptive messures o be
used;
how to interpret these descriptive measures;
how o read a frequency table:
o the differences in the significance and the vses of the mean and the median:
*  how e interpret the mean when a quantitative variable is coded;
*  how o describe the shape of a distribution {symimetry; skewness);
*  how to present data (frequency tables: chartsy:
* what sre weighted means and when 1o use them,

Data files comn o Lot of information that must be summarzed i order o be
useful. 10 we look for instanee at the variable age in the data e GSS93 subset that
cirmies with the SPSS package. we will find 1500 eniries, giving us the age of every
mdlividual in the sample, 1f we examine the ages of men and women separately, we
vannot determine, by looking simply at the raw data, whether men of this sample
tend 1o be older than women or whether it is the other way around. We would need
to know. let us say, that the average age of men is 23 vears and of women 20 years
Lo make 4 comparison. The average is a descriptive measure.

Descriptive statistics aim at describing a situation by summarizing information
it 2 way that highlights the important numerical features of the duta. Some of the
information is lost as a result. A goad summary captures the essential aspects of the
dara and the most relevant ones. It summarizes it with the help of numbers, usually
organized into tables, but also with the help of charts and graphs that give a visual
representaien of the distributions,
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UNIVARIATE DESCRIPTIVE STATISTICS am
[ this chapter. we wiall be looking al one vanable at a time. Measures that
e measures, We will examine bivariate

mensures, those measures that concern two variables together, in Chapter 8,

concern one variable are called omivi
There are three important types of univariale descriptive measures:

o measures of central endency,
o measures of dispersion, and
e measures of position,

Measures of central tendency (sometimes called measwres of the center) answer
the question: What are the categories or numerical values that represent the Sk of
the data in the best way? Such measures will be uselul for comparing various groups
within o population, or secing whether o variable has changed over time. Measures
of central tendency include the mear (which is the echnical term for average), the
meeltenn, and the mode,

Mensures of dispersion answer the gquestion: How spread oot is the data? 1s it
mostly concentrated around the center, o spread out over a large range of values?
Measures of dispersion include the standard deviation, the variance, the range (there
are several variants of the range, such as the interguartile range) and the coeflicient
of variatien.

Measures of position answer the question: How is one individual entry posi-
tioned with respect e all the others”? Or how does ane individual score on o variable
in comparison with the athers? IF you want o know whether you are part of the 1op
5% of a math class, you must use a measure of position. Measures of position
melude percentiles, deciles, and quartiles.

Other measaees. In addition o these measures, we can compule the freqguencies
ol certnin subgroups of the population, as well as certmn caties and preoportions that
help us compare their relative importance, This is particularly useful when the vari-
able is qualitative, or when it s quantitative but its values have been grouped into
colggorics.

The various descriptive measures that can be used in o specific situation depend
on whether the variable is qualitative or quantitative. When the variable is quantita-
live, we can look at the general shapre of the disteifution, o see whether it s sym-
metric (that is. the values are distributed in o similar way on both sides of the centen)
or skewed (that is. lacking symmetry), and whether it is r;}lhcr flat or rather peaked
(a characteristic called kurtosis. #

Finally, we can make use of charts o convey a visual impression of the distibu-
tion of the data, [t is very easy o produce colorful sutputs with any stalistical soft-
ware. s |_]'|'||'|-i'|.|'|[||'||_. h|_'|\.1.-1:1.-|:|1 Wy chonse |h.l.' .:J.l?lf.'.l'r.lllw'm'n'a' char, one thit i.:\

megrgngful and that comveys the most imporiant properies of the dat, This is not
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alwaes easy, and you will have o pay atlention o the way an appropriste chart is
chosen, a choice that depends on the fevel of measurement of the variable,

It s very impertant to realize that the statistical measures used o describe the data
pertaining 1o a variable depend on the level of measurement used, 1f a variable is
measured at the nominal scale, you can compute certain measures and nol others.
Theretore you should pay attemtion to the conditions under which 2 measure
could be used; otherwise you will end up computing numerical values that are
meaningless.

Measures of Central Tendency
For Qualitative Variables

The hest way o describe the data that corresponds o o qualitative variable is to show
the Prequencies of it varions cotegorivs, which are a simple count of how nany
individuals fall into ench category, You could then work out this count as a percent-
age of the 1otal number of units in the sample. When you ask for the frequencies,
SPSS automatically caleulales the percentages as well, and it does it twice: the per-
centage with respect to the wial number of people in the sample, and the percentags
with respect 1o the valid answers only, called valid percent in the SPS3 outputs, Let
us say that the percentage of people who answered Yes to a question is 40% of the
total. If only half the people had answered, this percentage would correspond to 80%
af the valid answers. In ather words, although 40% of the people answered Yes, they
sl constitute 80% of those whe answered. SPSS gives you both percentages (the
el pereentage and the valid percentage ) and you have w decide which one 18 more
significant m o particular situmtion,

Forinstanee, Table 30 summarizes the answers (00a question sbout the legalization
ol marijuan, oo sorvey given oo sample of 1500 individuals,

Takle 3.1 A frequency table, showing the frequencies
of the various categories, as well as the percentage
and valid percentage they represent in the sample

Should Marijuana Be Made Legal

E'“ | Frequency | Percent |Valid Percent
Yalid Legal zil 1.1 T
Mt begal 7o 479 | T3
Toal valid LRl fi2.0h LWy
Missing ST Ha |
| Total 1 5iH) ey l

Table 5.0 ells ws that the sample included 1500 mdividuals, but thal we have the
amswers o that question for 830 individuals only, The percentage of positive answers
can be caleulated either out of the il number of people in the sample, giving
P 1% s shown in the Percent column, or out of the number of people for whom we
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P2 0% us shown in the Vadid Percent column, Which pereentoge

have answers, giving 22,
1% the most useful? U depends on the reason for the missing answers, [f people did
ot answer because the guestion was asked of only o subset of the sample, the valid
percentage is easier o interpret, Bul if 570 people abstained because they do not
want 1o let their opinion be known, it is more dilficult 1o interpret the resulting
figures, A good analysis should include a discussion of the missing answers when
their proportion is as important as it is in this example.

Table 3.1 comes from the SPSS output. When we write a statistical report, we do
not include all the columns in that table, Most of the time, vou would choose either
the valild percentage (which is the preferred solution) or the wial percentage, but
rarely both, unless you want 1o discuss specifically the difference between these two
percentages, The cumulative percentage is only used for ordinal or guaniitative
variables, and even then is included only if you plan o discuss it

Tordescribe the center of the distribution of a gualitative variable, vou must deter-
mine which category includes the bigpest coneentration of data, This is called the
miode, The mnde for o gealiiative variable i the category thar Bas the highest
freguensy Csometimes called modal category),

The meadal category could include more than 30% of the data, In this case we say
that this category includes the majority of individuals, If the medal category
includes less than 30% of the data, we say that it constitutes o plurality, We can
illustrate this by the follewing situations concerning the voles in an election,

First situation: Party A 3490 of the vores
¥

Tty 1B 214 of the votes

Fariy 25% of the votes,

Here we conld say that Party A won the election with o maforie, Compare with the

following situation,

Second situation: Party & A of the vores
Party B 3G of the vores
Party 23% of the voles,

/

Here we can say that Pary A won the election with @ phesalioe of votes, but withour
amagority, 11 Parties B oand O formed o coalinon, they could defean Parcy AL For this
repson, some countoes include in therr electoral law o provision that, should the
winning candidate or o winning party get less than the absolute majority of voles
(500 4 1), a0 second wrm should ke ploce among those candidates who are ot the
top ol the list, sooas teoend apowith oowimner having more than 5095 af the votes,

A pood deseription of the distribution of o gualitative variable should include o

mention of the modal cotegory, but 10 should alsooinclude o discussion of the pattern
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alwibys ensy, and you will have 1o pay altention o the way an appropriate chart is
chosen, o choice that depends on the level of messurement of the variable.

[t is very important (o realize that the sutistienl measures wsed W describe the da
pertining o variable depend on the level of measurement vsed. IF & variable is
measured at the nominal scale, you can compute certain measures and oot olbers,
Therefore wvou should pay attention 1o the corditions under which a measure
could be useds otherwise vou will end up computing numerncal values that are
menningless,

Measures of Central Tendency
For Qualitative Variables

The best way to describe the dats that vorresponds o a qualitative variable is to show
the frequencies of its various categorics, which are a simple count of how fmany
individuals fall into ench category. You could then work out this count as & percent-
age of the ol number of units in the sumple, When you ask for the frequencies,
SPSS sutomatically caleulites the percentages as well, and it does it twice: the per-
centage with respect to the wial nember of people in the sarmple, and the percentage
with respect o the valid answers only, called valid pereent in the SP55 autputs, Let
us say that the percentage of people who answered Yes 1o a question is 40% of the
total. 1T only half the people had answered, this pereentage would comespond 1o 80%
of the valid answers, [n other words, although 40% of the people answered Yes, they
shll constitule 80% of those who answered. SPSS gives you both percentages ithe
total percentage and the valid percentage) and you have to decide which one is more
sigmiticant in o particalar situation.

For instance, Table 3.1 summarizes the answers to 2 question about the legalization
of marijuana, in a survey given to a sample of 1500 individuals.

Table 3.9 A frequency table, showing the frequencies
of the various categories, as well as the percentage
and valid percentage they represent in the sample

Should Marijuana Be Made Legal

| |Frequency | Percent |Valid Percent |
= N bbbt 0 Mo Pl o ot ok
Valld Legul T 4.1 | 7
| Mot legal | T A7 4 TT.3
Tonal winlad a0 | [ ] HETH
Melinsdmg 570 LEAY]
T ! 151H1 LLUERS

Table 3.1 tells us that the sumple included 1500 individuals, but that we have the
answers to that question For 930 individuals only. The percentage of positive answers
can e calealated cither out of the wial number of people in the sample, giving
14 1% as shown in the Percent column, ar aut of the aumber of peoaple for whom we
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have answers, giving 22.7% as shown in the Valid Percent colummn, Which percentage
is the most useful? It depends on the reason for the missing answers, IF people did
ot answer because the question was asked of enly a subser of the sample, the valid
use they do not

percentage is casier to interpret, But if 570 people ubstained be
want 1o let their opinion be known, it is more difficult 1o interpret the resulting
figures, A good analysis should include a discussion of the missing answers when
their proportion is as important as it s in s example,

Tahle 3.1 comes from the SPSS output. When we write o statistical report, we do
not include all the columns in that table. Most of the tme, you would choose either
the valid percentage (which is the preferred solution} or the total percentage, but
rarcly both, unless you want to discuss specifically the difference between thcsc two
percentages. The cumulative percentage 15 only used for ordinal or guantitative
yariables, and even then is included only i you plan @ discuss i

To describe the center of the distribution of a qualitative variable, you must deter-
mine which category includes the higgest concentration of data. This is called the
mide. The mode for o qualiterive vartable 5 the caregory that s the Righess
freguency Gsometimes called modal category ).

The modal ctegory could include more than 0% of the data, Tn this case we say
that this catepory includes the majority of individuals. [0 the modal catepory
includes less than S085 of the dota, we say that it constitutes o plarality. We con

illustente this by the Tollowing situations coneerning the votes inan election,

IFirst situztion: Party A 545 of the vales
Party B 21%: of the voles
Party C 25% of the voles,

Here we could say that Party A won the election with a maforine. Compare with the
following situation.

Second situation: Party A A of the votes
farty 1§ 3% of the voles
Mty O 25% of the voles,

s

Here we can say that Party A won the election with a pleeralite ol votes, bul without
amajuorniy, I Porties B and C formed o coalition, they could detem Pary A For this
reason, some countoies inclede in their electoral law o provision that, should the
winning candidate or o winming party get less than the absolute majority of votes
500 ; 13 o second warm should ke place among those candidates who are at the
top of the list so as o end up with o winner having more than 505 of th'i.‘.‘r'l]tﬂ.r-.

A good deseription of the distribution of @ qualitative variable nhuul.d include a
mention of the modal category, but it should alse include a diseussion of the pattern
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ol the distribution of individuals across the various categories, Concrete cxamples
will be given in the last section of this chapter.

For Quantitative Variables

CQuantitative variables allow us a lot more possibilities. The most useful measures of
central tendency are the mean and the median, We will also see how and when to use
the mode. The mean of a guantitative variakle is defined as the swm of oll entries
divided by their number.

In symbolic terms,

the mean of a semple 15 writlenas T = TI.‘ and
S 2x
the mean of 4 population 15 wrillen as g = =——
Y

These symbols are read as follows;

X s read as x bar, and it stands for the mean of a sample for variable X,

o, is read as ey, and it stands for the mean of a population, The subscripe v refers
ton the varisble X,

x,is read as vof Drefers tooall the entries of your data that pertain o the variable

X, which are labeled x, x, x, ete,

is read as sigra. When followed by x, it means; add all the x's, letting f range

over all possible values, that is, from | won (for 2 sample) or from | to WV ifer a

population),

i s the size of the sample. that is, the number of units that are i,

N 18 the siee of the population,

You may have noticed that we use different symbols for a population and for a
sample. o indicate clearly whether we are talking show a population or a sample.
We do not always need o write the subscript v in g We do it only when several
variahles are involved. and when we want to keep rack of which of the variables we
are talking about. In such & sitvation we would use g, g and g, 1o refer to the mean
of the population for the variables v, v, and 2 respectively, Mutice that in the formula
for the mean of 3 population, we have written a capital ¥ o refer W the siee of the
population rather than the small # wsed for the size of a sample.

The mean is very useful to compare various populations, or w0 see how o variable
evolves over time. Bul il can be very misleading if the population is not home-
geneous. Imaging a group of five people whose hourly wages are: S10. 520, 545, 560
and 365 an howr, The average hourly wage would be;
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g2 5 4 + 05
f:m_‘.“.fw—.m an hour.
h

But if the last participant was an international lawyer who charged 5400 an hour of
consultancy, the average would have been $107 an hour (you can compute it your-
self], which is well above what four out of the five individuals make. and would be
a misrepresentation of the center of the data.

In order to avoid this problem, we can compute the trimmed mean: you first
eliminate the most extreme values, and then you compute the mean of the remaining
gnes, But you must indicate how much you have inmmed. In SPS3, one of the pro-
cedures produces a 3% trimmed mean, which means that you disregard the 3% of
the data that are farthest away from the center, and then you compute the mean of
the remaining dats entres,

The mean has a mathematical property tha‘tﬁwili be used later on. Starting frar!-l the
definition of the mean, which states that =“—It we can conclude, by multiplying
both sides by n, that:

THr=2x

In plain language, this states that the sum of all entries is equal 10 0 Gmes the
e,

We will discuss all the limitations and warnings concerning the mean in a later
section on methodological issues,

THE MEAN OF DATA GROUPED INTO CLASSES

When we are given numerical data that is grouped ino classes, and we do net know
the exact value of every single entry, we ¢an sl compute the mean of the distribie-
tion by using the midpoint of every class. What we get is not the exact mean, bt it
is the closest geess of the mean that s available. If the classes are not oo wide, the
value obtained by using the midpeints is not that different from the value that would
have resulted from the individual data.

Consider one of the intervals @ with frequency f and midpoint x, The exact sum
of all the entries in that ¢lass is not known, but we can appeoximate it using the mid-
point. Thus, instead of the sum of the individual entries (not known) we will count
the midpoint of the class § times. We obtain the following formula,

2k
Mean for grouped dats = =———

Here, n is the number of all entries in the sample, It is therefore equal w the sum of
the cluss frequencies, that is, the sum of the number of individuals in the variows
classes. The formula can thus be rewritten as
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B 7

Mean for grouped datp = ==—
o

Pl

INTERPRETATION OF THE MEAMN WHEN

THE VARIABLE 15 CODED

We often have data files where a quantitative variable s not given in its original
frm, but coded into a small number of categories. For instance, the variahle Fespon-
dent’s Income could be given in the form shown in Table 3.2

Table 3.2 Example of a quantitative variable
that is coded into 21 categories, with a 22nd
category for those who refused to answer

Category = s Code .
Less than $10HH) ]
S L0-2909 2
BEN-FH00 K
A0 000 4
FAONN- 5000 i
LIEEE TR &
STOHH)- Tl !
SEIHHI-Arrip E]
S0 12,499 E
12,500 14,999 1
SU5 N[ T 400 11
SIT.500- 14,900 12
S20.000-22 450 13
$22,500-24.505 r 1
LA R EELRR 13
L3034 ER 16
$35.000-39_ 9K 7
FA0000—49, 990 15
F50,000-59,999 19
S0, (0074, 999 20
STE 0] and more n
Refused o answer B 22

Thus, we would not know the exact income of o respandent. We would only know
the category he or she falls into.

This kind of messuring seale poses a challenge, 11 we compute the mean with
PSS, we will not get the mean meome. We will get the mean code, becaose o is the

condes that are wsed W perform the computations, There is o data lile that comes with

PSS where the income is coded in this way, This data file comains mbormation
abwut P50 respondents, including imformation on the income bracket they fall into,
coed as shown in Table 3.2, When we exclude the 22nd category, which consists of
the people who refused to answer this guestion, the computation of the mean with
SPSS produces the following resuli:

Mean = 12.35

UNIVARIATE DESCRIPTIVE STATISTICS a1

What is the use of this number? 1Uis not adolle amount! 1 we look at Table 3.2, we
see that the code |2 stands Tor an income of between $17.500 a year and $20,000
year {with that Last number excluded from the catepory). To mterpret this number,

we should first translate it inte a dollar amount (it can be done with o simple rule),

Bt even without transforming it imto the dollar amount it comesponds 1o, we could
pxe the mean code for comparisons, For instance, we will see in Lab 3 that if we

compute the mean income separately for men and women, we get

Mean imcome for men; 139

Mean income for women; 10,9

{excluding the cotegory of people who refused o answer).

Although the mean code does not tell us exactly the mean income for men and
wonen, it still wells us thae there s o big difference berween men and women lor that
varighle, Table 3.2 tells us that the code 13 corresponds o the imcome bracket
42250025000, while the code 10 represents the income bracker £12,500- 15,0040,
We con conclude that the difference in income between men and women, for that
simple, 15 roughly arcand S 10000 5 vear,

W see that that when the variables are coded, the interpretation of the mean
requires ug o translate the value obtained o what it stands for, For quantitalive
vanables coded this way, it may also be useful to find the frequencies of the various
categorics, as we did for nominal variables, For the example st band, we would get
Table 3.3 as shown.

The conclusion of the preceding discussion 15 that when we have an ordinal vari-
able with few categories, or even & quantitative variable that has been recoded into a
small number of categories. it may be useful to compute the frequency table of the
various categories, in addition to the mean and other descriptive measures.

Weighted Means

Consider the following sitwabon: you want e find the average grade in an exam for
twor classes of students, The first class averaged S0 out of 300in the exam, and the
second closs averaged 6 out of S0 11 you put the o classes wgether, you cannot
conclide that the wverage 15 43 This 15 50 becanse the classes may have different
numbers of students. Suppose the first class has 20 stdents, and the second one
A stuclents. Inother words, we have the data shown i Table 3.4,

To compute the average gracde for the two classes ken together, we do not need
1o ke the individual seores of each student, Tndeed, we have scen before that a
s of i scores is equal to its average times oo We will use this to obtain the formula
shown below for weighted means.

The mean for the two classes taken together can be written as
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Table 33 Frequencies of the various incoms
categories for the variable Income

Respondent's income

Frequency Valid Percent
LT %1000 26 16
BI000-2549% 3if i6
F3000- 1994 L 30
SACHH-Au 24 24
F500-5999 23 23
SE-H90 23 23
AT 1990 15 1.5
SR -em 31 LN
SUOEHH- |2 i 55 55
5025000 14,00 54 54
SISO00-1TM0 . i B
ST 5000 |4 0t kit 58
S0 HH= 22 sliEE 35 3.5
B2, 500024, ek fal f.l
L25 THH- 29 G B 4.5
S0, D= 34 Gy L% K4
S35 THHD- 34 Stk 4 S
S M40 e ] i
S50000-59 599 Eh 18
60, 00074 5499 X3 x3
$75,000+ 44 4.4
Rl 0 answer 47 4.7
Tintal g 10
Missing RV
Cirnod Toaal 1 3000

Table 1.4 Two classes of different size and the mean
grade in each

Avarage Grade out of 50 Number of Students
Class A i 2
Class B Hh 40

Sum of all scores in class A + Sum of all scores in class B
]

The s of all seores inclass A can be replaced by the average score (400 times 20,
sinee there are 20 stadents in this class. And the sum of all scores in closs B can be
replaced also by s avernge seore (46) times 40, sinee this elass includes 40 students,

The eguation For the mean becames:

(01 = 200 . (46 = dih)
[l ok

N e

UMIVARIATE DESCRIPTIVE STATISTICS .
This can nosw be written as;
mean of the two classes combined = 400 2 (200600 + 46 = (4060)
oF again as:
mean of the two classes combined = 400 (L3 + 46 = (3

The last formula is important: we see that the average grade of class A is multiplied
by the weight of class A, which is its relative importance in the total population.
Class A forms 143 of the total population {20 students out of 600 and class B 23 of
thee total (40 students out of 601, The underlying formula is:

Average grade Tor the two classes: 40 2w+ 46 = w,

The w,'s are called the weights of the various classes, [n this case, the weight s an
expression of the number of people in each class compared to the total population of
the two classes,

The general formula is as follows.

If vou have o values i O 1 (SRPOE . B
gach having the corresponding weights:  w, wo, wy, L 8l
the weighted mean is given by KW b oW Wy W

The weights are positive numbers and most add upowe | Tha is;

The weights are not alwiays a retlection of the size of the various groups involved.
If you are compating the weighted average of your grades during your college studies,
the weights could be proportional te the credits given to each course, or they could
be an expression of the importance of the course in a given program of studies. A
Faculty of Medicine may weight the grades of its candidates by giving a bigger
weight to Chemistry and Biology than At History, for instance,

!
Example

A buyer wants to evaluate several houses she has seen. She attributes um:ta
out of ten to each house on each of the following items: size, location, internal
design, and quality of construction, Any house having a score less than 5 nn\mi'l ]
item would not be acceptable. The resulting scores for three houses that are
seen as acceptable on all grounds are recorded in Table 3.5, The buyer does n:

e
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attribute the same importance o each item, The size of the house is the most
important qpahty The quality of the mnsmmmn is also very important, but not
as important, The buyer artributes a weight 1o cach itern, which reflects the
importance of that item for her. The weights are given in the last column.

Table.a'.s Scores givan to thras houses on four itemns, and thair waights

Item House B House C 'ﬁ'olght of item
! Siu s R R i L B T R T 04
¥ Inbwml dwg“.l ot £ ) o ? o el |:|'_2_- F
-Quaht:rncfmnruﬂm ; ; {3y

; We can now calcula:el‘l‘t& wghted a“l{cra,gg. score. fnr E.ax:h h.ousE: ausing the
: f‘?i‘m,ula fu: we;gme:l meana ﬂwen abuw: e i

Furhuus:A wmghtmdmcanswre 10Xﬂ¢+:x01+6>¢ﬂ2+?x03 7.8
For house B: weighted mean score: 7 < 04 +9 < 01+ 5202 +9%x03=T4

For house C: weighted mean score: 6 % 0.4 + 10 % 0.1+ 8 x 0.2+ 7 x 0.3="7.1

Wi see that house A obtained the higln:at weighted score, The total, unweighted
score of house C 18 higher than that of house A, But because the items do not
all have the same importance, house A ended up having a higher weighted
Koo,

THE MEDIAMN AND THE MODE

The median is another measure of central tendency for quantitative variables. It is
defined as the value that sits right in the middle of all data entries when they are
listed in ascending order. If the number of entries is odd, there will be one data entry
right in the middle, If the number of entries is even, we will have o data entries in
the middle, and the median in this case will be their average. Here are two examples.

Case 1: variable X 2,3,4, 4,5, 5,5, 6,7, 8, 11,13, 13
Case 2: variable ¥ 2,3,4,4,5,5,6,7, 8,11, ]'ﬁ 13

il

For the variable X we have 13 entries, The value 5 sits in the middle, with six entries
equal or smaller than it, and six entries equal o larger, The median for X is thus 5,
But for variabde ¥, we have 12 entries, There are therefore two entries in the middle
of the ordered list, not just one, The median will be the average of the two, that is
(5+6)+2=55

The median 15 not scn:sil.i\-'ua to extreme values. Suppose, for instance, that the
entries for variable X were: 2, 3,4, 4, 5,5, 5,6, 7, 8, 11, 13, 60. Although the last
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entry is very large compared (o the others, it does not affect the median, which is still 5,
The mean, however, would have been aflected (compute it yourself for the two
gituations and see how different it would be). For this reason, the median is a better
representative of the center when there are extremely large values on one side of i,
But the mean is more uselul for statistical computations, as we will see in the
coming sections,

Half the population has a score that 15 lower than or equal to the median, and the
other half has a score larger than the median or equal to it This way of formulating
the median is very useful in situations where the distribution is skewed (such as the
distribution of income) or in situations where time is involved, especially when
processes have not been completed by everybody, as illustrated below,

Exaunples ufthe use of tha mednan

. Wu are | tn;:-ld Ihax the average age at ﬁrst marriage for a pnpulaunn 15 22 yes:r&
for women, and 23 for men. The median for women is 21, and for men it is
24, This means that by the time they reached 21 years of age, half the
women in this population were married. For men, hall of them were mnmud

by the age of 24,

# In aresearch on the time taken by immigrants 1o find a job, 500 new |m|ru-
grants who arrived at least theee years ago are interviewsd, The mean
can not be found because some of them have not found a regular or full-time
Jab yet, But it is found that the median time taken For them to find a regular,
full-time job was 18 months for men, and 5 months for women. This means
that by the 18th month after arrival, 50% of the men had found a job. Women
were faster in finding regular full-time jobs: 30% had a job within 5 meonths
of their date of arrival.

Because the median invalves only the ordered list of data entries, it can be used if
the guantitative variable is measured at the ordinal level. But if the number of cate-
pories is small, the median is not very useful,

The mode can also be used for quantitative variables. When the values are
grouped into classes, the mode is defined as it is for qualitative variables: it is the
class that has the highest frequency, But the mean and median réemain the best
descriptive measures for quantitative variables, If the variable is continuous and the
values have not been grouped into classes, the nghde is the value at which a peak
oecurs in the graph representing the distribution,

COMPARISON OF THE MEAN AND THE MEDIAN
Both the mean and the median are measures of central tendency of a distribution,
that is, they give us a central value around which the other values are found. They
are therefore very useful for comparing different samples, or different populations,
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or samples with a population, or a given population at different moments in time to
see how it has evolved. However, each of the mean and the median has its advantages
and its drawbacks.

The menn takes into account every single value that occurs in the dnta, Therefore,
it is sensitive o every value, A single very lorge value can boost the mean up if the
number of entries is not very large. For instance, if one worker in a group of
20 workers won a $1 million lottery ticket, the average wealth of those 20 would
look artificially high, The median is not sensitive to every single value, In a distri-
bution where the largest value is changed from 60 o 600, the median would not
change. The mean would.

It follows from these remarks that the mean is a more sophisticated measure,
because it lakes every value into account, Indeed, it is the mean that is vsed to
compute the standard deviation, which o measure of dispersion that will be seen
below. However, in situations where the distribution is not very symmetric, and
where there are some extreme values on only one side of the distribution, the mean
will tend to be shifted towards the extreme values, wherens the medion will stay
close to the bulk of the data. Therefore, whenever the distribution is highly
skewed, the median is a better representative of the center of the distribution than
the mean, This is true for variables such as income or wealth, where the distribu-
tion among individuals in a country, and also worldwide, is highly skewed. For
such a variable, the median is a more accurate representative of the central
tendency of the distribution.

Measures of Dispersion
For Qualitative Variables

There are not many measures of dispersion for qualitative variables, One of the
measures we can compute is the variation ratio, It iells us whether a large proportion
of data is concentrated in the modal category, or whether it is sprend out over the
other categories, The variation ratio 18 delined os

number of entries not in the modal class
total number of entries

variation ratio =

It is a positive number smaller than one, II this ratio is close to zero, it indicates a
great homogeneity, almost every unit being in the modal class. The fanher it is from
zero, the greater the dispersion of the data over the other categories. Like many other
measures, this one is easy to interpret when doing comparisons, For instance, if we
compare the sizes of the various linguistic groups in two cities where several
languages are spoken, we can use the varintion ratio to assess the degree of hetero-
geneity i each city, Here is an example
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City Uinguistic groups Porsentape

Cuy A Prench speaking L
English spenking W
Clhlivene apeaking 20%
(e 1'%
Toinl 10

City B French speaking %
English spenking I
Chinese speaking 0%
Other 12%
Totsl 100%

The variation ratio for city A would be (30 + 20 + 16} 100 = Il.-:rt:., nndd for city B i
would be (28 + 20+ 12)/100 = 0,60, showing that city A is a litile more: hetero-

geneous thin city B,

For Quantitative Variables

There are many ways of measuring the dispersion for quantitative variables, The
simplest is the range, but we also have various forms of restricted range, we have the
deviation from the mean, the standard deviation, the variance and finally the coeffi-
cient of variation, Let us go through these measures one at a time.

RANGE .
The range is the simplest way of measuring how spread out the data 1s. You simply

subtract the smaller entry from the larger one and add 1, and this tells you 1th size
of the interval over which the data is spread out. For example, you would deseribe o
range of values for the variable Age as follows:

In this sample, the youngest person is 16 years old and the oldest
89, spanning a range of T4 years (89 - 16+ 1)

But we may have extreme values that give a misleading imprcasi:un about the
dispersion of the data. For instance, suppose that a retired person decided to enroll
in one of our classes. We could then say that the ages of the students in this i:lu.“
range from 16 years up 1o 69 years, but it would be miaslending, as the great mﬂlunl!j'
of students are somewhere between 17 years old and maybe 23 or 24 years ald, P
this reason, we can introduce variants of the notion of range,

The C,qq range, for instance, compuies the range -ﬂ values after we Irl“:
dropped 10% of the data at each end: the 10% largest entries and the 10% smalles
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entries. This statistic gives us the range of the remaining 80% of data entries. We can
also compute the 5% trimmed range by deleting from the computation the 5% of
values that are the farthest away from the mean. We will also see in a forthcoming
sectiod something called a box-plor, that shows us graphically both the full range,
and the range of the central 50% of the data after vou have distegarded the top 25%
and the bottom 23%. This last range is called the interquartile range, the distance
betwesn the first and third quartiles, which are the values that splic the data into four
ciual parts.

These various notions of the range do not use the exact values of lf the data in
their computation. The following measures do.

STANDARD DEVIATION

The most important measure is the standard deviation, To explain what it is we must
first define some simpler notions such as the deviation from the mean. For an indi-
vidual data entry x, the deviation from the mean is the distance that separates it
fromm the mean, If we want to write it in symbaols, we will have to use two different
symbols, depending whether we have a;.“sampit: or a population,

For a sample, the deviation from the mean is written:  {x, =X
For 2 population, the deviation from the mean is written: (x, — u)

The list of all deviations of the mean may give us a good impression of how spread
out the data is,

"-Exa_m]:le.

Consider the following distribution, representing the grades out of ten of a
group of 14 stadents:

4,5, 3. 6.7, 78, 5,8,9.9,9, 10,10

Here the mean is given by 105/14 = 7.5. The deviations from (he mean are given
in Table 3.6.

But that list may be long. We want to summarize it, and end up with a single numeri-
cal value that constituies o measure of how dispersed the data is. We could take the
mean of all these deviations. If you perform the computation for the mean devialion,
you will get a mean deviation equal to zero (do the computation yoursell on the pre-
ceding example). This is no aceident, Indeed, we can casily show that the mean of
these deviations is necessarily zero, as the positive deviations are cancelled out by
the negative deviations.
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Tahle 3.6 Calculation of the deviations from the

mean

Data entry x; Deviation from the mean: {x, - x}
4 4=T75m=35
5 5_75=-23
5 5-7.5m =15
fi B-75=-13
7 T=T75m=5
7 T—75=-03
5 E-T75=05
g F-15=035
5 8-75=05
g 4-75=135
g 3-T5=135
2 9-15=135
10 H-T5=25

10 W=75=25

The mathematical proof (which is given only for those who are interested and
which can be ignored otherwise) goes like this:
Sum of all deviations from the mean =

Se-D=Tx-LF=n*F-n*T=0

i Explanation: Recall that the sum of all entries is equal to & times the mean. and that
the mean, in the second summation, 15 counted n times. This iz why we get n times
the mean twice, once with a positive sign, and once with a negative sign.)

We thus conclude that the deviations from the mean albways add up to zero, and
therefore we cannot summarize them by finding their mean, The way around this
difficulty is the Following: we will square the deviations, and then take their mean.
By squaring the deviations, we get rid of the negative signs, and the positive and nega-
live deviarions do net cancel cut any more, This operation changes their magnitude,
however, and gives an erroneous impression about the real dispersion of data, since
the deviations are all squared. This distortion will be comrected by taking the square
root of the result, which brings it back to an order of magnitude similar to the
original deviations. In summary, we end up with the following caleulaton:

Standard deviation for a population, dencted by the symbol &

T

o= ‘]'Jln'l,(_, -.-)'fﬁ_ .M:Il

In the case of 4 sample, g will be replaced by ¥ and & will be replaced net by », but
by n — 1. The reason why we write n— 1 instead of  is due to some of the mathe-
matical properties of the standard deviation. It can be proven that using « — 1 in the
formula gives a better prediction of the standard deviation of & population when we
know that of the sample.

|
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Conclusion: the standard deviation for a sample, dencled by the symbol s, is

given by:
_ =y
s it 28
=1

The standard deviation (often written st.dev.) is the most powerful messure of
dispersion for quantitative data. It will permit us 1o do very sophisticated deserip-
tions of various distributions. All the calculations of statistical inference are also
made possible by the use of the standard deviaton.

VARIANCE
Another useful measure is the variance, which is defined as the square of the stan-
dard deviation. It is thus given by

variance of a sample = &
o1
variance of a population = g*

THE COEFFICIENT OF VARIATION

Finally, we can define the coefficient of variation. To explain the use of this measure,
suppase you have two distributions having the means and standard deviations given
bl

Distribution 1 medan = 30 st dey, =3
Distribution 2 mean = 130 stodev, =3

In one case the center of the distribution is 30, indicating that the data entries fall in
a certain range around the value 30, Their magnirde is around 20, In the other case,
the mean is 150, indicating that the data entries [all in a range around the value 150

and have an average magnitmude of 130, Although they have the same dispersion -

{measured by the standard deviation), the relative importance of the dispersion is not
the same in the two cases because the magnitude of the data is different, In one case
the entries revolve around the value 30, and the standard deviation is equal o 10%
of the average value of the entries. In the other case, the entries revolve around the
value 130 and the standard deviation is about 3/150, that is, 2% of the average value
of the entries, a value which denotes a smaller relative variation,

There is a way 0 assess the relative importance of the variation among the entries,
by comparing this variation with the mean, The measure is called the coefficient of
vartation. The coefficient of variation is defined as the standard deviation divided
by the mean, and multiplied by 100 to turn it into a percentage. The formula is thus:

Cocfficient of variation CV = Ex 100
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This measure will only be vsed oceasionally,
Measures of Position

Measures of position are used for quantitative variables, measured at the numerical scale
level, They could sometimes be used for varables measured at the ordinal level, They pro-
vide us with & way of determining how one individual entry compares with all the others,

The simplest measure of position is the guartile. If you list your entries in an
ascending order according to size, the quartiles are the values that split the ranked
population inte four equal groups. Twenty-five percent of the population has a score
less or equal than the 1st quartile (), 50% has a score less than the 2nd quartile
{03,), and 75% has a score less than the 3rd quartile (). Recall that we have seen
earlier a measure of dispersion called the interguartile range, which is the difference
berween () and O, Figure 3.1 illustrates the way the quartiles divide the ordered list
of units in a sample or in a population. !

25% of the papulatian
—+ - Oy
25% of the population
- — O
25% of the population
£ N R .
25% of the population

Figure 3.1 The quartiles are ehtained by ordering the individuals in the
population by increasing rank, and then splitting it into four equal parts,
The guartiles are the values that separate these four parts

In & similar way, we can define the deciles: they split the ranked population into
ten equal groups. IT a data entry falls in the first decile it means that its score is
among the lowest 109%. If it is in the 10th decile it means it is among the top 10%.

The most common measure of position, however, is the percentile runk. The data
is arranged by order of size (recall 1t must be quantitative) and divided into 100 equal
groups. The numerical values that separate these 100 groups are called percentiles.
The percentile rank of a data entry is the rank of the percentile group this entry falls
intd, For example, if vou are told that vour percentile rank in a national exam is 83,
this means that you fall within the 83rd percegitile. Your arade is just above that of
82% of the population, and just below that of 17% of the population, You will learn
in the 5PS3 session how o display the percentile ranks of the data entries,

fou may have realized by now the connection between the median and the vari-
ous measures of position, since the median divides your ranked population into two
eiqual groups. The median is equal to the 50th percentile. It is also equal to the
Sth decile, and ol course the 2nd quartile.
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Parcent

n; ; ] b
Missing married widowed divorced separated  never
Marital Status married

Figure 3.2 A bar chart re

various categeries for presenting the size (in percentage) of the

the variable Marital Status

aﬂ_

30 4

10 4

Percent

18-23 30-349
Age Categories

Figure 3.3 A bar chart representing th i i
&
Anlol S st ogiid g various age categories in

people who speak a Elven language. You can choose to have the Y-axis represent

ercern! i ; i
percentages instead of counts. The chart shown in Figure 2.2 represents the percent-
ages of the various marirs] categories,
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30

20 1

10

Percent

18-30 31-40 41-50 51-80 B51-70
Age into 7 categories

Figure 3.4 A bar chart where the category 50+ years has been broken
down into four categories

The variable on the X-axis could also be a guantitative variable thar has been
grouped into @ small number af categories. For instance, we could have agecatd as
the variable on the X-axis. The bars would then represent the number of people
found in each of the four age categories. [n this kind of bar graph, you must be care-
ful about the range (that is, the length of the interval) of each of the categories. If the
categories are intervals that do not have the same length, you may get the wrong
impression that one group is more numerous than the other, such as with the group
of people who are 30 years old or more in the chart shown in Figure 3.3,

However, this group (30 years and older) spans a range of ages which is much
wider than the other groups: close to 40 years (from 50 years to 89 vears exactly). If
we regroup the respondents into age categories that are equal or almost equal, we get
the chart in Figure 3.4.

This bar chart is a much better representation of the distribution of ages than the
Previous one.

In a clustered bar chart, sach column is subdivided in several columns represent-
ing the categories of a second variable. For instance, each column could be split in
two, for men and for women. Figure 3.5 proelid&s an example of a clustered bar chart
where the height of the columns represents the number of people in each category.

In a clustered bar chart, it is generally preferable to display the percentages of the
various categories rather than their frequencies. Look for instance at the clustered
bar chart displaved in Figure 3.5. We see that in every category, women arg maore
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Respondont’s Sex

B Ml
B Famala

Minsing widowed naparatod
married  divgrosd nover mared
Marital Status

Figure 3.5 A clustered bar chart whare the height of the columns
represents the number of people in each category

numerous than men. This is so becanse the sample as a whole containg more women.
This chart does not allow us to assess how the percentages of men and women
compare in each category. If we display the percentages rather than the frequencies
(the count), we get the chart illustrated in Figure 3.6.

o

0

L]

Respandent's Sax

W ele
[ER Fomalo

Parcant

Minslng widowid wiparnted
marriad divarood navvaf marelad
Marital Suatus

Figure 3.6 A clustered bar chart displaying the percentages rather than
the frequencies
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We see now that percentnge-wise, there are a lot more women who are widows
than men who are widowers. In that sample, it also happens that the divorced
women are slightly more numerous than the divorced men (divorced women whose
ex-husband has died are not counted in the Widow category but in the Divoreed
category). Although the sample used here is not necessarily representative of the
whole American population, it does illustrate a social reality; as in many other soci-
eties, women tend to live longer than men, Therefore, the percentage of women in
the categories Widowed and Divorced is lareer than the percentage of men, and
consequently lower than the percentage of men in all other categories, even if their
numbers are bigger.

In a stacked bar chart, rather than being adjacent, the split columns are stacked
one on tap of the other, as shown in the Figure 3.7,

120

100 -

Bﬂ -

80 -

m -
" 20 Respondant's Sox
8 . el
E 0 8 Female

Missing widowed separated
marriad divorcad nawar marrlod
Marital Status

Figure 3.7 A stacked bar chart

The advantage of a stacked bar chart, as opgbsed to a clustered bar chart, is that il
shows the overall importance of the categories (married, widowed, eic.), while at the
same time showing how they are broken down into the categories of another variable
such na Sex.

Bar charts are most adequate when you want to highlight the quansity associated
with every category on the X-axis, A bar chart where the vertical axis does not stan
at (b eon be very misleading, Tor if the columns are truncated ot their base, the

ey
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differences in height between them can appear to be mare important than they really
are. Consequently, as a general rule, bar charts should start at zero and should not be
iruncated frem their base,

Finally, it should be said that bar charts could also be presented horizontally, by
interchanging the X- and Y-axes,

Pie Charts

Pie charts (Figure 3.8) are most useful when you want to illustrate proportions,
rather than actual quantities. They show the relative importance of the various cale-
gories of the variable. In SPSS you bave the option of including missing values as a
slice in the pie, or excluding them and dividing the pie among valid answers. The
details of how to do that are explained in Lab 5. Pie charts are better suited when we
want to convey the way a fixed amount of resources is allocated among various uses.
For instance, the way a budget is spent over various categories of items is best
represented by a pie chart. When the emphasis is on the amount of money spent on
each budget item, rather than on the way the budget is allocated, a bar chart is more
suggestive. However, hoth bar charts and pie charts are appropriate to represent the
distribution of a nominal variable, and there is no clear-cut line of demarcation that
would tell us which of the two is preferable.

othar

pays rent

Figure 32  Ple chart illustrating the proportion of people who own a
home as compared to those who pay rent. One of the options in the pie
chart command allows you to either include or exclude the category of
missing answers, In this diagram it has been excluded from the graph

Histograms

Histograms are useful when the variable is quantitative. The data are usually
grouped into classes, or intervals, and then the frequency of each class is represented
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Std. Dav = 17.42
Mean = 46,2
" o | M=1495.00
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Aga of Aespondant

Figure 3.9  Ilustration of the histogram for the variable Age

by a bar. The bars in a histogram are adjacent, and not separated as ina bar chart,
hecause the numerical values are continuously increasing, For instance, if you draw
the histogram of the variable Respondent's Age (Figure 3.9), you will see the patiern
of the distribution of the individuals of the sample across the various categories.
Contrary to a bar chart, which is nsed for a qualitative variable, the columns of the
histogram cannot be switched around. You can switch around the categories of a
variable measured at the nominal level, but not those of an ordinal or quantitative
variable.

When producing a histogram with SPSS, the program automatically selects the
number of classes (usually no more than 15) and divides the range of values accord-
ingly into intervals of equal size. In the histogram shown in Figere 1.9, the
midpoints of the classes are shown on the graph. They are:

20, 25, 30, 35, gre.

Therefore, the class limits (that is, the cut-point between one class and the next) are
the values in between: 22.5, 27.5, 32.5, etc. We can infer that the lower limit of the
first class is 17.5 years, and the upper limit of the last class is 92.5 years.




