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'NULL HYPOTHESES

The rather conveluted thinking of null hypotheses is nocessary if we are going to
sel the scene lor testing hypotheses using statistical tocls, As noted in Chapter 1,
theories survive and gain support as a result of not being disproved, rather than
being proven conclusively, For sound theories, this does not imply a ticking
bomb waiting to explods in the form of some researcher in the futures proving
it wrongz. What it does suggest is that researchers are usually trying out compo-
nents of a theory in differcnt situations or with different groups; they are locking

for the fmits of applicability or refinements in detail, Hypotheses, as deseribad

whove, express anticipated outcomes as predicted by a given theory or the
expected consequence of an application of principles to o situation, stated in
more specific terms than those of o general reseurch question.

When it comes to testing hypotheses, all that statistics can tell us iz whether
the outcomes we ultimately see could have happened due 1o some cansal rela-
tionship or simply by chance alone, In other words, the effect has to be big
enough, whether it is the difference in average scores on some performance
task for two groups, or the size of a correlation coefficient. The null hypothesis

simply states that "no significant difference’ is expected between what we obtain
and what would happen by chance alone. If the difference observed is greater
thar some minimurm, then it is considered significant and whatever has hap-
pened (probably) did not occur by chance alone, 1t is still up to the ressarcher
to prove through sound design and data collection that nothing could have
caused the observed effect other than what is described in the hypothesis,

S0 the next stage in relining our stetement of hypotheses would be to try to
express them as null hypotheses related to the dota that will be collected. As
a consequence of a given study, several types of null hypothesis could be gener-
ated = for example, describing differences in scores or [requencies of events
hetween the sample and the population (normative), or between Lwo groups
or among three or more groups — i.e,, they actually belong to the same popula-
tiom, not to separate popelations (experimental, guasi-experimental or ex post
facto). The ataternenls simply anticipate that any difference(s) will be too
small to be attributable to anything but chance,

Alternatively, if one were carrying oul a correlational study, the null hypoth-
esis of ‘oo significant correlation’ anticipates correlations that will be 5o small
that they could have happened by chance alone. To illustrate this, the lypoth-
eses of Table 2.2 above are provided in Table 2.3 with corresponding possible
null hypotheses,

The process of specifying o null hypothesis is ons that focuses the attention on
what will happes next, stating the implications of the proposed relntionship
aenong variables in terms that can be resalved by statistical imstroments (see
Figure 2.14), At this stage, it is sometimes possible to identify potential difficul-
tics in carrying out the research. For example, where are we going Lo find the
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Hypistheses

Mull hy potheses

A candom sumpls of assembly-line
workers in factorics in Birmingham will
b Found 1o suffor a greater frequency of
sleeg interruptions, and a longer amount
of time awake after going (o bed, than the
population a3 a whale.

One of three counselling approaches, A,
B or C, will produce a greater reduction
in frequancy of return to drinking amaeng
alcoholics,

It is expected that there will be a negative
coreelation between social closa and drug
use, amdd u negutive correlation between
cducational achizvement and drug use
for a representative selection of 18-24-
year-olds,

For & sampls of identical twin boys who
are the sons of aleoholic fathers and
fostered or adopted from infancy
separately feom each other, ane 1o a
ety with at least one alcohalic parent,
one group will show o greater leadency
townrds aleaholism than tha other,

In a given hoapital, paticnts on 24-hour
prescriplions will be expected to feel
mere rested if they are awakened for
medicines at times that follow REM
rather than just at equal time intervals.

{Both of the hypotheses assume that
population datn exigt) There will be no
significant difference between 1he mean
numnber of times per night that assembly-
line workers in Birmingham awaken and
the mean For the population of employed
adults a3 & whole, or between the mzan
muamber of minutes that these workers are
wwaks per night and that for the
population of emploved adults,

Thers will ba po significant difference
frequencies af “dry’ and return drinkers
aeros thres equivalent sets of aleoholics
participating in the thres counselling
npproaches, A, B, C,

Thers will b= po significant correlation
between socinl cluss wnd frequency of
drug use, or between educationl
achigvernent and frequency of dog use
for a random selection of 15-24-year-
olds (i.e., any cerrelation will not differ
from that which could be sxpected by
chance alone).

Thers will be noe significant difference in
lrequency of alcoholism betwesn groups
of separated rwing, all aona of aleoholics,
when one twin goes tooa lumily with at
least one nleaholic purent and (e otler
goed ko n Twmily with no aleoholic
parenls,

There will be no significant diffarence in
the perception of fseling rested, o3
measured by the Bloggs Restedness Scale
completed by patients, betwesn two
groups: those whose medication was
administerad at regular time intervals
and those whose medication wis
administered at times closs o tmes
preseribed but following a period of
REM.,

sample of twins implied by the fourth proposal in Table 2.37 Some of the more
interesting questions generate very diflicult scenarios for resolving them, com-
pelling mesearchers to rethink the hypotheses resulling from & question.
Ohbviously, it is better to consider such issues early in the research process
befare too much is invested in an impossible task,
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Testing the null hypothesis

a0

FIGURE 1.8
Mormal disteibution
of simple means
with 5% slgnificance

sleviels, where pis the

popalation mean

For normally distributed traits, those that produce sample means out in either
of the tails of a distribwtion of sampling meens are highly unlikely. Social
seience researchers commonly aceept that events which ocour less Treguently
than 5% of the time are unlikely to have ocearred by chanee olone and conge-
guently are considered statistically signilicant, To apply this 1o o nermal distei-
bution would mean that the 5% must be divided between the top and the
Brorttanm Gails of the distribution, with 2.5% Tor each (there ore oceasions when
all 5% would occur in one tail, but that is the creeption, to be discussed
later). Consulting Table Bl in Appendix B, the top 2.5% is from 47.5%
anward, or (llilu]m]dlmg} 1.96 standard deviations (SEMs) or more from the
mean, 'T']'lc two ranges of sample means that would be considered statistically
sigaificans, and resull in the rejection of the null hypothesis since they probally
did not cecur as part of the natural chance variation in the means, are shown
shaded in Figure 13.8.
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Thus for the situation above involving the mean 10 of the sample of | 1-year-

olds, the null ypothesis and the statement of expected outcomes need an addi-
Lon:

il b8 the probability tht the difference between the somple menn and the
populstion mean would occur naturally mare or less than 5% (e chosen level
of signilicones that will be vied ns the est ceiterin)?

The cut-alf point of 1,96 standard devintions (SEMs) woull correspond to
1.96 » 2.5 = 4.9 points above or below the mean, Thus a sample mean 10 of
less than 95,1 or greater than 104.9 would be considered significant and the
sample not representative of the population, Therefore, in the example, the
group with a mean 10} o 106 would be considered statistically significant and
the group nol lypical, and it is unlikely that they are a represenmlwe mmplz
of the whole population, for 10).

Some researchers present results that are supported by an even lower level of
prabability, usnally designated by the Greek letler o, to support their argument,
such as 1% (o = 0.01), 0.5% (o = 0.005), or even (0.1% (o= 0.001). Two
problems arise with such s proctice, Fiest, for the test o be legitimate, one
school of thought says the level of significance should be set Sefore the Lest
{or even the study) is conducted, Remember that the hypothesis is o statement
ol gxpeetation, one that should include what will be expecied in lerms of stalis-
tical outcome, 165 nod e o weite the rules alter the game has began, Second,
Uhere is o feeling that a lower significance level than 5% {p - 0.08], such as 1%
[ < 01 ], provides greater supporl Tor e esalis, In other words, if the prab-
ability of the relationship exigting is only Uin 100, Ut maest be o stronger stale-
ment han i0 il were only ©in 200 This suppesition will be challenged in Chapler
14 when the concept of the power of a statistical tes) iy jneroduced.



