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STATISTICAL ASSOCIATION

The purpose of this chapter is to exmmine the basic meaning of statistical association
with its important features (link, tendency, prediction, and strength), and then to see
how statistical association is detected and measured depending on the level of
measurement of the variables involved. The interpretation of statistical association
as a qualitative relationship between the variables (explanation, possible causal
factor, spurious association or other) is briefly discussed.

After studying this chapter, the student should know:

o the concept of statistical associntion and the fundamental aspects of a statistical
association (link, endency, prediction, strength);

*  how to analyze association, depending on the measurement level of the variables;

*  how to produce and read a two-way table (manually and with SPSS);

how 1o produce and interpret a eoellicient of correlation and a scatier plo,

how to compare the mean of virtous subgroups on o variable;

how o interpret a regression line, estimated scores, and errors in estimates;

how 10 use the regression equation o predict a dependent varable;

the difference between a statistical association and a relationship between variables;

how to distinguish between the notions of explanation, causal factor, and spurious

relmtionship.
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The concept of statistical association is fundamental in research methodology. This
concept allows us to formulate a clear notion of a link between variables when we
notice that the scores of one individual on two different variables may somchow be
related. But what do we mean by the word relared? And how do we decide whether
scores are related or not? Does it have (o apply to every individual? Are there degrees
in such relationships? What is the real meaning of statistical association? Does it
menn that one fetor is the cause of the otber?

The notion of stanistical asseciation is quite abstract and it may be Tuzzy for now,
but we will gradually develop a detailed understanding of what it means.

Let us stant with several examples,

*  Adtencher may notice that students who have good prades in mathematics tend to
have good grades in physics as well,

*  Addoctor may notice that her Temale patients tend to be more resistant to certain
kinds of infections than her male patients.

* A market study may demonstrate that people who like classical music tend to
appreciate going to the opera more than those who do not like classical music do.
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What do these statements exactly mean? Let us examine the first of our examples,
which deals with the relationship between grades i mathematics and in physics

Suppose we hiave o class with the grades listed in Table 8.1,

Tabiln 8.1
Student number Grade in mathematics _Grade in physics
1 75 7
1 67 66
3} 45 52
4 30 il
5 &7 39
& ] 3
7 59 35
i 93 9z
9 T8 n
10 74 72
1 i1 13
12 G4 Tl
11 A4 B3
L a7 B
15 82 £ "
I b el
17 [ 2
T 4K &l
1% 62 63
a0 a7 a4
1 73 75

If we were 1o plot a scatter diagram of these grades in the two disciplines, we

would get Figure £.1.
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Figure 8.1 Grades in mathematics and physics for a high school class
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Each dot represents one individual; the position of the dot with respect to the
H-axis gives the grade of the individual in mathematics, and its position with respect
to the Y-axis gives his or her grade in physics. Now we can identify several features
in this diagram:

¢ When an individual scores low in mathematics, hefshe tends to score low in
physics as well,

®  When hefshe scores high in mathematics, he/she tends to score high in physics.

& Individoals whose score is close to the average in mathematics also tend 1o score
close to the average in physics,

+ The preceding remarks reflect a fendency and not a rule. You may have noticed
that we always say that individuals who score in a certain way in mathematics
tered 10 SCOTE in & cerlain way in physics. We can see that one individual does not
fit the pattern outlined above, as this individual has a high grade in mathematics
but a low grade in physics, This is why we talk about a fendency and not a rule.

*  The notion of prediction is very important when we have a statistical association,
If we know that somebody got a good grade in mathematics, we can predics,
without knowing it, that his grade in physics is [ikely to be high. We see from the
diagram above that we are right most of the time, but not all the time, Some indi-
viduals do not fit the pattern. This is why we use words like ‘is likely to'
Fredictions based on statistical association include & certain amount of error, in
the sense that the predicted score differs from the real score by a certain amount,
which is called the errer. Such predictions also include a certain amount of risk,
in the sense that there 15 a chance we are completely off rack (as is the case if
we tried to predict the grade in physics of the individual who got o good grade in
math but 2 poor grade in physics),

& The notions of dependent and independent variables are used in this context.
The dependent variable is what is to be explained, or what is to be predicted, The
independent variable is the explanatory variable, or the variable used to make the
prediction. In the example of the grades, the grade in mathematics is the inde-
pendent variable and the grade in physics s the dependent variable, These two
notions are not intrinsic to the variables, and the positions of dependent and inde-
pendent variable could be interchanged, as we may want to see whether the grade
in physics predicts the grade in mathematics with some accuracy,

s There are ways of measuring how strong an association is. The notion of strength of
an association is related to that of prediction: if an association is strong, predictions
based on it will tend to be good and will involve a small error. But if the association
is weak, predictions based on it will often be way out ... and involve large errors.

® The real concern here is to see whether there is some deep reason why people
wha perform well in mathematics also tend to perform well in physics. In some
cases such a deep relationship exists, and in some others the statistical association
15 not indicative of a deep relation. Settling the issue of the existence of a relation-
ship between variables is the real reason why we study statistical association, For
the time being, let us remember that the existence of a statistical association is
not a sufficient reason to say that there is a deep link between two variables,
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The features outlined above express the essence of the notion of statistical associa-
tion. But what if the variables are not quantitative? What does statistical association
mean then? We will have to develop this notion separately Tor the varions levels of
measurements, and then draw some general conclusions, We will start by examining
the case of two quantitative variables more closely.

The Case of Two Quantitative Variables

Let us suppose we have two quantitative variables, such as the grades of a class of
students in mathematics and in physics in the example given above. We will denote
the first one by X and the second one by ¥. The grades of the various individuals in
mathematics will be referred to as x|, x,, x;, ete, and in physics as ¥, v, ¥, etc. When
we want to talk about an individual in general, without saying which case this is, we
will use the letter §. The simnation is summarized in Table 8.2

Table 8.2

i Entries are General entry
Variahkle name Symbol used denoted by denoted by
Grade in Mathematics X Xy, Xy, Xy O x
Grcks in Physics Y ¥io Yo My BIC. ¥,

Mow we can start looking in more detail at the situation. Suppose the first smdent
in the list has obtained 75 out of 100 in mathematics, and 77 out of 100 in physics,
that 15

=75 and ¥ =77

This individual will be represented by the dot whose coordinates are (75, 77).

By locking at the scatter diagram shown in Figure 8.1, we can see a pattern. All
the dots tend to fall on or near a straight line, called the regression line, shown in
Figure 8.2,

This regression line represents the trend displayed by the dots. [t can be described
precisely by a mathematical equation (shown here at the top of the diagram). It can
be used to prediet the expected score in physics if the score of an individual in
mathematics is known. On the diagram, you can see that somebody who scores 85
in mathematics is expected to score around 82 inghysics: this is what the regression
line suggests visually. If we want to calculate :ha(pr&dicted score more pracisely, we
could use the mathematical equation shown in the diagram, replacing x by the
value 83, In this equation, y is the predicted value corresponding to a grade x in
mathematics. This is what we get:

¥=11.523 + 0.83757x
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Figure 8.2  Grades in mathematics and physics for a high school class

If we replace x by 85 we get;
predicted value of y = 11.523 + 0.83757 (85) = 8271

or 83 if we round up. You will notice that this is the predicted value, It is the expected
score of the individual, Thus, the regression line and its equation allow us to predict
the scores in physics of an individual whose seore in mathematics is known, Some
individuals' real score will be slightly above or slightly below the expected value, In
one of the cases shown in Figure 8.2, the expecied score will be very different from
the real score: this is the case of the individual represented by the dot on the lower
right of the diagram,

But how good are these predictions generally? Can we measure how good they
are? The answer is Yes. To understand it, consider the situation of one individual
illustrated by Figure 8.3, ,

If the individual is far away from the regression line, using the regression line for
prediction will yield a large ervor, But if the individual is close te the regression line,
the error in predicting his or her vescore will be small,

W.Iu:n we consider the whole population from the point of view of prediction, we
BEL six types of situations shown in Figure 8.4, diagrams (a} to (£
. I.n diagram (a), the points that form the scatter diagram and that represent
individuals are all found to be close to the regression line, In this case, when the
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y-scores of individuals are predicted from their x-scores, the predictions tend to be
generally good, We say in this case that the correlation between the variable X
and the variable ¥ is strong. We used here the word correlation to refer (o the
statistical association. Indeed, correlation is the term to use when the variables are
quantitative. Thus, the statistical asscciation between quantitative variables is
called a correlation.

In diagram (h), the points are not that close, We can still predict the y-score of an
individual from his or her x-score, but the errors in prediction will tend to be larger
than they were in diagram (a). In such a case, me}r that the association between X
and ¥ is not very strong,

In diagram (c), we see that the points are scattered (ar away from the regression
line. People with high scores on the variable X do not tend to get high scores on ¥
their scores on ¥ could be anywhere from low to high, In such cases, we say that the
correlation is weak or even null,
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The three remaining diagrams, (), (), and ([}, are very similar to the preceding
ones, with one difference that vou may have noticed: as the x-scores increase, the
y-seores tend to decrease. In such situations the correlations are said to be nega-
tive. They could be strong and negative, or weak and negative. The first correlations
(a) to (2), in contrast, are said to be positive,

We have seen that some associations are weak (they yield poor predictions of the
y-scores) and some are strong (they vield good predictions of the y-scores). In both
cases they can be positive or negative. The next question now is to see whether we
can measure the strength of an association.

There i indeed 3 mathematical formula that uses all the x- and y-values of the
data to caleulate the errors of prediction made on the basis of the regression line, and
that comes up with a single number that summarizes it all, That number is called the
correlation coefficient. It is obtained by the following formula

el E':—x;_“f:' f.'!"‘.: A }T.]

(m—1)s,5,
where

x;and y, are the ith entry for X and ¥ respectively
& and ¥ are the means of X and ¥ respectively, and
5, and s, are the standard deviations of X and ¥ respectively

This correlation ceefficient is also referred to as the Pearson product-moment
correlation coefficient, The values it produces range from —1 to +1. They can be
interpreted as shown in Table 8.3

To illustrare the use of the correlation coefficient, we can consider the numerical
example given above. The diagram indicated that «* = 0,868, which corresponds to
r= 093 approximately, and that is a very strong correlation. In SPSS, a simple
command allows you to get the program to compute rand »~ for any two numerical
variables, You will learn how to do that in Lab 12,

Warning: 5P55 will compute the correlation coefficient even when the variables
are not quantitative, provided the codes are numerical values. In such cases, the cor-
relation coefficient is not meaningful, You should use the correlation coefficient and
interpret it only when the variables are quantitative and measured by a numerical
seale. The correlation coefficient can sometimes be used for quantitative variables
measured at the ordinal level, but its interpretation is trickier and these situations
should be avoided at this stage,

The Case of Two Qualitative Variables

How do we know that there is a statistical association between variables measured
at the nominal level? The method of the correlation coefficient shown above does not
apply. Teo illusirate the situation, we will take 2 conerete example and analyze it,

i
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Table 2.2 Meanings of the various values of the correlation coefficient

"

Scatter diagr.m-i_
Value of r Value of ~ Meaning illustrating it

r=1 A=

The corelation is perfect and positive, |
All the points fall exactly an the
regression line,

r=03% A =0 The correlation is positive and streng,
The points are fairly close w the
regrassion line and the pradictions

based on it tend o be good.

Asg rdecreases, the correlarion ix sl
positive but weaker, the points fend
to be seaftered away from the
regression line and the predictions
are increasingly poor,
r=03 A =009 “ery weak positive correlation. Poar
pradiction of y en the basis of
knowing x.

The cocrelation is null, Knowing the
value of x does not tell us anything
about the likely value of y.

r==03 =000 Very weak negative correlation, Poor
prediction of ¥ oa the basis of

knowing .

A r takes larger negative valuwes, the
negative correlation geis stronger, the
poinds tend fo be closer fo the
regression line and the prediciions are
irereasingly hetter
r=-0.5 r=0.44 The correlation is negative and strong.
The points are fairly close to the
regression line and the predictions
bazed on it tend to be good,

The correlation is perfect and negative.
All the points fall exactly on the
regression line.

4

In a survey conducted in a large company, 300 emplovees were asked whether
they are socializing with their peers at work at a high level or at a low level, and
whether they were planning to look for another job, Their answers were compiled in
Tahle 8.4, Every rectangle in the table is called a cell, The numbers in the cells refer
to the frequency of each category, and are called observed frequencies.



