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CHAPTER 1 

Research Problems, Approaches, and Questions 

Research Problems 

The research process begins with a problem. m a t  is a researchproblem? Kerlinger (1986) 
formally describes aproblm as "...aninterrogative sentence or statement that asks: What 
relation exists between two or more variables?" @. 16). Note that almost all research studies 
have more thanONo variables. Kerlinger suggests that prior to the problem statement "...the 
scientist willusually experience an obstacle to understanding, a vague unrest about observed and 
unobserved phenomena, a curiosity as to why sometlzing is as it is" @. 11). Appendix A provides 
templates to help you phrase your researoh problem, and provides examples fiom the high school 
and beyond (HSB) data set. 

Variables 

Avariable has one b i k i ng  quality. It m a t  be able to vary or have dzferent values. For 
example, gender is a variable because it has two values, female or male. Age is a variable that has 
a large number of values. T p e  of treatmenthnte~vention (or m e  of curriculum) is a variable if 
there is morethan one treatment or a treatment and a control group. Number of days to learn 
something or to recoverfrom an ailment, common measures of the effect of a treatment, are also 
variables. Similarly, amount of mathematics hnowledge is a variable because it can vary from 
none to a lot, If a concept has one value in a particular study it is not a variable, e.g., ethnic group 
is not avariable if all participants are Caucasian. 

Definition of a variable. We can define the term "variable" as a characteristic of the participants 
or situation of a given study that has different values in that study. In quantitative research, 
variables are defined operationally and are commonly divided into independent variables (active 
or attribute), dependent variables, and extraneous variables. Each of these topics will be dealt 
with in the following sections. 

Operational definitions of variables. An operational defaition d e s d e s  or deiines a variable in 
terms of the operations OI techniques used to elicit or measure it. When quantitative researchers 
describe the variables jn their study, they specify what they mean by demonstrating how they 
measured the variable. Demographic variables like age, gender, or ethnic group are usually 
mearmred simply by asking the participant to choose the appropriate category from a list Types 
of treatment (or cuniculum) are usually described/definedmuch more extensively so the reader 
can understand what the researcher meant by, for example, a cognitively enriching curriculum or 
sheltered work. Likewise, abstract concepts like mathematics knowledge, self-concept, or 
mathematics anxiety need to be defined operationally by spelling out in some detail how they 
were measured in a particular sludy. To do this, the investigator may provide sample questions, 
append the actual instrument, or provide areference where more information can be found. 

Independent Variables 

Acrive indepcrrdent vnriabIes. This h t  type of variable is often called amanipulated 
independent variable. A fiequent goal of research is to investigate the effect of a particular 
intervention. An example might be the effect of a new kind of therapy compared to the 
traditional treatment. A second example might be the effect of anew teaching method, such as 
cooperative learning, on student performance. In the two examples provided above, the variable 
of interest was something that was given to particigxds. Therefore, an active independent 
variable is a variable, such as a workshop, new curriculum, or other intervention, one level of 
wich  can be given to a group ofparticzpants, ~snally within a specsed paiod of time during 
the study. 

In traditional experimental research, independent variables are those that the inveszigator cnn 
manipulcte; they presu~llably cause a change insome resulting behavior, attitude, o; 
physiological measure of interest. An independent variable is considered to be manipulated or 
active when the investigator has the option to give one value to one group (experim&tal 
condition), and another value to another group (control condition). 

However, there are many circumstances, especially in applied research, when we have an active 
independent variable but this variable is not directly manipulated by the investigator. Consider 
the situation where the investigator is interested in anew type of treatment. In order to carry out 
the study, it turns out that rehabilitation centerA will be using that treaknent. Rehabilitation 
center B will be using the traditional treatment. The investigator will compare the two centers to 
determine if one treatment works better than the other. Notice that the independent variable is 
active but has not been manipulated by the investigator. 

. z- 
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Thus, active independent variables are given to the participants in the study but are not 
necessarily manipulated by the experimenter. They may be given by a clinic, school, or someone, 
other than the investigator. From the participants' point of view the situation was manipulated. 

Attriizute independent variables. Unlike some authors of researchmethods books, wedo not 
restrict the term "independent variable" to those variables that are manipulated or active. We 
define an independent variable more broadly to include any predictors, antecedents, orpresumed 
causes or bfluences under investigation in the study. Attributes of the participants as well as 
active independent variables fit wit!& this dehition, For the social sciences, education, and 
disciplines dealing with special needs populations, attribute independent variables are especially 
important. Type of disability or level of disability is often the major focus of a study. Disability 
certainly qualifies as a variable since it can take on different values even though they are not 
"given" in the study. For example, cerebral palsy is different fiom Down syndrome which is 
different from spina bsda, yet all are disabilities. Also, there are diEerent levels of the same 
disability. People already have defining characteristics or attributes which place them into one of 
two or more categories. The different disabilities are already present when we begin our study. 
Thus, we are also interested in studying a class of variables that cannot be given during the study, 
even by other persons, schooIs, or clinics. 
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A variable which canuot be given, yet is amajor focus of the study, is called an attribute 
independent variable (Kerliuger, 1986). In other words, the values of the independent variable 
are attributes of the persons or the environment that are not manipulated during the study. For 
example, gender, age, ethnic group, or disability are attriiutes.of aperson. 

Other labels for the irrdependent variable. SPSS uses a variety of terms such as factor (chapters 
5,15,16,17 and 18), covariate (chapter 13); and grouping variable (chapters 14,lS). In other 
oases (chapters 5,9) SPSS does not make a distinction between the independent and dependent 
variable, just labeling them variables. Another common label for an attribute independent 
variable is a measured variable. However, we prefer attribute so it is not easily confused with the 
dependent variable, which is also measured. Sometimes variables such as gender or ethnic group 
are called moderator or mediating variables because they serve these functions; however, SPSS 
does not use these terms so we will not either in this book. 

Type of independent variabfe and irLferences about cause and effect. When we analyze data 
from a research studv. the statistical analysis does not differentiateswhether the independent . . 
variable is an active independent variabld or an attriite independent variable. ~owkver, even 
though SPSS and most statistics books use the label independent variable for both active and 
attribute variables, there is a crucial difference in interpretation. A significant change or 
difference following manipulation of the active independent variable may reasonably lead the 
investigator to infer that the independent variable caused the change in the dependent variable. 

However, a si&cant change or difference between or among values of an attribute independent 
variable should not lead one to the internretation that the athibute independent variable caused 
the dependent variable to change. ~ m G o r  goal of scientSc research iH to be able to identify a 
causal relationshiu between two variables. For those in avplied disciplines, the need to 

A - 
demonstrate that a given intervention or treatment causes change in behavior or performance is 
extremely important. Only the approaches that have an active independent variable (the 
randomized experimental and to a lesser extent the quasi-experimental) can be successful in 
providing data that allow one to infer that the independent variable caused the dependent 
variable. 

Although studies with atbibute independent variables are limited in what can bdsaid about 
causation, they cap lead to solid conclusions about the dSerences between groups and about 
associations between variables. Furthermore, they are the only available approach if the focus of 
your research is on attribute independent variables. The descriptive approach, as we define it, 
does not attempt to identify relationships. It focuses on describing variables. 

As implied above, this distinction between active and attribute independent variables is important 
because terms such as main effect and effect size used by SPSS and most statistics books might 
lead one to believe that if you find a significant difference the independent variable caused the 
difference. These terms are misleading when the independent variable is an attribute. 

Values of the irzdependent variable. In de: a variable, we said that it must have more than 
one value. When describing the different categories of an independent variable, SPSS uses the 

word values. This does not necessarily imply that the values are ordered.' Suppose that an 
investigator is performing a study to investigate the effect of a treatment. One group of 
participants is assigned to the treatment group. A second group does not receive the treatment. 
The study could be conceptualized as having one independent variable (treatment type), with two 
values or levels (treatment and no treatment). The independent variable in this example would be 
classified as an active independent variable. Instead, suppose the investigator was interested 
primarily in comparing two different treatments but decided to include a third no-treatment group 
as a control group in the study. The study still would b conceptualized as having one active 
independent variable (treatment type), but with three values (the two treatment conditions and the 
control condition). 'This variable could be diagrammed as follows: 

Variable Label Values Value Labels 

= No treatment (control) 

As an additional example, consider gender, which is aa attribute independent variable with two 
values, male and female. It could be diagrammed as follows: 

1 = Male 

Gender -= 
Note that in SPSS each variable is given a label; the values, which are numbers, may also have 
labels. It is especially important to know the value labels when the variable is nominal; i.e., when 
the values of %v%able are just names and, thus, are not ordered. 

Deperrdefit Variables 

The dependent variable is the presumed outcome or criterion. It is assumed to measure or assess 
the effect of the independent variable. Dependent variables are often test scores, ratings on 
questionnaires, readings £tom instruments (electrocardiogram, galvanic skin response, etc.), or 
measures of physical performance. When we discuss measurement in chapter 3, we are usuaIly 
referring to the dependent variable. SPSS also uses a number of other terms for the dependent 
variable. The most common is dependent list, used in cases where you can do the same statistic 
several times, for a list of dependent variables. In discriminant d y s i s  (chapter 13), the 
dependent variable is called the grouping variable. The term test variable is used in several of 
the chapters on t tests and analysis of variance. 

' Thc terms categories, levels, groups, or samples nre sometimes usedintmhangenbly with the tamvalues, 
especially in statistics books. Likewise the tesm factor is oftenused htead of independent variable. 
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Basic comparative approack. The comparative research approach differs £corn the experimental 
and quasi-experimental approaches because the investigator cannot randornZy assign participants 
to groups and because there is not an active independent variable. Table 1.1 shows that, like 
experiments and quasi-experiments, comparative designs usually have a few levels or categories 
for the independent variable and make comparisons between groups. Studies that use the 
comparative approach examine the presumed effect of an attribute independent variable. 

An example of the comparative approach is a study that compared two groups of children on a 
series of motor performance tests. The investigators attempted to determine whether the 
differences between the two groups were due to or motor processing problems. One 
group of children, who hadmotor handicaps, was compared to a second aouv of children who 
did not have motor problems. Notice that the independent variable in thGst&iy was an attribute 
independent variable with two levels, motor handicapped and not handicapped. Thus, it is not 
possible for the investigator to randomly assign participants to groups, or "give" the independent 
variable; the independent variable was not active. The independent variable had only two values 

or categories so a statistical comparison between the groups would be performed. It is, of course, 
possible for comparisons to be made between three or more  group^.^ 

Basic nssociatio~ral approacl~ Now, we would like to consider an approach to research where 
the independent variable is usually continuous or has several ordered categories, usually five or 
more. Suppose that the investigator is interested in the relationship between giftedness and self- 
perceived confidence in children. Assume that the dependent variable is a self-coniidence scale 
for child re^^ The independent variable is giftedness. If giftedness had been divided into high, 
average, and low p u p s  (a few values or levels), we would have called the research approach 
comparative because the logical thing to do would be to compare the groups. However, in the 
typical associational approach, the independent variable is continuous or has at least five ordered 
levels or values? All participants would be in a single youp with two continuous variables-- 
giftedness and self-concept. A correlation coefficient could be performed to detemline the 
strength of the relationship between the two variables. 

As implied above, it is somewhat arbitrary whether a study is considered to be comparative or 
associational. For example, a continuous variable such as age can always be divided into asmall 
number of levels such as young and old. However, we make this distinction for two reasons. 
First, we tW it is usually unwise to divide a variable with many ordered levels into a few 
because information is lost. For example, if the cut point for "old age" was 65;persom 66 and 96 
would be lumped together as would persons 21 and 64. Second, different types of statistics are 
usually used with the tvro approaches (see Fig. 1.1). We think this distinction and the similar one 

-- 

made in the section on research questions wiII help you decide on an appropriate statistic, which 
we have found is one of the hardest parts of the research process for students. 

Basic descriptive approach, This approach is different from the other four in that only one 
variable is considered at a time so that no relationships are made. Table 1.1 shows that this lack 
of comparisons br associations is what distinguishes this approach from the other four. Of course, 
the descriptive app?oach does not meet any of the other criteria such as random assignment of 
participants to groups. 

Most research studies include some descriptive questions (at least to describe the sample), but do 
not stop there. It is rare these days for published quantitative research to be purely descriptive; 
we almost always study several variables and their relationships. Howwer, political polls and 
c o m e r  mweys are sometimes only interested in describing how voters as a whole react to 
issues or what products a group of consumers will buy. Exploratory studies of a new topic may 
just describe what people say or feel about that topic. 

Most research books use a considerably broader definition for descriptive researoh. Some use the 
phrase "descriptive research" to include all research that is not randomized experimental or 

'It is also possible to compare relatively large numbers of groups (e.g., 5 or 10) if one has enough participants that 
the groilp sizes are adequate, but this is atypicd. 
'It is possible, a we wiU see in chapters 7 and 8, to use the aasocintioml approach and statistics when one has fewer 
than five ordered values of the variables and even with unordered nominal variables, but this is not typical. 
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Chapter 1 - ResearchPmblems, Approaches, and Questions 

quasi-experimental, Others do not seem to have a clear deftnition, using descriptive almost as a 
synonym for exploratory or sometimes "couelational" research. We think it is cIearer and less 
confusing to students to restrict the term descriptive research to questions and studies that use 
only descriptive statistics, such as averages, percentages, histograms, and frequency 
distributions, and do not test null hypotheses with inferential statistics. 

Cotnpltzx Research Approaches 

It is important to note that most studies are more complex than implied by the above examples. 
In fact, almost all studies have more than one hypothesis or research question and may utilize 
more than one of the above approaches. It is common to h d  a study with one active independent 
variable (e.g., type of treatment) and one or more attribute independent variables (e.g., gender). 
This type of study combines the randomized experimental approach (ifthe participants were 
randomly assigned to groups) and the comparative approach. Most "survey" studies include both 
the associational and comparative approaches. A s  mentioned above, most studies also have some 
descriptive questions so it is common for published studies to use three or even more of the 
approaches. 

Research Questions/Hypotheses 

Next, we divide research questions into three broad types: dzrerence, associational, and 
descriptive. For the difference type of question, we compare groups or values of the independent 
variable on their scores on the dependent variable. This type of question typically is used with 
the randomized experimental quasi-experimental, and comparative approaches. For an 
associational question, we associate or relate the independent and dependent variables. 
Descriptive questions are not m e r e d  with inferential statistics; they merely describe or 
summarize data. 

Bnsic Difference Versus Associationnl Research Questions or Hypotheses 

Hypotheses are dehned as predictive statements about the relationship between variables. Fig. 
1.1 shows that both difference and associational questionslhypotheses have as agenerdtputpose 
the exploration of relationships between variables: This similarity is in agreement with the 
statement by statisticians that all parametric inferential statistics are relational, andit is consistent 
with the notion that the distinction between the comparative and associational approach is 
somewhat arbitrary? However, we believe that the distinction is educationally useful. Note that 
difjerence and associational questions diffsr in specific purpose and the kinds of statistics they 
use to answer the question. 

We use the term associntiana1 forthis type of reswch question, approach, and statistics rather than relational or 
correlational to dis!inguish them kom the generalpqose of both difference and associational questiondhypotheses 
described above. Also we wanted to rlistjngnishbetween conelation, as a specific statisticnl technique, and the 
broader types of approach, qucslions, and group of statistics. 

Ge~eraI Purpose Explore Relationships Between Variables Description (Only) 

Speciiic Appronch Randomized Experimentnl, Associationnl Dc.~criptive 

and Comparative 

Specitic Purpose 

I 
Compare Groups 

I 
Relate Variables, 

I 
Find Associations, Summarize Data 

Make Predictions 

Type of Question/Hypothesis Difference Assoclationnl Descriptive 
I I I 

Genernl Type of Statistic Dlfierence Inferential Associat~&al Dercriptfve Statistics 
Stntibtlcs (e.g., t test, Inferential Statistics (e.g., hiiogwns, 

ANOVA) (e.g., cornlation, meam, percentages, 
multiple regression) box plots) 

Fig. 1.1. Schematic diagram showing how the purpose, approach and type of research 
question correspond.to the general type of statistic used in a study. 

Table 1.2 provides the general format and one example of a basic dz3erence hypothesis and of a 
basic associational hypothesis. Research questions are similar to hypotheses, but they are stated 
in question format. We think it is advisable to use the question format when one does not have a 
clear directional prediction and for the descriptive approach. More details and examples are 
given in Appendix A. 
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Chapter 1 -Research Problems, Approaches, and Questions 

Table 1.2. Exmnples of Basic Difference and Associafional Hypotheses 

1. Difference ('rolcp co~rparisorr) Hypothesis 

For this type of hypothesis, the levels or values of the independent variable (e.g., gender) 
are used to divide the participants into groups (male and female) which are then 
compared to see if they differ in respect to thwverage scores on the dependent variable 
(e.g., empathy). 

* An example of a directional research hypothesis is: Women will score higher than men on 
empathy scores. In other words, the average empathy scores of the women will be 
significantly higher than the average empathy scores for men. 

2. Associational (relational) Hypotlresis 

* For this type of hypothesis, the scores on the independent variable (e.g., self-esteem) are 
associated with or related to the dependent variable (e.g., empathy). It is ojten arbitrary 
which variable is considered the independent variable but most researchers have an idea 
about what they think is the predictor (independent) and what is the outcome (dependent) 
variable. 

o An example of a directional research hypothesis is: There will be a positive association 
(relation) between self-esteem scores and empathy scores. In other words, those persons 
who are high on self-esteem will tend to have high empathy, those with low self-esteem 
will tend also to have low empathy, and those in the middle on the independent variable 
will tend to be in the middle on the dependent variable. 

Sir Types of Researclr Questions 

Table 1.3 expands our overview of research questions to include both basic and complex 
questions of each of the three types: descriptive, difference, and associational. The table also 
includes references to the tables in chapters 3 and 7, designed to help you select an appropriate 
statistic and examples of the types of statistics that we include under each of the six types of 
questions. Appendix A and the last section in this chapter provide examples of research questions 
for each of the six types. We use the terms basic and complex because the more common names, 
univariate and multivariate, are not used consistently in the literature. 

Note that some complex descriptive statistics (e.g., a cross-tabulation table) could be tested for 
significance with inferential statistics; if they were so tested they would no longer be considered 
descriptive. We think that most qualitative/constructivist researchers ask complex descriptive 
questions because they consider more than one variablelconcept at a time but do not use 
inferentialhypothesis testing statistics. Furthemore, complex descriptive statistics are used to 
check reliability (e.g., Cmnbach's alpha) and to reduce the number of variables (e.g., factor 
analysis). 
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Table 1.3. Summary of Qpes of Researclr Questions 

Type of Research Questions (Number of Variables) Statistics (Example) 

1) Basic Descriptive Questions - 1 variable 

2) Complex Descriptive Questions - 2 or more variables, 
but no use of inferential statistics 

3) Basic Difference Questions - 1 independent and 1 
dependent variable. Independent variable usually has 
a few values (ordered or not). 

4) Complex Difference Question - 3 or more variables. 
Usually 2 or a few independent variables and 1 or more 
dependent variables considered together. 

5) Basic Associational Questions - 1 independent variable 
and 1 dependent variable. Usually at least 5 ordered values 
for both variables. Often they are continuous. 

d - 
6) Complex Associational Questions - 2 or more 

independent variables and 1 or more dependent variables. 
Usually 5+ ordered values for aIl variables but some or all 
can be dichotomous variables. 

See Table 3.2 
(mean, standard deviation, 
frequency distribution) 

@ox plots, cross-tabulation 
tables, factor analysis, 
measures of reliability) 

Table 7.1 
(t test, one-way ANOVA) 

Table 7.3 
(factorial ANOVA, 
MANOVA) 

Table 7.2 
(correlation tested for 
significance) 

Table 7.4 
(multiple regression) 

Differerrce versrrs associational inferential statistics. We think it is educationally useful, 
although not common in statidcs books, to divide inferential statistics into two types 
corresponding to difference and associational hypotheses/questions. Dzerence inferenlid 
statistics are used for the experimentd, quasi-experimental, and comparative approaches, which 
test for dzfferences between groups (e.g., using analysis of variance). Associationd inferential 
statistics test for associations or relationships between variables and use correlation or multiple 
regression analysis.' We will utilize this contrast between difference and associational inferential 
statistics in chapter 7 and later in this book. 

. . . /_.. 

'We realize that a l l  parametric inferential statistics nre relational so this dichotomy of using one type 6f data 
analysis procedure to test for differences (when there are a few values or levels of the independent variables) and 
another type of da@analysis procedure to test for associations (when there arc continuou6 independent variables) is 
somewhat artificial. Both continuous and categorical independeptrv~ble$ cm be,used in a general @ e ~ , ~ o d , e . l , ,  , 
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Chapter 1 - ResearchProblems, Approaches, andQuestiaus 

A Sample Research Piroblem - The High School and Beyond (EXSB) Study 

Imagine that you are interested in the general problem of what factors intluence mathematics 
achievement at the end of high school. You might have some hunches or hypotheses about such 
factors based on your experiences and your reading of the research and popular literature. Some 
factors that might iufiuence mathematics achievement are commonly called demographics; e.g., 
gender, ethnic group, and mother's and father's education. A probable influence would be the 
mathematics courses that the student has taken. We might speculate that grades in math and in 
other subjects could have an impact on math a~hievement.~ However, other 'W variables, 
such as students' IQ or parent encouragement and assistance, could be the actual causes of high 
math achievement. Such extraneous variables could influence what courses one took, the grades 
one received, and might be correlates o f f  e demographic variables. We might wonder how 
spatial performance scores such as pattendmosaic score and visualization score might enter into a 
more complete understanding of the problem and whether these skills seem to be influenced by 
the same factors as math achievement. Finally, students' attitudes about mathematics might be 
factors affecting these math achievement scores. 

Before we state the research problem and questions in more fonnal ways, we need to step back , 
and discuss the types of variables and the approaches that might be used to study the above 
problem. Think about what are the indqendentlantecedent @resumed causes) variables and 
what are the dependent/outcomes variable(s) in the above problem. Kopefully, it is obvious that 
math achievement is the primary dependent variable. 

Given the above research problem, which focuses on achievement tests at the end of the senior 
yew, the number of math courses talcen is best considered to be an antecedent or independent 
variable in this study. What about father's and mother's education and gender? How would you 
classify ethnic group in term of the type of variable? What about grades? Like 1Q and parent 
encouragement they would be independent variables, but, as with any study, we were not able to 
measure all the variables that might be of interest. Visuakation and mosaic pattern scores could 
probably be either independent or dependent variables depending upon the speczc research 
question. Finally, the math attitude questions and the resulting composite or scale scores derived 
from them also could be either independent or dependent variables, but probably 
independentlantecedent variables in this study. Note that student's class or grade level is not a 
variable in this study because all the participants are high school seniors (i.e., it does not vary; it 
is the population of interest). 

As we have discussed, independent variables can be aettve (given to the participant or 
manipulated by the investigator) or attributes of the participants or their environments. Are there 

(regression) appachto  data analysis. However, the practical implications are that most researchers adhere to the 
ahove dichotomy in data analysis. 

We have decided to use the shoe version of mathenatics (ie., math) thraughout the book to snve space, because 
it is used in common language, and because it is the name of several vnriables (e.g., maihach, mthp)  in the sample 
study. 

any active independent variables in this study? No! There is no intervention, new curriculum, or 
something similar. All the independent variables, then, are attniute variables because they are 
attributes or characteristics of these high school students. Given that all the independent variables 
are attniutes, the research approach cannot be experimental or qwsi-experimental. The 

study is basically an individual differences one that wiU use the comparative, 
associational, and descriptive approaches. This means that we will not be able to draw definite 
conclusions about cause and effect (i.e., we will find out what is related to math achievement, but 
we will not know for sure what causes math achievement). 

Resenrclr Questions for the Modged lFISB ,9iudy7 

We will generate a large number of research questions £corn the modified HSB data set for 
Assignments A - L and N. Assignment M uses a different data set that you will enter. In this 
section, we will list one research question to be answered in each of the assignments to give you 
an idea of the range of types of questions that one might have in a typical research project iike a 
thesis or dissertation. In addition to the dzrerence and associational questions that are commonly 
seen in a research report, we have asked descriptive questions and questions about assumptions 
in the early assignments. Templates for writing the research problem and research questions/ 
hypotheses are given in Appendix A* it should help you write questions for your own research. 
The questions below correspond to the lab assignments in Chapters 4-18. 

1) Ofien, we start with basic descriptive questions about the demographics of the sample. Thus, 
we could answer, with the results of Assignment A, the following basic descriptive question: 
"What is the average educational level of the fathers of the students in this sample?" 

2) Additional basic descriptive questions about the sample will be answered in Assignment B. 
For example, 'What percentages of the students are male and female?" 

1 

3) In AssignmentChwe produce a number of newftransformed variables such as three summated 
scales assessing math attitudes. In this assignment we will examine whether the dependent and 
continuous independent variables (those that might be used to answer associational questions) are 
distributed normally, an ussumption of many statistics. The question is, " k e  the frequency 
distributions of the three math attitude scales markedly different from the normal curve 
distribution?" 

4) We will produce cross-tabulation tables in Assignment D and ask ''Is the association between 
gender andmath gades statistically si&cant?" This is a basic associational question. 

 h he High School and Beyond (HSB) study was conductedby the National Opinion Research Center (1980). The 
example, discussed here and throughout the book, is based on 13 variables obtained fiom a m d o m  sample of 75 
out of 28,240 high school seniors. These variables include achievement scores, grades, and demographics. Tbe raw 
data for the 13 vnriables were obtained fiom an appendix in Hinkle, Wiersna, and Jum (1994). Note that additional 
variables (ethnicity and math attitudes) with realistic but fictitious data have been addod to the HSB data set in 01dm 
to provide examples of common additional types of analysis (e.g., summated scales and Cronbach's alpha). 
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Chapter 1 - ResearchProblems, Approaches, and Questions - 

5) In Assignment E, we will answer additional basic associational research questions (wing 
Pearson product-moment correlation coefficients) such as, "Is there a positive 
association/relationship between grades in high school and a math achievement?" 

This assignment also will produce a correlation mafix of all the associations among seven key 
variables including math achievement. Similar matrixes will provide the basis for the answers to 
the issues raised in Assignments F, G, and H. 

6) Assignments F and G are not really intended to pfovide answers to the research problem 
posed at the beginning of this section. Assignment F will deal with the issue of whether our 
conceptualizationthat there are three aspects of attitudes about mathematics (pleasure, 
motivation, and competence) is consistent with the ways the students answered the 13 attitude 
items. The research question might be phrased, "Using the SPSS factor analysis program, will 
the 13 math attitude itemslquestions cluster into the same three sets of questions that we 
proposed conceptually?" This is a complex descriptive question. 

7) Whether there is internal consistency reliability of the summated scale scores (determined 
conceptually or from factor analysis) is another important assumption to test before proceeding 
with the formal research questions. This issue could be phrased, "Are the three scale scores 
computed eom the math attitude questions internally consistent?" There are also other important 
measures of reliability that will be computed in Assignment G. 

8) Assignment H will ask and answer a key research question which is a complex associational 
question: 'Ts there a combination of math attitudes (motivation, competence, and pleasure), 
grades, father's and mother's education, and gender that predicts math achievement better than 
any one of them alone, and, if so, what is the best combination?" Assignment I will answer 
similar questions. 

9) Sweral basic difference questions will be asked in Assignment J. For example, 'Do males 
and females differ on math achievement and grades in high school?" 

10) Basic dzgerence questions in which the independent variable has three or more values will 
be asked in Assignment IL For example, "Are there differences among Euro-American, fican- 
American, Hispanic-American, and Asian-American students on math achievement?" 

I I) Complex dzrerence questions will be asked in Assignment L. One set of three questions is as 
follows: (1) 'Ts there a difference between students who have fathers with no college, some 
college, and aBS or more with respect to the student's math achievement?" (2) 'Ts there a 
difference between students who had an A or B math grade average and those with less than a B 
average on a math achievement test at the end of high school?" and (3) 'Ts there an interaction 
between father's education and math grades with respect to math achievement?" 

12) Assignment M will deal with repeated measures and mixed ANOVA questions using a 
different data set that you will enter into the computer. 

- - , 4 1 

Chapter 1 -Research Problems, Approaches, and Questions 

13) Finally, Assignment N will answer complex drflerence questi&s similar to those i.6 
Assignments J and K when more than one dependent variable is considered simultaneously. 

bother way to group these research questions that we have found useful is as follows: 

a) Descriptive statistics about the demographics of the sample. 

b) Tests of assunptions such as that the key variables are distributed normally and the 
instruments are assessed reliably. 

1 

c) Tests of the specific research questions posed by the researcher, based on the research 
problem. These can be descriptive, associational, and/or dzgerence questions. 

d) In addition, we often test other supplementaly questions, which may be side issues or may 
arise after we have Written the proposal or even after the data have been collected and 
analyzed. 

This introduction to the research problem and questions raised by the HSB data set should help 
make the assignments meaningful, and it should provide a guide and examples for your own 
research. 
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CHAPTER 3 

Measurement and Descriptive Statistics 

According to S. S. Stevens (1951), "In its broadest sense memement is the assignment of 
numerals to objects or events according to rules" (p.1). As we have seen in chapter 1, the process 
of research begins with a problem that is made up of a question about the relationship between 
two, or usually more, variables. Measurement is introduced when these variables are 
operationally defined by certain rules which determine how the participants' responses will be 
translated into numerals. These numbers can represent nonordered categories in which the 
numerals do not indicate a greater or lesser degree of the ckacteristic of the variable. Stevens 
went on to describe four scales or levels of measurement that he labeled: nominal, ordinal, 
intcrvah and ratio. Stevens and most writers since then have at@ that the level or scale of 
measurement used to collect data is one of the most important determinants of the types of 
statistics that can be done appropriately with that data As implied by the phrase "levels of 
measurement," these types of measurements vary from the most basic (nominal) to the highest 
level (ratio). However, since none of the statistics that are commonly used in social sciences or 
education require the use of ratio scales we will not discuss them to any extent. 

These are the most basic or primitive forms of scales in which the numerals assigned to each 
category stand for the name of the category, but have no implied order or value. Males may be 
assigned the numeral 1 and females may be coded as 2. This does not imply that females are 
higher than males or that two males equal a female or any of the other typical mathematical uses 
of the numerals. The same reasoning applies to many other true nominal categories such as 
ethnic groups, type of disability, sectionnumber in a class schedule, or marital status (e.g., never 
married, married, divorced, or widowed). In each of these cases the categories are distinct and 
nonoverlapping, but not ordered, thus each category in the variable marital status is different 
kom each other but there is no necessary order to the categories. Thus, the four categories could 
be numbered 1 for never married, 2 for married, 3 for divorced, and 4 for widowed or the reverse, 
or any combition of assigning a number to each category. What this obviously implies is that 
you must not treat the numbers used for identifying the categories in anominal scale as if they 
were numbers that could be used in a formula, added together, subtracted from one another, or 
used to compute an average. Average marital status makes no sense. However, if one asks a 
computer to do average marital status, it will blindly do so and give you meaningless 
information. The important thing about nominal scales is to have clearly defined, nonoverlapping 
or mutually exclusive categories which can be coded reliably by observers or by self-report. 

Qualitative or naturalistic researchers rely heavily, if not exclusively, on nominal scales and on 
the process of developing appropriare codes or categories for behaviors, words, etc. Although 
using aualitative/nominal scales does dramatically reduce the types of stabtics that can be used 
withthy~w data, it does not altogether eliminate the use of statistics to summarize your data and 

malce inferences. Therefore, even when the data are nominal or qualitative categories, one's 
research may benefit &om the use of appropriate statistics. We will return shortly to discuss the 
types of statistics, both descriptive and inferential, that are appropriate for nominal data 

Diclrotonrorrs Variables 

It is often hard to tell whether a dichotomous variable, one with two values or categories (e.g., 
Yes or No, Pass or Fail), is nominal or ordered and r-chers disagree. We argue that, although 
some such dichotomous variables are clearly nominal (e.g., gender) and others are clearly 
ordered (e.g., math grades--high and low), all dichotomous variables form a special case. 
Statistics such as the mean or variance would be meaningless for a three or more category 
nominal variable (e.g., ethnic group or marital status, as described above). However, such 
statistics do have meaning when there are only two categories. For example, in the llSB data the -. 

average gender is 1.55 (Gth males = 1 and females = 2). This means that 55% of the participants 
were females. Furthermore, we will see in Chapter 12, multiple regression, that dichotomous - - -- -- 
variables, c'alled dummy variables, can be used as independent variables along with other 
variables that are interval scale. Thus, it is not necessary to decide whether a dichotomous 
variable is nominal, and it can be treated as if it were interval scale. 

Table 3.1. Descriptions of Scales ofMeasurement With Dichotomous Variables Added 
Scale Descriotion 
- -- - 
Nominal = 3 or more unordered or nominal categories 

Dichotomous = 2 categories either nominal or ordered (special case) 

Ordinal = 3 or more ordered categories, but clearly unequal intervals 
.... between categories or ranla 

Interval = 3 or more ordered categories, and approximately equal 
intervals between categories 

Ratio = 3 or more ordned categories, with equal intervals between 
categories and a true zero 

Ordinal ScalesflariabIes eve., Ueeqr~al Interval Scales) 

In ordinal scales there are not only mutually exclusive categories as in nominal scales, but the 
categories are ordered from low to high in much the same way that one would rankthe order in 
which horses finished a race (i.e., first, second, third, ... last). Thus, in an ordinal scale one laows 
which participant is highest or most prefened on a dimension but the intervals between the 
various ranlcs are not equal. For example, the second place horse may fmkh far behind the 
winner but only a fraction of a second in kont of the third place finisher. Thus, in this case there 
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are unequal intervals between first, second, and third place with a very small interval between 
second and third and a much larger one between first and second. 

Interval and Ratio ScalesNariab1e.s (k, Eqrialbterval Scales) 

hterval scales have not only mutually exclusive categories that are ordered from low to high, but 
also the categories are equally spaced (i.e., have equal intervals between them). Most physical 
measurements (length, weight, money, etc.) are ratio scales because they not only have equal 
intervals between the values/categones, but also have a true zero, which means in the above 
examples, no length, no weight, or M money. Few psychological scales have this property of a 
true zero and thus even if they are very well constructed equal interval scales, it is not possible to 
say that one has no intelligence or no extroversion or no attiNde of a certain type. While there are 
differences between interval and ratio scales, the differences are not important for us because we 
can do all of the types of statistics that we have available with interval data As long as the scale 
has e q ~ d  intervals, it is not necessary to have atrue zero. 

Disti~tguishirrg Betweeit Ordinal and IntewalScales 

It is usually fairly easy to tell whether three categories are ordered or not, so students and 
researchers can distinguish between nominal and ordinal data, except perhaps when there are 
only two categories, and then it does not matter. The distinction between nominal and ordinal 
malces a lot of difference in what statistics are appropriate. However, it is considerably harder to 
distinguish between ordinal and interval data. While almost allplzysical measurements provide 
either ratio or interval data, the situation is less clear with regard to psychological measurements. 

When we come to the measurement of psychological characteristics such as attitudes, often we 
cannot be certain about whether the intervals between the ordered categories are eaual. as - A ,  

required for an interval level scale. Suppose we have a five-point scale on which we are to rate 
our attitude about a certain statement from aongly agree as 5 to strongly disagree as 1. The issue 
is whether the intervals between a rating of 1 and 2,2 and 3,3 and 4, and 4 and 5 are all equal or 
not. One could argue that because the numbers are equally sp$ced on the page, and because they 
are equally spaced in terms of their numerical values, the subiects will view them as eaual 
intervals. HO&~,  especially if the in-between points are idkntified (e.g., strongly aGee, agree, 
neutral, disagree, and strongly disagree), it could be armed that the difference between sbonelv 

u 2 

agree and agree is not the same as between agree and neutral; this contention would be h d  to 
disprove. Some questionnaire or survey items have response categories that are not exactly equal 
intervals. For example, let's take the case whae the subjects are asked to identify their age as one 
of five categories: 21 to 30,31 to 40,41 to 5451 to 60, and 61 and above. It should be clear that 
the last category is larger in terms of number of years covered than the other four categories. 
Thus, the age intervals are not exactly equal. However, we would consider this scale and the ones 
above to be at least approximately interval. 

On the other hand, an example of an ordered scale that is clearly not interval would be one that 
asked how kequently subjects do something. The answers go something like this: every day, 
Once a week, once a month, once a year, once every 5 years. You can see that the categories 

become wider and wider and, therefore, are not equal intervals. There is clearly much more 
difference between 1 year and 5 years than there is between 1 day and 1 preek. Most of the above 
information is summarized in the top of Table 3.2. 

Table 3.2. Selection of Appropriate Descriptive Statisticsfor One Dependent Variable 

LeveUScde of Measurement of Variable 

Nominal Ordinal Interval lor Ratio 

Characietistics of the - Qualimtive data - Quantitative data - ~ m t i t ~ t i ~ ~  
Variable - Not ordered - Ordered dam - Ordereddnta 

- True categories: only - Rank order only . ~~~~l in-& 
names, labels between values 

Examples Gender, school 1st 2n4 3rdplace, Age, height, good test 
curriculum type, hair ranked preferences scores, good rating 
color scales 

FrequencyDis&iiution Redhead- III Best - fl 5 - 1  
Blond - Ell Better - 4 - II 
Brunette- II Good - Ill 3 ' -  m 

2 - m  
I - I T  

Frequency Polygon/ No Yes 
Histogram 

Yes 

Bar Graph or Chaa Yes Yes Yes 

- 
Menu 
Median 
Mode 

No 
No 
Yes 

Mean Ranbr Yes 
Yes Yes , 

Yes Yes 

Standard Deviation No of Ranks 
Range 

Yes 
No Yes, but' 

How many categories 
Yes 

Yes Yes 
Percent in each 

Yes 
Yes Yes Yes 

Shape 
Skewness No No 
KuItosis 

Yes 
No No Yes 

1. Bekce 
POVAHA HWOMABN'~CH DAT A LOGBKA SURVEY. $RACE S 
HROMADNQM~ DATY PRED JEJICH ANAL~ZOU Modul 
procedury F PRACE S PRCPSTRED~M t~ Viewy Utilities 

m AMAL~ZY Modul Out 
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Starting SPSS for 'Windows 
The easiest way to run 9% for Windows is by using the Stan button. Dur- 
ing the installation of SPSS, the Setup procedure adds SPSS to the menu 
that appear when you click the Start button, as shorn  in Figure 2.1. 

Opening a Data File 
The SPSS Data Editor window displays your working data file. You don't 
have one yet-that's why the Data Editor is empty. If you have data of 
your own that are not in the computer yet, you can type the numbers 
right into the Data Editor. If the data are already in a spreadsheet or da- 
tabase file, you can probably read that file into SPSS. The data used in 
this book are already in the form of SPSS data files. To use them for the 
exercises, or just to follow along in the analysis, simply open the appro- 
priare data file. To  open a data file: 

Figure 2.1 SPSS on the Start men,, 

Click the left mouse button on the word File on the SPSS Data Editor 
menu bar, as shown in Figure 2.3. 

The File menu is displayed. 

Figure 2.2 SPSS Data Editor window 
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Data Editor 
w~ndow 

~1way.s use the TO start SPSS, click Start to display the Start menu, then click SPSS left mouse 
button unless 8.0 for Windows. 
the right one is 
specifica~ly The SPSS Data Editor window is displayed, as shown in Figure 2.2. You 
indicated. can move it, lilce any other window, by cliclung and dragging its title 

bar, or resize it by cliclcing and dragging its sides or corners. 

Status bar' 

- - 
m 
I 
a, 
U .- 
*.. 
C 
2 
n 
i 
a, > .- 
!Y 
a, - 
0 

P, 
(I) 
L 
0) 
a 
a 
3 
vi .- 
v) 
3 z 
'=r 
2 
2 
e 
0) 

2 
G 
ai 
m 
m 
7 

i 
m 
:3 

2 
2 
cri - 
.(I) 
3 a 
0 
Z 

Select , 
gss.sav 

An Introductory Tour: SPSS for Windows 9 lo Chapter 

F On the File menu, click Open. 

Figure 2.3 Opening a data file 

When you click Open on the File menu, the Open File dialog box 
appears, as shown in Figure 2.4. 

Figure 2.4 Open File dialog box 

for the file on a 

F Click the gss.sav data file where it appears in the List. 

F Click Open. 

To view the data in the 
Data Editor, from the 
menus choose: 

Window 
gss - SPSS Data Editor 

If vour screen 
drsplays all 
numbers rathe; '- rr 
than value labels 
such as Male and 
Female In the 
cells from the 
menus choose: 

View 
Value Labels 

--- ;q ; ; i  What if the gss.sav file doesn't appear? Only files in the current 

&i& drive and directory are listed. The file you want may either be in 
another directoj  or saved on a different drive. 

To look in a parent folder (one that contains the current folder), click 
the up-folder icon, as shown in Figure 2.4. 

To look in a subfolder (one contained in the current folder), double- 
click it in the list. 

To look on a different drive, click the up-folder icon repeatedly until 
you reach My Computer, then double-click the desired drive icon and 
continue down through the folder hierarchy on that drive. 6 4 4  

When SPSS has finished reading the data file, it displays the data in the 
Data Editor, as shown in Figure 2.5. This particular data file contains 
selected information for 1500 people who were interviewed in the 1993 
General Social Survey, which annually asks a broad range of questions 
to a sample of adults in the United States population. 

Figure 2.5 Data Editor window with GSS data 
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Figure 2.7 Frequencies dialog box with default variable labels 
Figure 2.8 Frequencies dialog box 

Variable selected 
in source list 

Click to  / 
scroll 

To make this book easier to read, we'll use variable names instead of 
labels in dialog boxes, as shown in Figure 2.7. To display variable names 
rather than labels in your dialog boxes (so you can follow along with the 
text), you need to change one of SPSS's default options. 

To use this dialog box: 

b Click happy in the scroll list and then click m. 
This moves happy into the Variable(s) list. 

b From the menus select: 
As a shortcut to 
scroll the source 
list, click in the list 
and type the letter 
p. This scrolls to 
the first variable 
beginning with p. 

b Scroll down the source list until you see postlife and move it into the 
Variable(s) list as well. Edit 

Options ... 

b Click Charts. b In the Options dialog box, click the General tab. 

This opens the Frequencies Charts dialog box, as shown in Figure 2.9. 
Here you can request charts along with your frequency tables. 

Figure 2.9 Frequencies Charts dialoe box 

b In the Variable Lists group box, click Display names. 

b Click OK. 

This change does?zJt take effect until the lzext tinze you open a data file. 
The effect of the changed option is shown in Figure 2.8. 

Select ~ar- 
charts 

b Select Bar charts, as shown in Figure 2.9. 

An Introductory Tour: SPSS for Windows 15 

The Viewer Window 

The Viewer window is where you see the statistics and graphics-the out- 
put-from your worlc in SPSS. As shown in Figure 2.10, the Viewer win- 
dow is split into two parts, or panes. (A piece of a window is often called 
a pane in computer software, just as it is at your local hardware store.) 

b To change the sizes of the two panes (for example, to  make the display 
pane wider), just point the mouse at  the line that divides them, press 
the left mouse button, and drag the line to the left or right. 

It's possible to ignore the outline pane and simply scroll through the 
output displayed in the display pane on the right side of the Viewer. The 
outline view offers some handy tricks, however. 

Figure 2.1 0 Viewer window 

The Outline Pane 

Individual portions of output are associated with "book" icons in the 
outline pane. Each icon represents a particular piece of output, such as a 
table of statistics or a chart. 

I T GENERAL HAPPINESS 

Outline pane 

Display pane 

b If you click one of these icons in the outline pane, the associated piece 
of output appears instantly in the display pane. (But it may be hidden! 
See below.) 

These icons are the quickest navigational contfols in the Viewer. 
The book icons are also used to hide or display pieces of output tem- 

porarily. Notice that most of them in the outline pane are "open book" 
icons, while a few lookmore like closed books. A "closed book" icon rep- 
resents a hidden piece of output. Hidden output doesn't appear in the dis- 
play pane but can be recovered any time you want to look at it. 

b To hide a single piece of output, double-click the open book icon. This 
closes the icon and hides the output associated - d t h  it.- 

Click here to  scroll - 
through output 

b TO display a hidden piece of output, double-click the closed book icon. 
This opens the icon and displays the output associated with it. 

The left side (the outline pane) contains an outline view of all the differ- 
ent pieces of output in the Viewer, whether they are currently visible or 
not. The right side (the display pane) contains the output itself. 

b To hide all of the output from a procedure such as Frequencies, click 
the little box containing a minus sign to the left of the procedure name. 
That whole part of the outline collapses, and the minus sign changes 
to a plus sign to show you that more output is hiding there. Click the 
plus sign to show it all again. 

You will find that you can do lots of things in fairly obvious ways by 
playing with the outline pane. Try rearranging the output (press the left 
mouse button on a book icon, drag it to a diierent place in the outline, 
and then release the mouse button), or deleting part of the output (click 
the icon and press the Delete key). The SPSS Help system can tell you 
all the details. 
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e A frequency table for the next variable, postlife, whose icon is labeled 
BELIEF IN LIFE AFTER DEATH in the outline pane. 

6 A bar chart for happy. 
B A bar chart for postlife. 

The Display Pane 

The display pane shows as much of the SPSS output as can fit in it. To see 
more, you can either scroll the pane or use the outline pane to jump 
around. . 

The output in the display pane includes several different kinds of ob- 
jects: tables of numbers (actually a special kind of tables, called pivot ta- 
bles); charts; and bits of text such as titles. You have complete control 
over the appearance, and even the content, of most of these objects. 

Let's see what these pivot tables and charts are like. 

Pivot Tables 0 To change something about an object, double-click it in the display 
pane. First, a pivot table. Most of SPSS's tabular and statistical output appears 

in the Viewer in the form of pivot tables. Double-clicking an object opens an editor that is specially designed to 
modify it. The appearance of the object changes to show that you are 
editing it. The menu bar may change. If the object is a chart, a special 
chart editing window opens to offer you a powerful set of tools for 
changing the chart's appearance. 

Let's look at these objects in the Viewer. 

Figure 2.1 I Pivot tables in the Viewer 

Frequen y Table 

HAPPY 

Viewer Objects 

In the outline panel, the first line is a container for the entire batch of out- 
put. It's simply called Output. There might be a line below it called Log, 
which isn't going to be discussed in this book. The next line, Freqr~encies, 
is a heading that contains all the various kinds of output produced by the 
Frequencies procedure that you just ran. In order, thiy are: 

ve~ld curnulatke 
Frequancv Percant P~rcenl ParcBnl 

Valld VERYWIPPY 1 477 1 31.8 1 31.8 1 31.9 
PRETWHAPPY T T O O P  1 819 5 6 6  1 . 3 1  56.8 1 1 . 3 )  j o o . ~ l  8 0 7  

1495 89.7 100.0 
Mlsslno No a n m r  

Click here to 
display the 
frequencies 
tabla for /' Title. The title of the procedure, which is simply text. GENERAL 
HAPPINESS Notes. Notes are usually hidden, so this probably looks like :a closed 

book in the outline pane. 
Statistics. This is a pivot table, which reports the number of cases, or 
"observations," that were processed by the Frequencies procedure. 
Most procedures start by producing such a table. The icon is an open 
book, so if you click it, the display pane will show you what it 10131~s like. 

In the outline, cliclc the icon for the pivot table labeled GENERAL 
HAPPINESS. The table instantly appears in the display pane, with an 
arrow pointing to it, as shown in Figure 2.11. 0 A frequency table for the first variable processed (happy). Frequency ta- 

bles are discussed in Chapter 3. Note that the icon in the outline pane is 
labeled GENERAL HAPPINESS, which is a descriptive label that was 
assigned to the variable happy when the data file was set up. 
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I* Move rhe mouse over to the display pane and double-click on the table 
itself to indicate that you want to edit it. 

If you don't l i e  the way numbers are displayed in the pivot table, 
make sure the Pivot Table Editor is active (by double-clicking the table in 
the display pane), and then either make a selection from the Format 
menu, or right-click one of the numbers in the table to pop up a context 
menu for it. Most of the things you might want to change can be found 
in either of these menus under Table Properties or Cell Properties. Check 
out Table Looks, too, to see how you can apply consistent sets of format- 

Figure 2. I 2  An activated pivot table 

1 s - l   ad^ Frequency Table u 1 8-@~rw* :ad 
ting to whole tables. 

Changing fonts and styles and even the text of the labels in a table can 
make a big difference in the way the table looks. An SPSS pivot table lets 
you do much more than that, however. You can change the basic orgaai- 
zation of the data presented in the table. The Pivot menu (which appears 
only when you have double-clicked a pivot table in the display frame to 
activate it) gives you access to powerful tools for reorganizing the table. 
To get a feel for these tools, activate a pivot table, and from the menus 

HAPPY 

Tolal 1495 99.7 100.0 
Misslnp No answer 5 .3 

choose: 

Pivot 
Transpose Rows and Columns 

The same information is displayed. The different codes or responses to 
the question, which were laid out vertically, are now laid out horuon- 
tallv: the different types of statistical summaries, which were laid out 

Not a lot seems to happen in Figure 2.12. The pivot table is now sur- 
rounded by a cross-hatched line to indicate that it is active in the Pivot 
Table Editor. The SPSS toolbar vanishes, and if you watch carefully, the 
menu bar changes-there is now a Pivot menu. 

Double-clicking a pivot table lets you edit it "in place"; that is, right 
where it sits in the display pane of the Viewer. If you need more room, 
select the pivot table by clicking once with the left mouse button, and 
from the menus choose: 

2 < 

horizontally, are now laid out vertically. 
To see the pivot table as it was before, simply transpose the rows and 

columns again. . 
This example is a very simple pivot table. Multidimensional tables of- - fer many more structural possibilities. You can explore those in the SPSS 

online Help system, or if you like, to see how things work you can build 
a complex table and start pivoting. Edit 

SPSS Pivot Table Object b 
Open ... 

This command opens the pivot table into a window of its own. 
When you are editing a pivot table either way, you can change almost 

anythmg about it you want. If you don't like the labil, just double-click 
it. It reappears as highlighted text. Type in the label the way you want it, 
perhaps Happiness in General, and click somewhere else to enter the new 
label. To change the font of the title or make it bold or italic, click the title 
and from the menus choose: 

Format 
Font ... 

Then choose a different font or a bold or italic style. 
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The Data Editor Window 

Columns are 
variables 

Let's take a closer look at the Data Editor (see Figure 2.14). YOU can se- 
lect it from the Window menu or simply click on it if any part of it is vis- 
ible on your screen. 

If you've ever used a spreadsheet, the Dara Editor should loolc familiar. 
It's just an array of rows and columns. In the Data Editor, each row is a 
case, and each column is a variable. Cases and variables are fund.amenta1 
concepts in data analysis. It's time we stopped to define them. 

Figure 2.14 Data Editor window 

Rows are 
cases 

Cases (rows) are the people who participate in a survey or experiment. 
(Another word often used is observation.) Actually, a case need not be 
a person. It can be anything. If you're doing experiments on rats, the 
case is the individual rat. If you're studying the beef content of ham- 
burgers, each hamburger is a case. Generally speaking, the case is the 
unit for which you take measurements. 

Variables (columns) are the different items of information you collect 
for your cases. Think about the way you conduct a survey. You aslc each 
person for the same type of information: date of birth, sex, marital status, 
education, views on whatever subjects your survey is about. Each item for 
which you record an answer is known as a variable. The answer a partic- 
ular person gives is known as the value for that variable. Year of birth is 
a variable; responses such as 1952 or 1899 are values for that variable. 

Cell editor 
displays value, 
for selected 
cell 

Selected ' 
cell 

The intersection of the row and the column is called a cell. Each cell 
holds the value of a particular case for a particular variable. You can edit 
values in the Data Editor, as follows: 

B Click in one of the cells with the mouse. 

The cell editor displays the value for the selected cell, as shown in Figure 2.15. 

Figure 2.15 Data Editor with cell selected 

: .  

B Type a nurnl?er to replace the existing value and press B. 
The new value appears in the cell editor as you type it, but the value in 
the cell is not updated until you press m .  

b Change another value in the cell editor, but instead of pressing [clEnterJ, 
press [Escl. 

When you press @rather than m, the original value in the cell re- 
mains unchanged. 

CHAPTER 2 

Overview of the High School and Beyond @SB) 
Data Set and SPSS 7.5 

The Modified Hsbdata File 

The file name of the data set used with this manual is hsbdata; it stands for high school and 
beyond data. It is based on a national sample of data from more than 28,000 high school 
students. The current data set is a sample of 75 students drawn randomly from the larger 
population. The data that we have kom this sample includes school outcomes such as grades and 
the number of mathematics courses of different types that the students tool: in high school. Also 
there are several kinds of standardized test data and demographic data such as gender and 
mother's and father's education. To provide an example of questionnaire type data, WI: have 
included 13 questions about math attitudes. These data were developed for this manual and, thus, 
are not really the math attitudes of the 75 students in this sample. The questions, however, are 
based on ones used by the authors to study mastery motivation. Also we made up e t h i c  group 
data which, although somewhat realistic overall, do not represent the actual ethnic groups of the 
75 students in  this sample. This enables us to do some additional analyses. 

We have provided you with a disk which contains the data for each of the 75 participimts on 28 
variables. The hsbdata file, shown inTable 2.1, has already been entered and labeled to enable 
you to get started on analyses quickly. In Assignments A and M, you will enter some additional 
data to practice entering it yourself. Also you will, in several assignments, label variables and 
their values so that your printouts will include the new variable names and the value labels. 

The Raw HSB Data and Data Editor 

Notice the short variable names at the top of the hsbdata file. (Actually we have transfened the 
HSB file fiom the SPSS data editor to Excel and reduced it so that it would fit on two pages, but 
in SPSS it will look very similar to Table 2.1.) Be aware that the subjectslparticipants are listed 
down the page from ID 1 to ID 75 at the bottom of the second page, and the variables are listed 
across the top. You will always enter data this way. If a variable is measured more than once, 
such as a pretest and posttest, it will be entered as two variables perhaps called Pre and Post. This 
method of entering data follows that suggested in chapter 7. Note that most of the values are 
single digits but that visual, mosaic, and mathach include some decimals and even minus 
numbers. Notice also that some cells like variable Q09 for participant ID 1 are blank because a 
datum is missing. Perhaps participant 1 did not answer question 9 and participant 2 did not 
answer question 4, etc. Blank is the "system missing'' value that can be used for any missing data 
in an SPSS data file. However, other values also can be used for missing data. Notice ,that for 
fathers and mother's education level we have used -1 for the missing values, and for ethnic group 
we have defined 9 as missing. For your purposes, however, we suggest that you leave missing 
data blank, but you may run across "user defined" missing data codes like -1 or 9 in other 
researchers' data. 
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12 Discovering Statistics Using SPSSfor Windows 

1.2. The SPSS Environment 

There are several excellent texts that give introductions to the general 
environment within which SPSS operates. The best ones include Kinnear 
and Gray (1997) and Poster (1998). These texts are well worth reading if 
you are unfamiliar with Windows and SPSS generally because I am 
assuming at least some knowledge of the system. However, I appreciate 
the limited funds of most students and so to make this text usable for 
those inexperienced with SPSS I will provide a brief guide to the SPSS 
environment-but for a more detailed account see the previously cited 
texts and the SPSS manuals. This book is based primarily on version 9.0 
of SPSS (at least in terms of the diagrams); however, it also caters for 
versions 7.0,7.5 and 8.0 (there are few differences between versions- 7.0, 
8.0 and 9.0 and any obvious differences are highlighted where relevmt). 
Once SPSS has been activated, the program will a*tomaticdy load two 

windows: the data editor (this is where you input your data and carry 
out statistical functions) and the output window (this is where the 
results of any analysis wiU appear). There are a number of additional 
windows that can be activated In versions of SPSS earlier $an version 
7.0, paphs appear in a separate window known as the chart carousel; 
however, versions 7.0 and afier include graphs in the output window, 
which is called the output navigator (version 7.0) and the output vimer 
(version 8.0 and after). Another window that is useful is the syntax 
wjndow, which allows you to enter SPSS commands manually (rather 
than using the window-based menus). At most levels of expertise, the 
syntax window is redundant because you can carry out most analyses 
by clicking merrily with your mouse. However, there are various 
additional functions that can be accessed using syntax and sick 
individuals who enjoy statistics can find numerous uses for it! I will 
pretty much ignore syntax windows because those of you who want to 
know about them will learn by playing around and the rest of you will 
be put off by their inclusion (interested readers should refer to Foster, 
1998, Chapter 8). 

1.2 1. The Data Editor 

The main SPSS window includes a data editor for entering data. This 
window is where most of the action happens. At the top of this screen is 
a menu bar similar to the ones you might have seen in other programs 
(such as Microsoft Word). Figure 1.6 shows this menu bar and the data 
editor. There are several menus at the top of the screen (e.g. File, Edit 
etc.) that can be activated by using the computer mouse to move the on- 
screen arrow onto the desired menu and then pressing the left mouse 
button once (pressing this button is usually known as clicking). When 
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you have clicked on a menu, a menu box will appear that displays a list 
of options that can be activated by moving the on-screen arrow so that it 
is povmng at the desired option and then clicking with the mouse. 
Often, selecting an option from a menu makes a window appear; these 
windows are referred to as dialog boxes. When referring to selecting 
options in a menu I wiU notate the action using bold type with arrows 
indicating the path of the mouse (so, each arrow represents placing the 
on-saeen arrow over a word and clicking the mouse's left button). So, 
for example, if I were to say that you should select the Save . .. option 
in the File menu, I would write this asselect zile+Save As .... 

Figure 26: The SPSS data editor 

Within these menus you'will notice that some letters are underlined: 
these underlined letters represent the keyboard shortcut for accessing that 
function It is possible to select many functions without using the 
mouse, and the experienced keyboard user may find these shortmts 
faster than manoeuvring the mouse arrow to the appropriate place on 
the screen The letters underlined in the menus indicate that the option 
can be obtained by simultaneously pressing ALT on the keyboard and 
the underlined letter. So, to access the Save &... option, using only the 
keyboard, you should press ALT and F on the keyboard simultaneously 
(which activates the File menu) then, keeping your finger on the ALT 
icey, press A (which is the underlined letter). 
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Below is a brief reference guide to each of the menus and some of the 
options that they contain This is merely a summary and we will 
discover the wonders of each menu as we progress throughthe book. 

- File: This menu allows you to do general things such as saving data, 
graphs, or output. Likewise, you can open previously saved files and 
print graphs, data or output. In essence, it contains all of the options 
that are customarily found in File menus. 
Edit This menu contains edit functions for the data editor. In SPSS 
for Windows it is possible to cut and paste blocks of numbers from 
one part of the data editor to another (which can be very handy when 
you realize that you've entered lots of numbers in the wrong place). 
You can also use the 9tions to select various preferences such as the 
font that is used for the output. The default preferences are fine for 
most purposes, the only thing you might want to change (for the sake 
of the environment) i s  to set the text output page size length of the 
viewer to infinite (this saves hundreds of trees when you come to 
print 

i,. 

0 - Data: This menu allows you to make changes to the data editor. The 
important features are insert variable, which is used to insert a new 
variable into the data editor (i.e. add a column); insert case, which is 
used to add a new row of data between two existing rows of data; 
split file, which is used to split the file by a grouping variable (see 
section 2.4.1); and select cases, which is used to run analyses on only a 
selected sample of cases. 
Transform: You should use this menu if you want to manipulate one - 
of your variables in some way. For example, you can use recode to 
change the values of certain variables (e.g. if you wanted to adopt a 
slightly different coding scheme for some reason). The compute 
function is also useful for transforming data (e.g. you can create a 

new variable that is the average of two existing variables). ThiS. 
function allows you to carry out any number of calculations on your 
variables (see section 6.2.2.1). 
Analyze: This menu is called statistics in version 8.0 and earlier. The 
fun begins here, because the statistical procedures lurk in this menu. 
Below is a brief guide to the options in the statistics menu that wiLl be 
used during the course of this book (this is only a small portioi~ of 
what is available): 
(a) Descriptive Statistics: This menu is called Sgmmarize in version 

8.0 and earlier. This menu is for conducting descriptive statistics 
(mean, mode, median etc.1, frequencies and general data 
exploration. There is also a command called crosstubs that is 
useful for exploring frequency data and performing tests such as 
chi-square, Fisher's exact test and Cohen's kappa. 

@) Compare gems: This is where you can find t-tests (related and 
unrelated--Chapter 6) and one-way independent ANOVA 
(Chapter 7). 

(c) General Linear Model: This is called ANOVA Models in version 6 
of SPSS. This menu is for complex ANOVA such as two-way 
(unrelated, related or mixed), one-way ANOVA with repeated 
measures and multivariate analysis of variance @@ATOVA). 

(d) Correlate: It doesn't take a genius to work out that this is where 
the correlation techniques are kept! You can do bivariate 
correlations such as Pearson's R, Spearman's rho @) and 
ICendall's tau (7) as well as partial correlations (see Chapter 3). 

(e) _Regression: There are a variety of regression techniques 
available in SPSS. You can do simple linear regression, multiple 
linear regression (Chapter 4) and more advanced techniques 
such as logisttc regression (Chapter 5). 

( f )  Data Reduction: You find factor analysis here (Chapter 11). 
(g) Nonparamehic: There are a variety of non-parametric statistics 

available such the chi-square goodness-of-fit statistic, the 
binomial test, the Mann-Whitney test, the Kruslcal-Wallis test, 
Wilcoxon's test and Friedman's ANOVA (Chapter 2). 

o Graphs: SPSS comes with its own, fairly versatile, graphing package. 
Tl~e types of graphs you can do include: bar charts, histograms, 
scatterplots, box-whisker plots, pie charts and error bar graphs to 
name but a few. There is also the facility to edit any graphs to make 
them look snazzy-which is pretty smart if you ask me. 
View: This menu deals with system specifications such as whether 
you have grid lines on the data editor, or whether you display value 
labels (exactly what value labels are will become clear later). 

a Window: This allows you to switch from window to window. SO, if 
you're looking at the output and you wish to switch baclc to your 
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data sheet, you can do so using this menu. There are icons to shortcut 
most of the options in this menu so it isn't particularly useful. 

a Help: This is an invaluable menu because it offers you on-line help 
on both the system itself and the statistical tests. Although the 
statistics help files are fairly useless at times (after all, the program is 
not supposed to teach you statistics) and certainly no substitute for 
acquiring a good knowledge of your own, they can sometimes get 
you out of a sticky situation 

As well as the menus there are also a set of icons at the top of the data 
editor window (see Figure 1.6) that are shortcuts to specific, frequently 
used, facilities. All of these facilities can be accessed via the menu 
system but using the icons will save you h e .  Below is a brief list of 
these icons and their function: 

4 This icon gives you the option to open a previously saved file 
(if you are in the data editor SPSS assumes you want to open a 
data file, if you are in the output viewer, it will offer to open a 
viewer file). 

a This icon allows you to save files. It will save the file you are 
currently working on (be it data or output). If the file hasn't 
already been saved it will produce the save data us dialog box 

4 TlGs icon activates a dialog box for printing whatever you are 
currently working on (either the data editor or the output). The 
exact print options will depend on the printer you use. One 
useful tip when printing from the output window is to 
highhght the text that you want to print (by holding the mouse 
button down and dragging the arrow over the text of interest). 
In version 7.0 onwards, you can also select parts of the output 
by clicking on branches in the viewer window (see section 
12.4). Whenthe print dialog box appears remember to click on 
the option to print only the selected text. Selecting parts of the 
output will save a lot of trees because by default SPSS will 

everytJxng in the output window. 

Clicking this icon will activate a list of the last 12 dialog boxes 
ri that were used. From this list you can select any box from the 

list and it will appear on the screen. This icon makes it easy for 
you to repeat parts of an analysis. 

4 This icon allows you to go directly to a case (i.e. a subject). This 
is useful if you are working on large data files. For example, if 
you were analysing a survey with 3000 respondents it would 
get p r w  tedious scrolling down the data sheet to find a 
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particular subject's responses. This icon can be used to skip 
directly to a case (e.g. case 2407). Clicldng on this icon activates 
a dialog box that requires you to type in the case number 
required. 

Cliclcing on this icon will give you information about a 
specified variable in the data editor (a dialog box allows you to 
choose which variable you want summary idormation about). 

4 This icon allows you to search for words or numbers in your 
data file and output window. 

Clicking on this icon inserts a new case in the data editor (so, it 
creates a blank row at the point that is currently highhghted in 
the data editor). This function is very useful if you need to add 
new data or if you forget to put a particular subject's data in 
the data editor. 

& Clicking this icon creates a new variable to the left of the 
variable that is currently active (to activate a variable simply 
cliclc once on the name at the top of the column). 

@ Clicking on this icon is a shortcut to the Data+Split fie ... 
function (see section 2.4.1). Social scientists often conduct 
experiments on Werent groups of people. In SPSS we 
differentiate groups of people by using a coding variable (see 
section 1.2.3.1), and this function lets us divide our output by 
such a variable. For example, we might test males and females 
on their statistical ability. We can code each subject with a 
number that represents their gender (e.g. 1 = female, 0 =male). 
If we then want to know the mean statistical ability of each 
gender-wesimply aslc the computer to split the file by the 
variable gender. Any subsequent analyses will be performed 
on th2 men and women separately. 

a This icon shortcuts to the Qata+Beight Cases ... function. 
This function is necessary when we come to input frequency 
data (see section 2.8.2) and is useful for some advanced issues 
in survey sampling. 

@ This icon is a shortcut to the Qata*Selt a s s  ... function. If 
you want to analyze only a portion of your data, this is the 
option for you! This function allows you to specify what cases 
you want to include in the analysis. 

Clicking this icon will either display, or hide, the value labels 
of any coding variables. We often group people together and 
use a coding variable to let the computer know that a certain 
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subject belongs to a certain group. For example, if we coded 
gender as 1 = female, 0 = male then the computer knows that 
every time it comes across the value 1 in the gender column, 
that subject is a female. If you press this icon, the coding will 
appear on the data editor rather than the numerical values; so, 
you will see the words male and female in the gender column 
rather than a series of numbers. This idea will become clear in 
sedion 1.2.3.1. 

1.2.2. Inputting Data 

When you first load SPSS it will provide a blank data editor with the 
title N m  Data. When inputting a new set of data, you must input your 
data in a logical way. The SPSS data editor is arranged such that each row 
represents data from one subject while each column represents n variable. There 
is no discrimination between independent and dependent variables: 
both types should be placed in a separate column. The key point is that 
each row represents one participant's data. Therefore, any information 
about that case should be entered across the data editor. For example, 
imagine you were interested in sex differences in perceptions of pain 
created by hot and cold stimuli. You could place some people's hands in 
a bucket of very cold water for a minute and ask them to rate how 
painful they thought the experience was on a scale of 1 to 10. You could 
then ask them to hold a hot potato and again measure their perception 
of pain Imagine I was a subject. You would have a single row 
representing my data, so there would be a different column for my 
name, my age, my gender, my pain perception for cold water, and my 
pain perception for a hot potato: Andy, 25, male, 7,lO. The column with 
the information about my gender is a grouping variable: I can belong to 
either the group of males or the group of females, but not both. As such, 
this variable is a between-group variable (different people belong to 
different groups). Therefore, between-group variables are represented 
by a single column in which the group to which the person belonged is 
defined using a number (see section 1.2.3.1). Variables that specify to 
which of several groups a person belongs can be used to split up data 
files (so, in the pain example you could run an analysis on the male and 
female subjects separately-see section 2.4.1). The two measures of pain 
are a repeated measure (all subjects were subjected to hot and cold 
stimuli). Therefore, levels of this variable can be entered in separate 
columns (one for pain to a hot stimulus and one for pain to a cold 
stimulus). 
In summarc any variable measured with the same subjects (a repeated 

measure) should be represented by several c o l ~  (each column 
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representing one level of the repeated measures variable). However, 
when a between-group design was used (e.g. different subjects were 
assigned to each level of the independent variable) the data will be 
represented by two c o l m :  one that has the values of the_ dependent 
variable and one that is a coding variable indicating to which group the 
subject belonged. This idea will become clearer as you learn about how 
to carq out specific procedures. 
The data editor is made up of lots of cells, which are just boxes in which 

data values can be placed. When a cell is active it becomes highlighted 
with a black surrounding box (as in Figure 1.7). You can move around 
the data editor, from cell to cell, using the arrow keys t ? 1 -t (found 
on the right of the keyboard) or by clirldng the mouse on the cell that 
you wish to activate. To enter a number into the data editor simply 
move to the cell in which you want to place the data value, type the 
value, then press the appropriate arrow button for the direction in 
which you wish to move. So, to enter a row of data, move to the far left 
of the row, type the value and then press + (this process inputs the 
value and then moves you into the next cell on the left). 

1.2.3. Creating a Variaw 

There are several steps to creating a variable in the SPSS data editor (see 
Figure 1.7): 

- Move the on-screen arrow (using the mouse) to the grey area at the 
top of the first column (the area labelled vnr. 

4 Double-click (ie. click two times in quick succession) with the left 
button of the mouse. 
A dialog box should appear that is labelled define variable (see Figure 
1.7). 
In ;his dialog box there wdl be a default variable name (something 
like va00001) that you should delete. You can then give the variable 
a more descriptive name. There are some general d e s  about variable 
names, such as that they must be 8 characters or less and you cannot 
use a blank space. If you violate any of these rules the computer wiU 
tell you that the variable name is invalid when you click on m. 
Finally, the SPSS data editor is not case sensitive, so if you use capital 
letters in this dialog box it ignores them. However, SPSS is case 
sensitive to labels typed into the Variable Label part of the define labels 
dialog box (see section 1.23.1); these labels are used in the output. 

0 If you elid< on at this stage then a variable will be created in the 
data editor for you. However, there are some additional options that 
you might find useful. 
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Figure 1.7: Creating a variable 

In versions 8 and 9 of SPSS, the define varinble dialog box contains three 
options for selecting the level of measurement at which the variable was 
measured (earlier versions do not have these options). If you are using 
the variable as a coding variable (next section) then the data are 
categorical (also called nonzilml) and so you should click on the ~onzillal 
option. For example, if we asked people whether reading this chapter 
bores them they will answer yes or no. Therefore, people fall into two 
categories: bored and not bored. There is no indication as to exactly how 
bored the bored people are and therefore the data are merely labels, or 
categories into which people can be placed. Interval data are scores that 
are measured on a scale along the whole of which intervals are equal. 
For example, rather than asking people if they are bored we could 
measure boredom along a 10-point scale (0 being very interested and 10 
being very bored). For data to be interval it should be true that the 
increase in boredom represented by a change from 3 to 4 along the scale 
should be the same as the change in boredom represented by a change 
from 9 to 10. Ratio data have this property, but in addition we should be 
able to say that someone who had a score of 8 was twice as bored as 
someone who scored only 4. These two types of data are represented by 
the Sgnle option. It should be obvious that in some social sciences 
(notably psychology) it is extremely difficult to establish whether data 
are interval (can we really tell whether a change on the boredom scale 

represents a genuine change in the experience of boredom?). A lower 
level of measurement is ordinal data, which does not quite have the 
property of interval data, but we can be confident that higher scores 
represent higher levels of a construct. We might not be sure that an 
increase in boredom of 1 on the scale represents the same change in 
experience between 1 and 2 as it does between 9 and 10. However, we 
can be confident that someone who scores 9 was, in reality, more bored 
than someone who scored only 8. These data would be ordinal and so 
you should select Ordinal. The defiize variable dialog box also has four 
buttons that you can click on to access other dialog boxes and these 
functions wil l  be desaibed in turn. 

1.2.3.1. Creating Coding Variables 

In the previous sections I have mentioned coding variables and this 
section is dedicated to a fuller description of this kind of variable (it is a 
type of variable that you will use a lot). A coding variable (also known 
as a grouping variable) is a variable consisting of a series of numbers 
that represent levels of a treatment variable. In experiments, coding 
variables are used to represent independent variables that have been 
measured between groups (i.e. different subjects were assigned to 
different groups). So, if you were to run an experiment with one ~ o u p  
of subjects in an experimentd condition and a different group of 
subjects in a control group, you might assign the experimental group a 
code of 1, and the control group acode of 0. When you come to put the 
data into the data editor, then you would create a variable (which you 
might call group) and type in the value 1 for any subjects in the 
experimental group, and 0 for any subject in the control group. These 
codes tell the computer that all of the cases that have been assigned the 
value 1 should Bedeated as belongiflg &I the same group, and likewise 
for the subjects assigned the value 0. 
There is a simple rule for how variables should be placed in the SPSS 

data editor: levels of the between-group variables go down the data 
editor whereas levels of within-subject (repeated measures) variables go 
across the data editor. We shall see exactly how we put this rule into 
operation in chapter 6.  
To create a coding variable we create a variable in the usual way, but 

we have to tell the computer which numeric codes we are assigning to 
which groups. This can be done by using the button in the 
~f@ile vnrinble dialog box (see Figure 1.7) to open the d~filze lnhels dialog 
box (see Figure 1.8). In the define labels dialog box there is room to give 
your variable a more descriptive title. For the purposes of the data editor 
itself, I have already mentioned that variable labels have to be 8 
c h a r a c t m ~ ~  less and that they have to be lower case. However, for the 
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purposes of the output, it is possible to give our variable a more 
meaningful title (and this label can also have capital letters and space 
characters too-great!). If you want to give a variable a more descriptive 
title then simply click with the mouse in the white space next to where it 
says Variable Label in the dialog box. This will place the cursor in that 
space, and you can type a title: in Figure 1.8 I have chosen the title 
Experiniental Condition. The more important use of this dialog box is to 
specify group codings. This can be done in three easy steps. First, click 
with the mouse in the white space next to where it says Valge (or press 
ALT and U at the same time) and type in a code (e.g. 1). These codes are 
completely arbitrary: for the sake of convention people usually use 1, 2 
and 3 etc., but in practice you could have a code of 495 if you were 
feeling particularly arbitrary. The second step is to click the mouse in the 
whte space below, next to where it says Value Label (or press ALT and E 
at the same time) and type in an appropriate label for that group. In 
Figure 1.8 I have typed in 0 as my code and given this a label of Control. 
The third step is to add this coding to the list by clicking on edd. In 
Figure 1.8 I have already definedmy code for the experirnental group, to 
add the coding for the conk41 group I must click on d. When you 
have defined all of your coding-values simply click on I; if you click 
on and have forgotten to add your final coding to the list, SPSS will 
display a message warning you that any pending changes will be lob In 
plain English this simply tells you to go back and click o n d .  

r ,  

  an able Label ~~xparirnental ~ondiiion p & - l  
Cancel I 

I 
Fieme La: Defining coding values in SPSS 

Having defined your codings, you can then go to the data editor and 
type these numerical values into the appropriate column. What is really 
groovy is that you can get the computer to display the codings 
themselves, or the value labels that you gave them by clicking on 4 (see 
Figure 1.9). Fi,me 1.9 shows how the data should be arranged for a 
coding variable. Now remember that each row of the data editor 
represents one subject's data and so in this example it is clear that the 
first five subjects were in the experimental condition whereas subjects 6- 
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shows the default settings. By default, a variable is set up to store 8 
digits, but you can change this value by typing a new number in the 
space labelled Width in the dialog box. Under normal circumstances you 
wouldn't require SPSS to retain any more than 8 characters unless you 
were doing calculations that need to be particularly predse. Another 
default setting is to have 2 decimal places displayed (in fad, you'll 
notice by default that when you-type in whole numbers SPSS will add a 
decimal place with two zeros after it-this can be disconcerting 
initially!). It is easy enough to change the number of decimal places for a 
given variable by simply replacing the 2 with a new value depending on 
the level of precision you require. 
The d+ variable @e dialog box also allows you to specify a different 

type of variable. For the most part you will use numeric values. 
However, the other variable type of use is a string variable. A string 
variable is simply a Iine of text and could represent comments about a 
certain subject, or other infonnation that you don't wish to analyze as a 
grouping variable (such as the subject's name). If you select the string 
variable option, SPSS lets you specify the width of the string variable 
(which by default is 8 chara@qs) so that you can insert longer strings of 
text if necessary. 

l u g  I Figure L10: Defining the type of variable being used 
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1.2.3.3. Missing Values 
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Although as researchers we strive to collect complete sets of data, it is 
often the case that we have missing data. Missing data can occur for a 
variety of reasons: in long questionnaires participants accidentally miss 
out questions; in experimental procedures mechanical faults can lead to 
a datum not being recorded; and in research on delicate topics (e.g. 
sexual behaviour) subjects may exert their right not to m w e r  a 
question. However, just because we have missed out on some data for a 
subject doesn't mean that we have to ignore the data we do have 
(although it sometimes creates statistical djfEiculties). However, we do 
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10 were in the control group. This example also demonstrates why 
grouping variables are used for variables that have been measured 
between subjects: because by using a coding variable it is impossible for 
a subject to belong to more than one group. This situation should occur 
in a between-group design (ie. a subject should not be tested in both the 
experimental and the control group). However, in repeated measures 
designs (within subjects) each subject is tested in every condition and so 
we would not use this sort of coding variable (because each subject does 
talce part in every experimental condition). 

Eile Edit Dew Eata 1 m e  Edit Yiew Data I 

&/Q{&I 0 1  
h 

Labels Off Labels On 

I / .  1 ( Experiment ( 

Figure 1.9: C o h g  values in the data editor with the value labels switched off 
and on 

1.2.3.2 Types of Variables 

There are different types of variables that can be used in SPSS. In the 
majority of cases you will h d  yourself using numeric variables. These 
variables are ones that contain numbers and include the type of coding 
variables that have just been described. However, one of the other 
options when you create a variable is to specify the type of variable and 
this is done by clicking on in the define variable dialog box. 
Cliclbg this button will activate the dialog box in Figure 1.10, which 
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need to tell the computer that a value is missing for a particular subject. 
The principle behind missing values is quite similar to that of coding 
variables in that we choose a numeric value to represent the missing 
data point. This value simply tells the computer &at there is no 
recorded value for a participant for a certain variable. The computer 
then ignores that cell of .the.data,editor (it does not use the value you 
select in the analysis), You need to be careful that the chosen code 
doesn't correspond with any naturally o c w i n g  data value. For 
example, if we tell the computer to regard the value 9 as a missing value 
and several subjects genuinely scored 9, then the computer wiU treat 
their data as missing when, in reality] it is not. 

' IsgGiEz&i$ /Gz-j 
r Q~rweie rn~ssing valuer, 

r Bangs of rnnsmg values 

Lois )--T H~gh '- 

r Range ~ U S  one dune;~ nusslng V+UB 

L w -  r-- H,gi'l-' 

~4,cste value J-1 

Figure 1.11: Defining missing values 

To specify missing values you simply click on -%Sf!d I the define 
vnr-iable dialog box to activate the d@ne missing values dialog box (see 
Fi,pe 1.11). By default SPSS assumes that no missing values exist but if 
you do have data-w?th missing values yod can choose to define them in 
one of three ways. The first is to select discrete values (by clicking on the 
circle next to where it says Qiswete missing values) which are single 
values that represent missing d ~ t a .  SPSS allows you to specify up to 
three discrete values to represent missing data. The reason why you 
might choose to have several numbers to represent missing values is 
that you can assign a different meaning to each discrete value. For 
example, you could have the number 8 representing a response of 'not 
applicable', a code of 9 representing a 'don't know' response, and a code 
of 99 meaning that the subject failed to give any response. As far as the 
computer is concerned it will ignore any data cell containing these 
values; however, using different codes may be a useful way to remind 
you of why a particular score is missing. Usually, one discrete value is 
enough w d  in an experiment in which attitudes are measured on a 100- 
point scale (so scores vary from 1 to 100) you might choose 999 to 
represent missing values because this value cannot occur in the data that 
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have been collected. The second option is to select a range of valves to 
represent missing data and this is useful in situations in which it is 
necessary to exclude data falling between two points. So, we could 
exclude all scores between 5 rind 10. The final option is to have a range 
of values and one discrete value. 

1.2.3.4. Changing the CoIumn Format 

The final option available to us when we define a variable is to adjust 
the formatting of the column within the data editor. Click on -%2!!Ed 
in the define variable dialog box and the dialog box in Figure 1.12 will 
appear. The default option is to have a column that is 8 characters wide 
with all numbers and text aligned to the right-hand side of the column. 
Both of these defaults can be changed: the column width by simply 
deleting the value of 8 and replacing it with a value suited to your 
needs, and the alignment by clicking on one of the deactivated circles 
(next to either Left or Center). It is very useful to adjust the column width 
when you have a koding variable with value labels that exceed 8 
characters in length. 

Figure 112: Defining the format of the column 

1.2.4. The Output Viewer 

Alongside the main SPSS window, there is a second window lcnown as 
the output viewer (or output naoigafor in versions 7.0 and 7.5). In earlier 
versions of SPSS this is simply called the output window and its 
function is, in essence, the same. However, whereas the output window 
of old displayed only statistical results (in a very bland font I might 
add), the new, improved and generally amaziTlg output viewer will 
happily display graphs, tables and statistical results and all in a much 
nicer font. Rumour has it that future versions of SPSS will even include a 
tea-making facility in the output viewer (I live in hope!). 

Figure 1.13 shows the basic layout of the output viewer. On the right- 
hand side there is a large space h which the output is displayed. SPSS 
displays both graphs and the results of statistical analyses in this part of 
the viewer. It is also possible to edit graphs and to do this you simply 
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variance) and the between-group effects (i.e. the F-test of whether the 
means are significantly different). You can slcip to any one of these sub- 
components of the ANOVA output by clicking on the appropriate 
branch of the tree diagram. So, if you wanted to skip straight to the 
between-group effects you should move the on-screen arrow to the left- 
hand portion of the window and cliclc where it says Tests of Between- 
Szrbjects Effects. This action will highlight this part of the output in the 
main part of the viewer. You can also use this tree diagram to select 
parts of the output (which is useful for printing). For example, if you 
decided that you wanted to print out a graph but you didn't want to 
print the whole output, you can click on the word Graph in the tree 
structure and that graph will become highlighted in the output. It is then 
possible through the print menu to select to print only the selected part 
of the output: In this context it is worth noting that if you click on a main 
heading (such as Univariate Analysis of Variance) then SPSS will highlight 
not only that main heading but all of the sub-components as well. This is 
extremely useful when you want to print the results of a single statistical 
procedure. 
There are a number of icons in the output viewer window that help 

you to do things quickly without using the drop-down menus. Some of 
these icons are the same as those described for the data editor window 
so I will concentrate maidy on the icons that are unique to the viewer 
window. 

@ As with the data editor window, this icon activates the print 
menu. However, when this icon is pressed in the viewer 
window it activates a menu for printing the output. When the 
print menu is activated you are given the default option of 
printing the whole output, or you can choose to select an 
option for printing the output currently visible on the screen, 
or most useful is an option to print a selection of the output. To 
choose this last option you must have already selected part of 
the output (see above). a This icon returns you to the data editor in a flash! a This icon takes you to the last output in the viewer (so, it 
retums you to thelast procedure you conducted). 

This icon promotes the currently active part of the tree structure 
to a higher branch of the tree. For example, in Figure 1.13 the 
Tests of Befzoeen-Subjects Effects are a sub-component under the 
heading of Univariate Analysis of Variance. I f  we wanted to 
promote this part of the output to a higher level (ie. to make it 
a main heading) then this is done using this icon 
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double-click on the graph you wish to edit (this creates a new window 
in which the graph can be edited). On the left-hand side of the output 
viewer there is a tree diagram illustrating the structure of the output. 
This tree diagram is useful when you have conducted several analyses 
because it provides an easy way of accessing specific parts of the output. 
The tree structure iS f+ly self-explanatory in that every time you 
conduct a procedurs (such 3s drawing a graph or mnnhg a statistical 
procedure), SPSS lists this procedure as a main heading. 

I I I Memod or Teachlrlg SPSS 

Figure L13 The output viewer 

In Figure 1.13 I conducted a graphing procedure and then conducted a 
dvariate analysis of variance (ANOVA) and so these names appear as 
main headings. For each procedure there are a series of sub-procedures, 
and these are listed as branches under the main headings. For example, 
in the ANOVA procedure there are a number of sections to the output 
such as a Levene's test (which tests the assumption of homogeneity of 
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This icon is the opposite of the above in that it demotes parts of 
the tree structure. For example, in Figure 1.13 if we didn't want 
the Uizivaliate Ailalysis of Variance to be a d q u e  section we 
could select this heading and demote it so thaf it becomes part 
of the previous heading (the Graph heading). This button is 
useful for combining parts of the output relating to a specific 
research question 

This icon collapses parts of the tree structure, which simply 
means that it hides the sub-components under a particular 
heading. For example, in Figure 1.13 if we selected the heading 
LI71ivariate Analysis of Variance and pressed this icon, all of the 
sub-headings would disappear. The sections that disappear 
from the tree structure don't disappear from the output itself; 
the tree structure is merely condensed. This can be useful 
when you have been conducting lots of analyses and the tree 
diagram is becoming very complex. 

This icon expands any collapsed sections. By default all of the 
main headings are displayed in the tree diagram in their 
expanded form If, however, you have opted to collapse part of 
the kee diagram (using the icon above) then you ;an use this 
icon to undo your dirty work a This icon and the following one allow you to show and hide 
parts of the output itself. So, you can select part of the output 
in the tree diagram and click on this icon and that part of the 
output-qvill disappear. It isn't erased, but it is hidden from 
view. So, this icon is similar to the collapse icon listed above 
except that it affects the output rather than the tree structure. 
This is useful for hiding lessrelevant parts of the output. 

a This icon undoes the previous one, so if you have hidden a 
selected part of the output from view and you click on this 
icon, that part of the output will reappear. By default, all parts 
of the output are shown and so this icon is not active: it will 
become active only once you have hidden part of the output. 

3 Although this icon loolcs rather like a paint roller, it 
unfortunately does not paint the house for you What it does 
do is to insert a new heading into the tree diagram. For 
example, if you had several statistical tests that related to one 
of many research questions you could insert a main heading 
and then demote the headings of the relevant analyses so that 
they all fall under this new heading. 
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a Assuming you had done the above, you can use this icon to 
provide your new heading with a title. The title you type in 
will actually appear in your output. So, you might have a 
heading Uce 'Research Question number 1' which tells you 
that the analyses under this heading relate to your first 
research question 

1 This final icon is used to place a text box in the output 
window. You can type anydung into this box. In the context of 
the previous two icons, you might use a text box to explain 
what your first research question is (e.g. 'My first research 
question is whether or not boredom has set in by the end of the 
first chapter of my book. The following analyses test the 
hypothesis that boredom levels will be significantly higher at 
the end of the first chapter than at the beginning'). 

1.2.5. Saving Files 

Although most of you should be familiar with how to save files in 
Windows it is a vital thing to know and so I will briefly describe what to 
do. To save files simply use the icon (or use the menus: File*aave or 
Eile+Save As...). If the file is a new file, then clicking this icon will 
activate the Save &s ... dialog box (see Figure 1.14). I£ you are in the data 
editor when you select Save & . . . then SPSS will save the data file you 
are currently working on, but if you are in the viewer window then it 
will save the current output. 
There are a number of features of the dialog box in Figure 1.14. First, 

you need to select a location at which to store the file. Typically, there 
are two types of locations where you can save data: the hard drive (or 
drives) and the floppy drive (and with the advent of rewritable CD- 
ROM drives, zip drives, jaz drives and the like you may have many 
other choices of location on your particular computer). The first thing to 
do is select either the floppy drive, by double clicking onlz,  or the hard 
drive, by double clicking on a. Once you have chosen a main location 
the dialog box will display all of the available folders on that particular 
device (you may not have any folders on your floppy dislc in which case 
you can create a folder by clicking on d). Once you have selected a 
folder in which to save your file, you need to give your file a name. I£ 
you click in the space next to where it says File yme, a cursor will 
appear and you can type a name of up to ten letters. By default, the file 
will be saved in an SPSS format, so if it is a data file it will have the file 
extension .sau, and if it is a viewer document it will have the file 
extension .spa. However, you can save data in different formats such as 

Microsoft Excel files and tab-delimited text. To do this just click on 
where it says Save as $pe  and a list of possible file formats will be 
displayed. Click on the file type you require. Once a file has previously 
been saved, it can be saved again (updated) by clicking 9. This icon 
appears in both the data editor and the viewer, and the file saved 
depends on the window that is currently active. The file will be saved in 
the location at which it is currently stored. 

Figure 1.14: The save data as dialog box 

1.2.6. Retrieving a File 

Throughout this book you will work with data files that have been 
provided on a floppy disk. It is, therefore, important that you know how 
to load these data files into SPSS. The procedure is very simple. To open 
a file, simply use the 4 icon (or use the menus: F i l e3aen)  to activate 
the dialog box in Figure 1.15. First, you need to find the location at 
which the file is stored. If you are loading a file feom the floppy disk 
then access the floppy drive by clidcing on .d where it says ~ o o i  $; and a 
list of possible location drives will be displayed. Once the floppy drive 
has been accessed you should see a list of files and folders that can be 
opened. As with saving a file, if you are m e n t l y  in the data editor then 
SPSS will display only SPSS data files to be opened (if you are in the 
viewer window then only output files wilI be displayed). You can open 
a folder by double-cliclhg on the folder icon Once you have tracked 
down the required file you can o en it either by selecting it with the 
mouse and then cliclchg on d, or by double-clicking on the icon 
next to the file you want (e.g. double-clicking on m). The data/output 
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will then appear in the appropriate window. If you are in the data editor 
and you want to open a viewer file, then click o n d  where it says Files of 
type and a list of alternative file formats wiU be displayed. Click on the 
appropriate file type (viewer document (*.spa), Excel file (*.%Is), text file 
(*.dat, :kt))  and any files of that type will be displayed for you to open. 

Figure 215: Dialog box to open a f i le 
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Popis rtaloieni fetnllsti 

kte j m  iikime procenta. Vlastnosti relativnich Eetnosti jsou velmi jednoduche: 
a) Relativni fetnost mbieme urEovat vidy, existuje-li neprizdnf (n > 0) soubor 

jednotek, pro n i i  m l  jev smysl. 
b) f = 0 p r i v i  kdyi jev vbbec nenastal. 
c) f = 1 pr iv i  kdyi jev nastal u viech jednotek. 
d) c i m  vySSi je f ,  tim EastijSi je jev. 
Pi? analjrze vice jevb a, b, c, .. . znaHme obvykle'Eetnosti n,, n,, n,, ... resp. f., fb, 

fc, ... 
Absolutni Eetnost m m l  nikdy sama o sob; praktickf vjrznam (napi, poEet osob, 

k ter i  odeSly z pracovniho kolektivu, musi b i t  nahrazen bez ohledu na velikost 
skupiny), vitiinou v4ak nis zajimi vfskytovost jako potjil poEtu vjrskytd v souboru 
(onemocni-li p i t  osob v tiicetiflenntm kolektivu, je to m i n t  zlvaini, ne i  
onemocni-li stejnjr pofet osob v patnictiElenn6m kolektivu). 

Kaidjr jev a urEuje jednoznafni dichotomickou prominnou A = (a, d )  = (,,jev a 
nastal", ,,jev a nenastal") ; proto analjrzu vfskytovosti jevu providime take pomoci 
metod daliich paragrafb. Rozloieni prominn6 A je (f, 1 - f )  resp. (f., fa). 

4.2 Rozloieni Eetnosti 

Kategorizovanou prorne'nnou mdieme statisticky chlpat jako soubor jevd, pro 
kterjr plati: 
- kaidC dva jevy jsou neslufitelni ( i i d n i  dva nemohou nastat soutasnt) ; 
- soubor jevfi je dplnjr (alespoii jeden z jevii musi nastat); 
- kaidf z jevb m i  smysl (kaidf z jevd mbie nastat); 
- kaidf z jevd je identifikovatelnf (v urfitim stupni spolehlivosti); 
- pfi identifikaci urfujeme jednoznafni, kterf z jevb nastal. 

K a i d l  kategorie pak odpovidl jednomu z jevb; urEeni toho z jevb, kterf 
u statisticki jednotky nastal, je totoini s.urfenim kategorie, do  ktert ji zaiadime. 
Proto kategorie znaku A = {a,, a,, ..., aK) povaiujeme za soubor moinfch jevii, 
k ter i  Ize zjistit. 

Statisticki analjrza vychizi ze vztahd vSech K fetnosti Inl, n2, ..., nx) resp. {f,, 
f2, ..., f ~ ) ,  a navic z typu znaku, tj. z relaci, kteri  plati mezi {ak)  tak, jak byly 
urEeny vnejgim sociologickometodologickjrm kriteriem. Jde-li o prostjr seznam 
jevd, hovoiime o nominllnim znaku, jsou-li jevy uspoiidiny, jde o ordinilni znak, 
piiiazujeme-li jeviim Eisla, dostivime kardinilni kategorizovanjr znak. Zvliitni 
roli hraje znak dichotomickjr, jehoi dvi hodnoty se vzijemni vyluEuji a k jehoi 
statistickimu popisu postaEuje fidaj o jedni kategorii, tj. f ,  neb0 f2 (druhjr ddaj 
plyne automaticky, f, = 1 - f,). 

Tabulka Eetnosti v tiidini 1. stupni zahrnuje K nezivis1);ch parametrb. Bud je to 

rozloieni {n,),, z n6hoi plyne vjrbtrovf rozsah n =I:nk, neb0 ( n ,  kde jedna 
z relativnich Eetnosti je odvoditelni z ostatnich (Zf, = 1).  V praxi analjrzy je 

-- -- - - - - 

vhodni vyuiit grafickl zobrazeni rozloieni Eetnosti, kteri  maji celou iadu tvarb. 
Nejvhodnijii je histogram (sloupkov); graf) a pro nominilni znaky t ak i  kruhov); 
graf. Existuje cel5 iada daliich vhodnfch i mBn6 vhodnfch ilustrativnich metod, 
kterC Ize vidit v publikacich statistick6 sluiby, v odbornfch Elincich a knihich. 

Piiklad 4.1. Ddvody zmdny zamdstnani. Ve vYzkumu .,Zivotni drihy mlideie" byla poloiena 
otizka: ,,Zmdnil jste zamtstninil Jestliie ano, jak$ jste k tomu mdl dfivod?" Pn zhnamu odpovddi 
byly kddoviny statisrickd jevy, kterC odpovidaly piedem urEenfm kategoriirn znaku, ,,davody zm6nU. 
a dophikovt! jevy: .,absence zmdny", ,,chybdjici informace". Vqsledky t i i d h i  1. stupnd jsou uvedeny 
v tab. 4.11~. 

Tabulka 4.1. Zmtnn :amts!ndni 
a) Rozloienifefnostipro zrninn ramistncinia je j id~vody (soubor mlddeie CSSR, 18-29 let) 

3 

4 

1 6 1 lep5.i moinost nistu a postupu I 8 1 0.0042 1 0 ( 

Absolutni 
Eetnost 

Relativni 
Eetnost Kdd 

novl prjce lepe odpovidi z i jmlm a schop- 
nostem 

Procento Kategorie 

finanknidlvody 

zlepleni podminek resp. v);hodnejSi dojiideni 

22 

57 

48 

- 

7 

8 

9 
-- 

0 

0.0116 

17 

6 

12 

- 

zdravotni d6vody 

reorganizace 

ostami 

b) Dlivody zmPny zamhrndni (\")izzkum ,,%votm'drihy mlideie", soubor mfiideie 15-29 let, n- 232). 

Promtnni ,,ddvody zmEny zarntsmini" obsahuje vHak jen kategorie, ktere maji v M a m  za 
podminky, i e  respondent zmtnil zamtstndni. Proto z analjry vynechfrrne kategorii 1 a 0 (= kdd pro 
chybdjici informaci). Nakonec vynechime i milo ohsazenou kategorii ..ostatni ddvody", kreri  nernic 
interpretaEni vjrznam (z ditvodb obsahovC heterogenity i nbkdho procenta zastoupeni). Po redukci 

51 

0.0300 

0.0252 

1 

C e l k e m  1 903 1.0001 101 

(Zdroj: V. D u  bsk);, Zivotnidrihy mlldeie, vgzkumg soubor, UFS CSAV, Praha 1978). 

chybi informace 

Procentm' 
zastoupeni 

popis rozlnirni Eetntlsri 

dostaneme tab. 4.lb. kterh charakterizuje v)k.kytovost dbvodd zminy na redukovnnim souboru, a kteri 
je vhodnjrm vfchodiskem pro analqzu dat. 

Rozloieni z tab. 4.Ib mdieme zobrazit histogramem neb0 kruhovjrm grafem (viz. obr. 4.1). 

3 

3 

0.0089 

0.0032 

0.0063 

1 I 
Rodinn); F inanhi  Zlepleni Vhodnkjii- Postup Zdravolni Reorganizace 
diivod d5vod podm. prace a $51 dhvod 
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0 

1 

3 1 

Zdravotni 
dlvody 

32% 

FinanEni 

podrn. 

Zlepbeni 
podminek 

Vhodni.jSi 
price 

Rodi i ) ;  
dlivod 

Obr. 4.1. ~ b v o d y  zminy 
a) Histogram 

b) Kruhovjr graf: 1 
2 = postup a r h t ;  
4 = reorganizace 

0.0163 

Reorga- 
nizace 

Poshlp 
a&t  

Finanem' 
d6vod 

25% 

= vhodnijBi 
3 = zdravorni 

2 

Cekern 

price; 
dlvod; 

21% 

Pro publikaci tabulek rozloieni Eetnosti plati obvykli zisady: 
1. Ka id l  tabulka je plnt informativni a vypovidi sama o sob;. Obsahuje nizev 

neb0 piesnou charakteristiku promtnni, charakteristiku souboru, mista, fasu, 
kontextu, piipadnE i metodu, kterl je vyuiita, a vfsledky statisticki analjrzy. 

2. &dky a sloupce jsou jasni oznafeny slovnirn popisem (piedeviim jde 
o vfznam kategorii promznni, v)iznam charakteristik a fisel v tabulce), pouze 
obecni pfijati a dobie definovani statisticke symboly mohou bft v)ijirnkou. 

3. Hlavni informace se umistuje do zihlavi tabulky, doplfikovl inforrnace do 
poznimek k tabulce (nikoliv pod Eiru). 

4. V poznlmkich pod tabulkou (piipadni v zihlavi) je uveden zdroj dat, pokud 
nejde o data, k ter i  pa t5  autordm, o data ureeni jinde (napi. v rejstiiku pouiiQch 
dat) neb0 spoleEni pro celou publikaci. 

5. Absolutni Eetnosti s e  uvidtji pouze tehdy, maji-li vl'astni informatimi 
hodnotu. Relativni Eisla jsou vitiinou vyjldiena v procentech, a to zaokrouhlent 

52 

TiidSni I .  stupnd 

na cell fisla (min t  fasto na jedno desetinni misto), vidy k nim uvidime velikost 
souboru n. 

9% 

n1 
6 .  Zaoltrouhlovlni pii dileni - vede k-tomu, ie soufet procent nemusi bf t  

piesne 100, ale rniiie dlvat 99, 101, Ei 100,1, 99,9 apod. Diive se procenta 
v jednotlivjrch kategoriich upravovala tak, aby soufet idlval 1CO%, v souEasn6 dobi  
se od takovjrch dprav upoufti. 

7. V poznlmklch u tabulky (nebo i piirno v tabulce) zpravidla uvidime 
procento vynechavanjrch hodnot. 

Obdobni pravidla plati pro piipravu grafb: plnl informativnost, vhodni m6iit- 
ko, kteri  zajiZt'uje piehlednost, slovni popis, piipadni slovni informace piimo 
v grafu nesmi ruHit vjem, uvedeni zdroje. 

V tabulce rozloieni eetnosti pro nominllni znak mfiieme kategorie iadit 
sestupng podle Eetnosti jejich obsazeni. Tim ziskivime vtt i i  piehled a rychlejii 
informaci. Ntkdy uvidime jen ty kategorie, kteri hraji v rozloieni vjrraznou 
a interpretovatelnou roli. Takovou formu volime, piedevSim jde-li o tzv, dlouhi 
znaky (velkC K), a u znakd s piedem neomezenfm poftem hodnot. Typickjrmi 
piiklady promEnnjrch, kteri  vttiinou tabelujeme timto zpbsobem, jsou: respon- 
dentbv nejoblibendjii zpdvlk (sportovec, kniha, film, opera), piitina pracovni 
neschopnosti, zdmtr triveni dovoleni. Uvedeni forma se vtak nehodi pro ordinil- 
ni a kardinllni znaky, nebot' by poruSila vztahy mezi kategoriemi. 

3% 

4.3 Kurnulativni Eetnosti (distribuEni funkce) 

U ordinilnich a kardinllnich znakb jsou kategorie seiazeny podle vn&j$iho 
krittria ureenlho obsahem. Z tohoto jednoznaeniho iazeni vychizi iada analytic- 
kjrch metod zaloienfch na kumulativnich fetnostech, vyjadiujicich postupni 
piibqvini vjrskytd podil stupnice uvaiovani prom6nnb. Pouiivlme absolutni 
i r e l a t i ~ ~ k u m u l a t i v n i  Cetnosti 

7% 

k 

Mk = i-1 ill = pofet jednotek v kategoriich 1,2, ..., k ,  

Mk 
(4.1) Fk =-= f;. = podil jednotek v kateg. 1.2, ..., k, 

n i - ~  

3% 

k 

Pk = pi = podil jednotek v kateg. 1, 2, ..., k 
j - I  v zgkladnim souboru. 

loo0!. 

Pro popis vzorcfi v daliich Cistech zavedeme 6mluvu 
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Popis rozloieni h tn i s t i  

Poznamenejme, i e  MK = n,  FK = P K  = 1. Souboru relativnich Eisei {FkIK resp. 
{Pk}K iiksme distribuc'ni funkce. Smysl a vyuiiti kumulativnich Eetnosti ilustruje 
piiklad 4.2. 

Piiklad 4.2. Piichody do zoo. 
Pi3 sociologickdm Setieni struktury nivltl.vnik8 PraiskC zoo a dClky jejich pobytu bylo zjiBfovtino 

rozloieni pfichodii (metodou naEitAni piichozich u vchodu). cetnosti ziskane bbhem jednoho vjrzkum- 
ndho dne uvldi tab. 4.2. 

Tabulka 4.2. Piichody do ZOO Proha vsoboru 12.8. 1978 
(charakteristika dne: skoro zataieno, chladno) 

Pofer 
piichozich 

Procento 

Kumulativni 
fetnost 

Kumulativni 
procento - 

Pofet 
piichozich 

Piichody v hodinich 

0.3 

Procento 

Kumulativni 
Eetnost 

Absolutni fetnosti jsou diileiitd pro zhodnoceni niporu na pokladnu, pro sluiby uvnit? zahrady, pro 
poiadavk~ na mistskou dopravu. Relatimi tetnosti dobie ukazuji rozloieni niporu b6hem dne 
a umoitiuji porovnhi podobnqch ljdajli z jinfch dnii. Kumulativni fetnosti skfiaji okamiitou informaci 
0 tom, kolik lidi ji? do  zoo piillo, ale takC podil, kolik jich do urtitf hodiny piillo, a tudii jakl Plst jich 
jest5 piijde. Znak ,.hodina piichodu" mEe bfi chip& nominlln& (charakteristika urGtC &ti dne), 
ordinilnb (pfibtinp pasun b5hem dne) i kardintilni (kvantifikovat mkieme nap?. Ease* odstupem 
od oteviraci nebo zaviraci hodiny, od vrcholndho zatiieni restaurace apod.). Kumulativni Eetnosti 
urno%iuji take rychljt \jpofet Eetnosti vfskyti~ v urzitim intervalu sloienim ze sousednich kategorii: 
relativni fetnost kategorii 

do 08.00 

20 

0.3 

20 

Piichody v hodinich 

I I I I I I 

TiidPni I. stupne: 
Ta* nap?. mezi 10. 2 14- hod. piillo 75.7% -20.1%=55.6% nWt6vnikU. Cetnosti lze maficky 
zobrazit pomoci obr. 4.2. 

4.0 

-do 15.00 

924 

15.5 

5 430 

Kumulativni 
orocento 

do 09.00 

219 

3.7 

239 

Popis rozloieni tetnosti 

nejv$e tfi oblfben& rpiv~ky6' ,  ,,Uvedte lfi nejpodstatnijii piiiiny jevu". Pfifom 
4.5 Zvliitni pfipad tabelaci: vicenfisobnd .rjb6rovd otbky instrukce neobsahuje pokyn k seiazeni poloiek. Analyza tichto dat je sloiiti, 

nebof jevy jsou specifickf m zpfisobem zivislk. TfidEni se provfidi tak, i e  zjiifujeme 
Tabelace vicenhsobnjrch vjrbirojrch otiizek neni ve striktnim slova smyslu 

tiidinim 1. stupni. Vzhledem k Eastemu jrskytu v sociologickjrch j;etienich se 0 ni m, = poEet voleb, kterk dostala poloika ,,j", 

vSak zminime. Vicenisobne vjrbirovb o tkky  jsou instrukce typu: ,,Z pfiloientho 
(4.8) 

seznamu vyberte dvi  poloiky, ktere povahjete za nejdfiletitijbi", .,Jmenujte a odhad Eetnosti pro kaidou z J poloiek ( J  je ,poEet bud pfedloienjrch, neb0 
jmenovanjrch moinosti) : 

20.1 

do 16.00 

438 

7.3 

5868 

91.2 

TiidCni -- I ,  srupnP 

Tnbulkn 4.3. Nrizorna dfileiilost cild v zam5s~nrirti 
(Pokyn: ,,Vyberte dva z piedloienych cilti, kterd povaiujete za nejdirleiitijJP, 
n - 1903) 

I I I 

do 10.00 

956 

16.1 

1195 

- 

Procento Procento 
Potet I ..Ieb I z~:r 1 r e g ~ : n t h  1 

37.5 

do 17.00 

75 

do  8'' 9'' 100° lloO lZoO 130° 14'' lsoO 160° 17OO 1800 1900 

Obr. 4.2. Piehled piichodii do Zoo Praha, 12. 8. 1978 2 ' 
a) tetnosti piichod~? v hod ino~ch  incervalech 
b) Kumulativni Ectnosti piichodli i , d l ,  ,- ,, 

1.3 

5 943 

- 

98.5 

do 1 1.00 

1 034 

17.4 

2219  

7 

53.8 

do 18.00 

11 

0.2 

5 954 

99.8 
- 

._ 

- - 

Ridit lidi, b j t  vedoucim 

Moinost piinist maximilniuiitek 
lidem, spoleEnosti 

/ 552 1 15 1 29 1 

do 12.00 

971 

16.3 

3200 

- 

Maleriilni zajistcni 

Spolefenski Gcta, viinost, prestii 

63.0 

do 19.00 

0 

0.0 

5 954 

100.0 

164 

Kaidodenni svedomiti plnEni 
svqch povinnosti 

I 427 / 12 / 22 I 

do 13.00 

547 

9.2 

3737  

75.7 

Celkem 

5 954 

100.0 

- 

949 

198 

-- -- - 

TvdrPi Einnost, moinost vytviiet novd 

do 14.00 

759 

12.7 

4506 

100.0 

5 

- 

9 

, I 

26 

5 

313 

* .  I I I 

Jinim zpfisobem je tabelace jednorozmEm6 tabulky relativnich htnosti vzhledem 
k poEtu realizovanjrch voleb I 

(4.10) 
mi 

g , = ~ ,  M = z  mi, 
1-1 

50 

10 

Moinost rozSiiovat obzor 

tj, podilu voleb kategorie ,,jC' na vbech realizovanych volbich. 
Mfiieme tCi uvkst index R: 

9 

44 Radost z vykonandprice 

ktery vyjadiuje, do jake miry respondenti vyufili povolenych L voleb. 
Castou chybou pfi zpracovlni odpovedi na vicen6sobne d b e r o v t  o thky  je to, i e  

d8lime tfidgni 1. stupnE pomocnjrch a jen formilnE zavedenfch znakii, ktert 
vzniknou tak, i e  napf. 3 moint  volby kbdujeme: 1. znak = p n n i  zatrienfi hodnota 
v seznamu, 2. znak = druhl zatrieni hodnota v seznamu, 3, znak = tieti zatrien'i 
hodnota v seznamu. Rozloieni tichto pomocn~ch znakfi nem6 smysl a iidny 
interpretainf vfznam. Napf. lze snadno ovEfit, ik k6d pwni poloiky se nemWe 
viibec vyskytnout u 2. a 3. znaku, k6d druhk polotky se nemfiie vyskytnout u 3. 
znaku, k6d fieti poloiky se mbie vyskytnout u 1. znaku jen tehdy, vyuiil-li 
respondent pouze jednu volbu. Hodnoty {m,), vznikaji souEtem rozloieni uvede- 
nych pomocnjrch znakfi. 

16 

I I 

Celkem 1 3631 1 101% 1 191% 

200 

Pfiklad 4.3. Cfle v povolini. 
Mladfm lidem ve v&ku 18-29 kt by1 d in  azatelem pokyn: .,Ye sv6m povol6ni re lid6 mGi 

doslhnout nejdmbjlich cW. Vyberte dva z nich, kter6 jsou podle VaBeho n h r u  nejd8lefitEjSi." Osm 
dfivodii bylo pfedloieno na kartb, uvcden6 volby byly zakrodkov6ny v z6znamov6m list& K6dovtini 
by10 proveden0 pomoci dvou pomocnfch znak1 A = kbd p d  zakrouikovan6 kategorie. 8 = kbd 
dwh6 zakrouikovan6 kategoSe. Tabulka 4.3 vznikla jako souiet absolutnich Mnost!znaku A a B (dOEi 828 
tabulky nemaji smysl). 

(MOie phkvapit nhk( procento kategorie, ,,matenBIni zajiYbni", nebot p 6  samostatnlm dotazu 
bphom ohkAal i  tt?mCi stoprocentni odpov€d ,.ano, je to dOle2it(l'J Souict 191% ukauje ,  i e  vyuiiti 

23 

6 

(Zdroj: V. Dubsk);, Zivotni d r a y  d i d e i e ,  v);zkumnj soubor, I%FS CSAV, 
Praha 1978) 

11 
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32 Chapter 3 

Counting Responses 
-- 
H o w  can you sunzmarize the various responses p~ 
queslion? 

* What is a frequency table, and what c a ~ ~ e a r n d  
* How can you tell from a frequency table 

m coding or entering data? 
* What are percentages and cumulative percentages? 
e What are pie charts and bar charts, and when do you use them? 
* When do you use a histogram? 
* What are the mode and the median? 
e What do percentiles tell you? 

Whenever you ask a number of people to answer the same questions, or 
when you measure the same characteristics for several people or objects, 
you want to l a o w  how frequently the possible responses occur. This can 
be as simple as just counting up the number of yes or no responses to a 
question. Or  it can be considerably more complicated if, for example, 

-you've asked people to report their annual income t o  the nearest penny. 
In this case, simply counring the number of times each unique income 
occurs may not be a useful summary of the data. In this chapter, you'll 
use the Frequencies procedure to summarize and display values for a sin- 
gle variable. You'll also learn to select appropriate statistics and charts 
for different types of data. 

The data analyzed in this chapter are in the gss.sav data file. For in- 
shc t ions  on how to obtain the Frequencies output shown in the 
chapter, see "How to Obtain a Frequency Table" on p. 48. 

All of these variables 
are defined as 
numeric in SPSS, 
but in most cases 
the numbers are just 
codes for non- 
numericinformation, 
Value labels for each 
variable specify 
what the codes 
really mean. 
In the SPSS Data 
Editor, to display (or 
hidel value labels, 
from the menus 
choose: 
View Vaiue Labels 

TO obtain this frequency 
table, from the menus 
choose: 
Statistics 

Summarize! 
Frequenoes ... 

Describing Variables . 

Counting Respor~ses 33 

Start by looking at  the variable impjob, which tells you how important a 
fulfilling job is to the respondent. Since there are only five possible re- 
sponses, you can easily count how many people gave each of them. 

A Simple Frequency Table 
In Figure 3.1, you see the frequency table for the job importancevariable. 

Figure 3.1 Frequency table of job importance 

In the Frequencies 
dialog box, select the 

1 1 ~ o t t o o  important :: 1 :; 1 1 
variables impjob, as Not at all important 
shown in Figure 3.7 1. Total 1479 98. 100.0 

7 .5 ' 

No answer 14 .9 

21 1.4 

Total 1500 100.0 

Valid 

To see what's actually involved in examining and summarizing data, 
you'll use the nine variables from the General Socid Survey described in 
Table 3.1. (You will use data from only 1500 respondents, since the SPSS 
student system is restricted in the number of cases in a data file.) 

Frequency 
316 

833 

238 

One of most important 

Very important 

Somewhat important 

[w What's the General Social Survey? The General Social Slwey is & administered yearly by the National Opinion Research Center to 
a sample of about 1500 persons 18 years of age and older. The sample 
represents the popu1ation of non-institutionahed ad& living in the 
United States. (College dormitories are excluded from the survey!) Ques- 
tions on many different topics-from how often you pray to where you 
were M n g  at  age 16-are included. Data from the General Social Survey 
are distributed at a nominal cost and are widely used by researchers and 
students (Davis & Smith, 1993). 

ItiBo~ 

From a frequency table, you can tell how frequently people gave each 
response. The first row is for the response one of the most irnportant 
(coded in the data with the value 1). The second row is for the response 
very important (coded in the data with the number 2). To determine 
how many people gave each response, look at  the column labeled Fre- 
qnency. For example, you find that 316 people find a fulfilling job to be 
one of the most important things to them, and 238 find it to be some- 
what important. Only 30 people find having a fulfilling job not a t  all im- 
portant. In the row labeled Total, you see that 1479 people selected one 
of the five possible valid responses. 

The second part of the table tells you how many people did not select 
one of the five choices. There are two rows in the frequency table for the 
responses don't know and no answer. Don't know is used for people un- 

Percent 
21.1 

65.5 

15.9 

Table 3.1 Variables from the General Social Survey 

Variable Name Description 

age Age of respondent in years 
sex l=Mdle, 2=Female 
educ Years of education 
income9 7 Total family income in 1993 (classified into 

one of 21 income categories) 
wrkstat Work status (l=FuII-time work, 2zPm-time 

work, 3=Temporarily not working, 4=Unem- 
ployed (laid off), 5=Retired, 6=In school, 
7=Keeping house, 8=Other) 

rich work "Would you continue or stop working if you 
became rich?" (l=Continue, 2=Stop) 

satjob Job satisfaction (l=Very satisfied, ?=Moderately 
satisfied, 3=A little dissatisfied, 4=Very dissatis- 
fied) 

life "Do you find life exciting, pretty routine, or 
dull?" (l=Dull, l=Routine, %Exciting) 

impjob "How important to your life is having a fd& 
ing job?" &One of the most-impoaan~, 
2=Very important, S=Somewhat important, 
4=Not~too1important, 5=Not at all important) 

willing to commit themselves to a response. No answer is used when the 
response is illegible, lost, or not recorded by the interviewer. When thek 
data file was defined, both don't know and no answer were identified as 
missing-value codes. That is, you don't have a valid answer for people 
whose responses are coded as don't know or no answer. In the Frequency 
column, you see that the response don't know was selected by 7 people 
and that the response was not available for 14 people. A total of 21 failed 
to select a valid response; that is, their response was identified as missing. 

In the last row of the frequency table, you see that a total of 1500 peo- 
ple participated in the s w e y .  Of these, 21  failed to select one of the five 
available responses; that is, thek response was identified as missing. The 
other 1479 provided a valid response. 

Why do you use different codes for don't lmow and no answer? 
&$3 It's important: to pinpoint why data values are missing. A response 
of don't know tells you that a person   rob ably doesn't have strong feel- 
ings about the topic. It's unlikely that they find a job to be very important. 
A response of no answer doesn't tell you anyrhing about a penon's opin- 
ion of the importance of a job. The number of no answer responses tells 
you whether the survey was carefully conducted. You'll see later that if 
there are many cases with missing values, you may have serious problems 
in drawing conclusions from your data. 

E~EE# 

Vaild 
Percent 

21.4 

56.3 

16.1 

In the frequency table, value labels, which are descriptions of the codes 
assigned when you define a variable, are used t o  idenoiy rows. If YOU 

don't assign these descriptions, the actual codes are shown. If your codes 
are not inherently meaningful, you should assign value labels to them SO 

that the output is easier to understand. Assigning a value label once is 
much easier than repeatedly having to look up the meanings of codes. 

Only responses actually selected by the participants are included in the 
frequency table. If no one selected the response not a t  all important, it 
would not be included in the table. Similarly, ii you accidentauy enter a 
code that does not correspond to a valid response-say a code of 0,6, or 
7 for the job importance variable-you will find it as a row in the fre- 
quency table. That's why frequency tables are useful for detectiog mis- 
talces in h e  data file. If you find wrong codes in your data values, YOU 

Cumulative 
Percent 

21.4 

771.7 

93.8 

must correct the data file before proceeding. 
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I I Percentages 

To change the number 
of decimalplaces shown 
in the output, double- 
click the pivot table to 
activate it, selecr the cell 
or column of interest, 
then choose: 

Format 
Cell Properlies ... 

and change the,  
Decimals specrfication. 

A frequency count alone is not a very good summary of the data. For ex- 
ample, if you want to compare your results to those of another survey, it 
won't do you much good t o  lcnow simply that 762 people in tha.t survey 
chose the response very important. From the count alone, you can't tell if 
the other survey's results are similar to yours. To compare the two sur- 
veys, you must convert the observed counts to percentages. 

From a percentage, you can tell what proportion of people in the sur- 
vey gave each of the responses. Unlike counts, you can compare percent- 
ages across surveys with different numbers of cases. You compute a 
percentage by dividing the number of cases that gave a particular re- 
sponse by the total number of cases. Then you multiply the result by 100. 

In Figure 3.1, you find percentages in the column labeled .Percent. 
Note that the 316 people who gave the response one of the mosl: impor- 
tant are 21.1% of the 1500 people in your survey. Similarly, the 2,38 peo- 
ple who gave the response somewhat important are 15.9% of your 
sample. The 7 people who don't know are 0.5% of the total sample. (The 
actual percentage is 0.47%, but by default only one decimal place is 
shown.) The sum of the percentages over all the possible responses, in- 
cluding don't know and no answer, is 100%. 

Percentages Based on Valid Responses 
, 

To get the numbers in the column labeled Percent, you divide the ob- 
served frequency by the total number of cases in the sample and multiply 
by 100. Cases with codes identified as missing are included in the denom- 
inator. That can be a problem. For example, the General Social Survey 
does not ask all questions of all people. The question "Would you con- 
tinue or  stop working if you became rich?" was aslced of only two-thirds 
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Problems with lvlissing Data 

Removing people who aren't asked a question from the calculation of 
percentages is not troublesome. They don't make interpretation of the re- 
sults difficult. However, if a lot of people who are asked d ~ e  question 
refuse to answer, that can be a problem. In Figure 3.2, you see that only 
11 people gave an answer of don't know. They represent fewer than 2% 
of the 653 people who were actually asked the question. So, you don't 
have to worry much about their impact on any conclusions you draw. 

In contrast, however, consider the following situation. You conduct an 
employee satisfaction survey among 100 employees and find that 55 of 
them rate themselves as satisfied, 4 rate themselves as unsatisfied, and the 
remaining 41 decline to answer your question. That means that 55% of 
the polled employees consider themselves satisfied. However, if you ex- 
clude those who refused to answer from the denominator, 93% of the 
employees who answered the question consider themselves satisfied. 

Which is the correct conclusion? Unfortunately, you don't lcnow. It's 
possible that you have a company full of satisfied employees, many of 
whom don't like to answer questions. It's also possible that almost half 
of your employees are unhappy but are wary of voicing their dissatisfac- 
tion. When your data have many missing values because of people refus- 
ing to answer questions, it may be difficult, if not impossible, to draw 
correct conclusions. When you report percentages based on cases with 
nonmissing values, you should also report the percentage of cases that re- 
fused to give an answer. 

Cumulative Percentages 

There's one more percentage of interest in the frequency table. It's called 
the cumulative percentage. For each row of the frequency table, the 
cumulative percentage tells you the percentage of people who gave that 
response and any response that precedes it in the frequency table. It is the 
sum of the valid percentages for that row and all rows before it. Since 
there are only two pos'sible valid answers for the continue working vari- 
able, the cumulative percentages in Figure 3.2 are of little interest. In- 
stead, consider Figure 3.1 again. The cumulative percentage for 
somewhat important is 93.8. This means that over 93% of the people 
who answered the question said that a fulfilling job was at least some- 
what important to their lives. Only 6.2% of the people rated the impor- 
tance of a fulfilling job as less than somewhat important. Cumulative 
percentages are most useful when there is an underlying order to the 
codes assigned to a variable. 
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of people who were working or temporarily unemployed. Figure 3.2 
shows the responses of people to this question. 

Figure 3.2 Frequency table of continue working 
To obtain this table, 
m the Frequencies 
dialog box selecr 
the variable 
richwork, as shown 
in Figure 3.1 7. 

The percentage of people giving the response continue working is 29.9. 
What does that mean? Does it mean that about 30% of people in the 
survey would continue working if they became rich? NO. It means that 
about 30% of the people in the sample, regardless of whether they were 
asked the question or volunteered an answer, gave the response continue 
working. Of the 1500 people in the survey, 56.1% weren't even asked the 
question (recorded in the table as Not applicable). An additional 1% 
were asked and either gave the response don't know or their response 
was lost (no answer). All of these missing people are included in the de- 
nominator of the Percent calculation. 

If you want to know what percentage of people who gave an accept- 
able answer selected continue working, look at the Valid Percent column. 
Almost 70% of people who answered the question claim that they would 
continue working if they struck it rich. (It's up to you whether you believe 
that percentage!) That's quite different from 30%. To calculate the en- 
tries in the Valid Percent column, you must exclude all people who gave 
an answer identified as missing. Valid percentages sum to 100 over all 
possible answers that are not missing. In this example, there are only two 
valid answers: continue working and stop working. Of the people who 
gave one of these answers, 69.8% selected the first and 30.2% selected 
the second. These two percentages sum to 100. 

-~ 
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Valid 

Missing 

Sorting Frequency Tables 

Frequencv 
448 

194 

642 

842 

11 

5 

858 

1600 

Continue working 

Stop working 

Total 

Not applicable 

Don't know 

No answer 

Total 

To obtain this 
output, select 
Format in the 
Frequencies dialog 
box. Then select 
Descending 
counts, as shown 
in Figure 3.12. 

Total 

Unless you specify otherwise, SPSS produces a frequency table in which 
the order of the rows corresponds to the values of the codes you assign to 
the responses. The first row is for the smallest number found in the data 
values, and the last is for the largest. Codes that have been declared rniss- 
ing are at the end of the table. For example, if you had assigned the code 
1 to stop working, it would have appeared first in the frequency table in 
Figure 3.2. 

When you have several possible responses and the codes are not ar- 
ranged in a meaningful order, you may want to rearrange the frequency 
table so that it's easier to use. You can determine the order of the rows in 
the table based on the frequency of values in the data. For example, Fig- 
ure 3.3 shows a frequency table for the work status variable when the ta- 
ble is sorted in descending order of frequencies. Look at the column 
labeled Frequency. The frequencies go from largest to smallest. 

Percent 
29.9 

12.9 

42.8 

56.1 

.7 

.3 

57.2 

100.0 

Sorting a frequency table will usually change the values in the Cumula- 
tive Percent column, since the cumulative percentages depend on the or- 
der of the rows in the table. When the work status table is sorted by 
decreasing frequency, the cumulative percentage for retired is the per- 
centage of people retired or working full time. In the default frequency 
table, however, in which the rows are sorted by the values of the codes, 

Valld 
Percent 

69,8 

30.2 

100.0 

Figure 3.3 Frequency table sorted by counts 

Cumulative 
Percent 

69.8 

100.0 

Cumulative 
Percent 

49.8 

65.2 

78.5 

89.3 

92.7 

95.5 

97.9 

100.0 

Valid 
Percent Frequency, Percent 

Valld Working fulltime 

Retired 

Keeping house 

Working pamime 

Unempl, laid off 

School 

Other 

Temp not working 

Total 

747 \ 49.8 

231 15.4 

200 13.3 

161 10.7 

51 3.4 

42 2.8 

36 2.4 

32 

1500 
\ 

2.1 

100.0 

2.1 

100.0 
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the cumulative percentage for retired is the sum of the valid percentages 
for codes 1 through 5. 

Pie Charts 

The information in a frequency table is easier to see if you turn it into a 
visual display, such as a bar chart or a pie chart. In Figure 3.4, you see a 
pie chart of the frequency table in Figure 3.3. There is a "slice" for each 
row of the frequency table. From the pie chart, you can easily see that al- 
most half of your sample is working full time. It's also easy to see that the 
number of people who are retired, keeping house, and working part time 
are roughly equal. If you have many small slices in a pie charr, you can 
combine them into an other category. For example, Figure 3.5 is the pie 
chart for the same frequency table, except that all slices that have fewer 
than 5% of the cases (in school, tenzporarily not worki~zg, u~zenzplo~ed, 
and other) are combined into a single slice. 

Figure.3.4 Pie chart of warlc status - . . 
To obtain a pie 
chart, select Pie Olher 

charts in the 
Frequencies 
Charts dialog 
box, as shown in 
Figure 3.14. 

Figure 3.5 Worlc status with categories collapsed 

You can collapse 
categories in a pie 
chart after it has 
been created. See 
"Modifying Chart 
Options "onp. 518 
in Appendix A. 

. . 

Jo obtain this 
output, select 
Bar charts in the 
Frequencies 
Charts dialog 
box, as shown in 
figure 3.14. 
You can also 
obtain bar cham 
using the Graphs 
menu, as 
discussed in 
Appendix A. 
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would expecr, the tallest bAr is for the 'working-full tii?ze category. It's ' 
about three times as tall as the next largest bar, which repreients retired. 

Figure 3.6 Bar chart of worlc status 

Labor Force Status 

- - 

ROZLO~EN S;POJIT'$C# DAT: ZAKLABV UN 
STUPNE - ~ o d u  AhIALYZE: proccedury Frequencies, 

Descri ptives, Exp 
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Summarizing the Age Variable 
Although you can produce frequency tables for any kind of data, a ire- 
quency table becomes leu useful as the number of possible responses io- 
creases. For example, you can construct a frequency table for the variable 
age, which tells you the ages of the people in y o u  survey, but you will 
have as many rows in the frequency table as there are different ages in the 
data file. In Figure 3.7 you see that there is a row for every age from 18 
to 89. 

#@ What's this? Nobody in the General Social Suruey sample was 90 
&$b' years or older? Actually, tbis is just a quirk in the way ages are 
coded in the General Social Survey. For obscure historical reasons, the 
G e n e d  Social S w e y  assigns an age of 89 to eveqone with an age of 89 
or older. The code 99 indicates that the age is not known. Because so few 

'people are that old, this quirk has very little effect on analyses that use 
the age vadable. When you design a study, record the actual a g e - o r  bet- 
ter yet, the birth date, since it's harder to fudge. (To remain 30 forever, 

you have to remember to change your birth year annually!) . . 
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Tlie Pivot Table 
Editor is used to 
hide the Peicent 
column. 

Figure :>7/irequency table of age 

A histogram tells you about the distribution of the data values. That 
is, it tells you how likely various values are. From it, you can see whether 
the cases cluster around a central value. You can also see whether large 
and small values are equally likely and whether there are values far re- 
moved from the rest. This is important not only to understand the data 
you've collected, but also for choosing appropriate statistical techniques 
for analyzing them. In Figure 3.8, you see that the age distribution has a 
peak corresponding to the interval 37.5 to 42.5. Additionally, you can see 
that the distribution of ages is not symmetric but has a "tail" extending 
to the older ages. That's because the General Social Sunrey interviews 
only respondents who are 1 8  or older. 

What's a symmetric distribution? A distribution is sgmmerric if a 
I{'~'" 2,ii vertical line going through its center divides it into two halves that 
are mirror images of each other. Figure 3.9 shows what a symmetric dis- 
tribution of a hypothetical age variable might look like. Note that small 
and large values of age are equally likely. 

81Ba 

Valld 

Figure 3.9 Symmetric distribution 

Frequency 
5 

17 

18 

22 

15 

28 

23 
30 

27 

22 

42 

30 

38 

31 

28 

33 

26 

41 

42 

37 

41 

38 

38 

36 

30 

39 

28 

30 

29 

32 

20 

27 

21 

26 

21 

18 

19 

22 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

26 

29 

30 

31 

32 

33 

34 

35 

38 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

Valid 

Miss1 
ng 

Total 

Mode and Median 

Frequency 
12 

18 

25 

14 

18 

11 

17 

19 . 
13 

17 

19 

11 

18 

19 

9 

15 

19 

20 

18 

17 

13 

15 

14 

7 

8 

9 

10 

3 

' 3 
4 

5 

6 

3 

7 

1495 

5 

5 

1500 

56 

57 

68 

59 

80 

81 

62 

83 

64 

86 

88 

67 

88 

69 

70 

71 

72 

73 

74 

75 

76 

77 

78 

79 

80 

81 

82 

83 

84 

85 

86 

87 

88 

88 

Total 
NA 

Total 

You can use a variety of statistics to further summarize the information 
in a frequency table. In Chapter 4, you'll learn about a large number of 
such summary statistics. In the remainder of this chapter, you'll focus .on 
summary measares that are easily obtained from the frequency table. 

Velld 
Percent 

3 

1.1 

1 .2 

1.5 

1 .O 

1.9 

1.5 

2.0 

1.8 

1.5 

2.8 

2.0 

2.4 

2.1 

1.9 

2.2 

1.7 

2.7 

2.8 

2.5 

2.7 

2.5 

2 4  

2.4 

2.0 

2.8 

1.9 

2.0 

1.9 

2.1 

1.3 

1.8 

1.4 

1.7 

1.4 

1.2 

1.3 

1.5 
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Cumulative 
Percent 

.3 

1.5 

2.7 

4.1 

5.2 

7.0 

8.6 

10.8 

12.4 

13.8 

18.7 

18.7 

21.1 

23.1 

25.0 

27.2 

28.9 

31.8 

34.4 

38.9 

39.7 

42.2 

446 

47.0 

49.0 

61.8 

53.6 

55.5 

57.5 

59.8 

60.9 

82.7 

84.1 

85.9 

67.3 

88.6 

698 

715 

Valid 
Percent 

.8 

1.2 

1.7 

.9 

1.1 

.7 

1.1 

1.3 

.9 

1.1 

1.3 

.7 

1.1 

1.3 

.8 

1.0 

1.3 

1.3 

1.2 

1.1 

.9 

1.0 

.9 

.5 

.4 

.8 

.7 

2 

' 2 
.3 

.3 

.4 

.2 

.5 

100.0 

Histograms 

Curnuletive 
Parcent 

72.0 

73.2 

74.9 

75.9 

78.9 

77.7 

78.8 

50.1 

80.9 

82.1 

83.3 

84.1 

85.2 

66.4 

67.0 

88.0 

89.3 

90.8 

91.8 

93.0 

93.8 

94.8 

95.8 

98.3 

96.7 

97.3 

97.9 

98.1 

96.3 

98.6 

98.9 

99.3 

99.5 

100.0 

You won't find pie charts and bar charts of the age variable to be useful 
either. There wdl be as many slices and bars as there are distinct ages. The 
arrangement of the values in the charts can be troublesome as well. Both 
bar charts and pie charts arrange bars and slices in ascending order of the 
values. However, if a particular age doesn't occur, an empty space is not 
left for it. That means that in a bar chart, the bar for 46 years may be right 
next to the bar for 50 years. You won't see a gap to remind you that ages 
4 7  through 49  don't occur in your data. 

A better display for a variable like age, for which it makes sense to 
group adjacent values, is a histogram. A histogram looks like a bar chart, 
except that each bar represents a range of values. For example, a single 
bar may represent all people in their twenties. In a histogram, the bars are 
plotted on a numerical scale that is determined by the observed range of 
your data. 

To obtain this 
output, select 
Charts in the 
Frequencies dialog 
box. Tiien select 
Histograms, as 
shown in Figure 
3.14. 

You can also obtaii~ 
histograms uang 
the Graphs menu, 
as discussed in 
Appendix A. 

Figure 3.8 Histogram of age 

200 

100 

3 
m 
u Sld. Dev = 17.42 
E 
LL 

Age of Respondent 

You see a histogram for the age variable in Figure 3.8. Age values are on 
the horizontal axis, and frequencies are on the vertical axis. The first bar 
represents cases with ages between 17.5 and 22.5. The middle value in 
this interval, the midpoint, is 20, which becomes the label used for the 
bar. From the histogram, you see that about 80 cases fall into tlSs inter- 
val. Similarly, the second bar represents cases with ages between 21.5 and 
27.5. This bar represents 130 cases. 
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Scales on which 
variables are 
measured are 
discussed in 
Chapter 4. 

To display the 
median and mode 
along with your 
frequency tabla, in 
the Frequencies 
dialog box, select 
Statistics. Then 
click Median and 
Mode (see Figure 
3.131. 
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The mode is defined as the most frequently occurring value in y o u  
data. From the frequency table in Figure 3.7, you see that two ages (28 
and 36) are tied for the mode. There are 42 people with each of these ag- 
es. Although these ages occur most frequently, they represent a small per- 
centage of the total cases. Less than 3% of the total has an age of 28. 
Knowing thk mode tells you very little about the data. 

@ $ I  What are the modes for the job importance and What if  yo^ weye 
rich variables? In Figure 3.1, you see that very important is the 

most frequently occurring response to the job importance question. That 
malces it the mode. Similarly, for the if rich variable shown in Figure 3.2, 
Continue working is the most common response, so it's the mode. ES s s 

If you can meaningfully order your data values from smallest to largest, 
you can compute additional summary measures. These measures are 
better than the mode, since they make use of the additional information 
about the order of the data values. For example, the median is the value 
that is greater than half the data values and less than the other half. 

You calculate the median by finding the middle value when values for 
all cases are ordered from smallest to largest. If you have an odd number 
of cases, the median is just the middle value. If you have an even number 
of cases, the median is the value midway between the two middle ones. 
For example, the median of the five values 12,34, 57, 92, and 100 is 57. 
For the six numbers 13, 20, 40, 60, 89, and 123, the median is 50, be- 
cause 50 is the value midway between 40 and 60, the two middle num- 
bers. (Add the two middle values and divide by two.) 

You can calculate the median very easily from a frequency table. Find 
the first value for which the cumulative percentage exceeds or is equal to 
50%. For the age variable in Figure 3.7, the median is 43. That means 
that half of the people in your sample are less than 43 years of age, and 
half are older. That's much more useful information than lcnowing that 
28 and 36 years are tied for the mode. 
-..-A-W pJ ,g; What's the median for the work status variable? Since there is no 

'?cwT $&x meaningful order of the codes assigned to the work status vari- 
able, it doesn't make sense to talk about median work status. You should 
use the median only when the data values can be ranked from smallest to 
largest. t%!k4iB 

Percentiles 
When you calculate the median, you find the number that splits the sam- 
ple into two equal parts. Half of the cases have values smaller than the 
median, and the other half have values larger than the median. You can 
compute values that split the sample in other ways. For example, you can 
find the value below which 25% of the data values fall. Such values are 
called percentiles, since they tell you the percentage of cases with values 
below and above them. Twenty-five percent of the cases have values 
smaller than the 25th percentile, and 75 % of the cases have values larger 
than the 25th percentile. The median is the 50th percentile, since 50% of 
the cases have values less than the median, and 50% have values greater 
than the median. 

Figure 3.10 Quartiles for age 
To obtain this 

asshown in . 
Figure 3.13. 

output, select 
Statistics !n the 
Frequenc~es 
dialog box. Then 

You can compute percentiles from a frequency table by finding the first 
See 8tpercentiles,, value with a cumulative percentage larger than or equal to the percentile 
onp. 95fn Chapter you're interested in. You can see the 25th, SO&, and 75th percentiles for 
6 for further 
discussfon of the age variable in Figure 3.10. From these, you know that 25% of the 
percentiles. cases are 32 or younger, 50% are 43 or younger, and 75% are 59 or 

younger. Together, the 25th, 50th, and 75th percentiles are known as 
quartiles, since they split the sample into four groups with roughly equal 
numbers of cases. That is, 25% of the cases are 32 years old or younger, 
25% are between 32 and 43,25% are between 43 and 59, and 25% are 
59 or older. 

N I Percentiles I 
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select Quartiles. 
AGE 

Valid 1 Missing 1 25 1 50 1 75 

1495 5 32.00 43.00 1 59.00 
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Computing 
Descriptim Statistics 

How can you sunznznrize the values of a varinb 

e What are scales of measurement, and why are 

How does the arithmetic mean differ from the mode and the median? 
When is the median a better measure of central tendency than the 
mean? 
What does the variance tell you? The coefficient of variation? 

* What are standardized scores, and why are they useful? 

In the previous chapter, you used frequency tables, bar charts, pie charts, 
histograms, and percentiles to examine the distribution of values for a 
variable. These are essential techniques for getting acquainted with the 
data. Often, however, you want to summarize the information even fur- 
ther by computing summary statistics tliat describe the "typical" values, 
or the central tendency, as well as how the data spread out around this 
value, or the variability. In this chapter, you'll learn how to use the Fre- 
quencies and Descriptives procedures to compute the most commonly 
used summary statistics for central tendency and variability. 

P This chapter continues to use the gss.sav data file. For instructions 
on how to obtain the Descriptives output discussed in the chapter, see 
"How to Obtain Univariate Descriptive StatisticsJ1 on p. 69. 

p$jj What's a statistic? Often when you collect data, you want to draw 
&?& conclusions about a broader base of people or objects than are ac- 
tually included in your study. For example, based on the responses of 
people included in the General Social Survey, you want to draw conclu- 
sions about the population of adults in the United States. The people you 
observe are called the sample. The people you want to draw conclusions 
about are called the population. A statistic is some characteristic of the 
sample. For example, the median age of people in the General Social Sur- 
vey is a statistic. The term parameter is used to describe characteristics of 
the population. If you had the ages of all adults in the United States, the 
median age would be called a parameter value. Most of the time, popu- 
lation values, or parameters, are not known. You must estimate them 
based on statistics calculated from samples. Bs5P 

Sumunarizing Data 
Consider again the data described in the previous chapter. Suppose you' 
want to summarize the data values further. You want to  know the typical 
age for participants in the survey, or their typical status in the workplace, 
or typical satisfaction with their job. A unique answer to these questions 
doesn't exist, since there are many different ways t o  define "typical." For 
example, you might define it as the value that occurs most often in the 
data (the mode), or as the middle value when the data are sorted from 
smallest to largest (the median), or as the sum of the data values divided 
by the number of cases (the arithmetic mean). To  choose among the var- 
ious measures of central tendency and variability you must consider the 
characteristics of your data as well as the properties of the measures. Al- 
though the mode may be a plausible statistic to report for status in the 
labor force, it may be a poor selection for a variable like age. 

Scales sf Measurement 

One of the characteristics of your data that you must always consider is 
the scale on which they are measured. Scales are often classified as nom- 
inal, ordinal, interval, and ratio, based on a typology proposed by Stevens 
(1946). A nominal scale is used only for identification. Data measured on 
a nominal scale cannot be meaningfully ranked from smallest to largest. 
For example, status in the work force is measured on a nominal scale, 
since the codes assigned to the categories, although numeric, don't really 

In the Define 
Variable dialog box, 
select Scale as the 
Measurement 
alternative for 
variables measured 
on a ratio or an 
interval scale. 
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mean anything. There is no order to retired, in school, keeping house, and 
other. Place of biah, hair color, and favorite statistician are all examples 
of variables measured on a nominal scale. 

Variables whose values indicate only order or ranlcing are said to be 
measured on an ordinal scale. Job satisfaction and job importance are 
examples of variables measured on an ordinal scale. There are limita- 
tions on what you can say about data values measured on an ordinal 
scale. You can't say that someone who has a job satisfaction rating of 1 
(very satisfied) is twice as satisfied as someone with a rating of 2 (moder- 
ately satisfied). AV you can conclude is that one person claims to be more 
satisfied than the other. You can't tell how much more, The variable 
income97 described in Chapter 3 is also measured on an ordinal scale. 
That's because the income is grouped into 21 unequal categories. You 
can't tell exactly how much more one person earned than another. 

If you record people's actual annual incomes, you are measuring in- 
come on what is called a ratio scale. You can tell how much larger or 
smaller one value is compared with another. The distances between val- 
ues are meaningful. For exampie, the distance between incomes of 
$20,000 and $30,000 is the same as the distance between incomes of 
$70,000 and $80,000. You can also legitimately compute ratios of two 
values. An income of $50,000 is twice as much as an income of $25,000. 
Age and years of education are both examples of variables measured on 
a ratio scale. 

An interval scale is just like a ratio scale except that it doesn't have an 
absolute zero. You can't compute ratios between two values measured on 
an interval scale. The standard example of a variable measured on an in- 
terval scale is temperature. You can't say that a 40°F day is twice as warm 
as a 20°F day. Few variables are measured on an interval scale, and the 
distinction bemeen interval and ratio scales is seldom, if ever, important 
in statistical analyses. 

Although it is important to consider the scale on which a variable is 
measured, statisticians argue that Stevens' typology is too stricr to apply 
to real world data (Velleman & Wilkinson, 1993). For example, an iden- 
tification number assigned to subjects as they enter a study might appear 
to be measured on a nominal scale. However, if the numbers are assigned 
sequentially from the first subject to enter the study to the last, the iden- 
dfication number is useful for seeing whether there is a relationship be- 
tween some outcome of the study and the order of entry of the subjects. 
If the outcome is a variable l i e  how long it takes a subject to master a 
particular task, it's certainly possible that instructions have improved 
during the course of a study and later participants fare better than earlier 
ones. 

It's an oversimplification to conclude that the measurement scale dic- 
tates the statistical analyses you can perform. The questions that you 
want to be answered should direct the analyses. However, you should al- 
ways make sure that your analysis is sensible. Using the computer, it's 
easy to calculate meaningless numbers, such as percentiles for place of 
birth or the median car color. In subsequent discussion, we'll occasionally 
refer to the scale of measurement of your data when describing various 
statistical techniques. These are not meant to be absolute rules but useful 
guidelines for performing analyses. 

Mode, Median, and Arithmetic Average 

The mode, median, and arithmetic average are the most commonly re- 
ported measures of central tendency. In Chapter 3, you saw how to com- 
pute the mode and median. You calculate the mode by finding the most 
frequently occurring value. The mode, since it does not require that the 
values of a variable have any meaning, is usually used for variables mea- 
sured on a nominal scale. The mode is seldom reported alone. It's a useful 
statistic to report together with a frequency table or bar chart. You can 
easily find fault with the mode as a measure of what is typical. Even ac- 
companied by the percentage of cases in the modal category or categories, 
it tells you very little. 

If you are summarizing a variable whose values can be ranked from 
smallest to largest, the median is a more useful measure of central tenden- 
cy. You calculate the median by sorting the values for all cases and then 

- i, selecting the middle value. A problem with the median as a summary 
measure is that it ignores much of the available information. For exam- 
ple, the median for the five values 28,29, 30, 31, and 32 is 30. For the 
five values 28, 29, 30, 98, and 190, it is also 30. The actual amounts by 
which the values fall above and below the median are ignored. The high 
values in the second example have no effect on the median. 

The most commonly used measure of central tendency is the ari-betic 
mean, also known as the average. (For a sample, it's denoted as X .) The 
mean uses the actual values of all of the cases. To compute the mean, add 
up the values of all the cases and then divide by the number of cases. For 
example, the arithmetic mean of the five values 28,29,30,98, and 190 is 

Mean = 28 + 29 + 30'+ 98 + 190 = 75 
5 

Equation 4.1 
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Don't calculate the mean if the codes assigned to the values of a variable 
are arbitrary. For example, average car manufacturer and average reli- 
gion don't make sense, since the codes are not meaningful. 

Can I use the mean for variables that have only two values? Many 
variables, such as responses to yeslno or apeeldisagree questions, 

have two values. If a variable has only two values, coded as 0 or 1, the 
arithmetic mean tells you the proportion of cases coded 1. For example, 
if 5 out of 10 people answered yes to a question and the coding scheme 
used is O=no, l=yes, the arithmetic mean is 0.50. You know that 50% of 
the sample answered yes. B 8 8  

Comparing Mean and Median 
Figure 4.1 contains descriptive statistics from the Frequencies procedure 
for the age and education variables. 

Figure 4.1 Mean, median, and mode for age and education 
You can obtain 
these statistics Statlstlcs 
using the 
Frequencies I 1 h~ I I I 1 

. -- 
Statistics dialog I EDUC Highest Year of 
box lsee Fiaure School Comoleted 1 1496 1 4 1 13.04 1 12.00 1 12 1 
rd,scussed in 
Chapter 3. In the 
Freouencies 

3.731, seles I I I I I I I 
Mean. Median. 1. Multiple modes exlst. The smallest value Is shown 

I Valld 1 Missing I Mean I Median I 
AGE Ags of Respondent 1495 5 46.23 43.00 1 M0de2,ij 

and Mode. 

You see that the average age of the participants of the General Social Sur- 
vey is 46.23 years. The median is somewhat lower, 43 years. The average 
number of years of school completed is 13.04, and the median is 12. For 
both of these variables, the arithmetic mean is somewhat greater than the 
median. The reason is that both of these variables have a "tail" toward 
larger values. Remember the histogram for age from Chapter 3. Since the 
General Social Survey is restricted to adults at least 18 years of age, youog 
ages do not occur in the data. There is no such restriction for older ages. 
The older ages drive up-the mean, which is based on all data values. They 
have no effect on the median, since it depends only on the values of the 
middle cases. If the distribution of data values is exactly symmetric, the 
mean and median are equal. If the distribution has a long tail (that is, the 
distribution is skewed), the mean is larger than the median if the tail ex- 
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Measures of 
central 
tendency that 
are lessaffected 
by extreme 
values are 
discussed in 
Chapter 6. 

tends toward larger values, and smaller than the median if the tail extends 
toward smaller values. In this example, the differences between the mean 
and the median are not very large. This is not always true. 

Consider the following example. You ask five employees of a company 
how much money they earned in the past year. You get the following re- 
plies: $45,000, $50,000, $60,000, $70,000, and $1,000,000. The aver- 
age salary received by these five people is $245,000. The median is 
$60,000. The arithmetic mean doesn't really represent the data well. The 
CEO salary makes the employees appear much better compensated than 
they really are. The median better represents the employees' salaries. 

Whenever you have data values that are much smaller or larger than 
the others, the mean may not be a good measure of central tendency. It is 
unduly influenced by extreme values (called outliers). In such a situation, 
you should report the median and mention that some of the cases had ex- 
tremely small or large values. 

Measures sf Variability 
Measures of central tendency don't tell you anything about how much 
the data values differ from each other. For example, the mean and median 
are both 50 for these two sets of ages: 50,50,50, 50, 50 and 10,20,50, 
80, 90. However, the distribution of ages differs marlcedly between the 
two sets. Measures of variability attempt to quantify the spread of obser- 
vations. We'll discuss the most common measures of variability in this 
chapter. Chapter 6 contains discussion of additional measures. 

'To obtain this 
output, from the 
menus choose: 

Figure 4.2 Descriptive statistics for age and education 

Statistics 
Summarize b 

Descriptives ... 
Select the variables 
age and educ, as 
shown in Figure 4.5. In 
the Descriptives 
Options dialog box, 
select the variance, as 
shown in Figure 4.6. 

EDUC Hlghest Year of 
School Completed 

Valld N (llsiwlssl 1491 

The range is the simplest measure of variability. It's the difference be- 
tween the largest and the smallest data values. Since the values for a nom- 
inal variable can't be meaningfully ordered from largest to smallest, it 
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doesn't make sense to compute the range for a nominal variable such as 
status in the work force. In Figure 4.2, you see that for the variable age, 
the smallest value (labeled Minimum) is 18. The largest value (labeled 
Maximum) is 89. The range is 71 years. A large value for the range tells 
you that the largest and smallest values differ substantially. It doesn't tell 
you anythmg about the variability of'the values between the smallest and 
the largest. 

A better measure of variability is the interquartile range. It is the dis- 
YOU can use the tance between the 75th and 25th percentile values. The interquartile 
Explore procedure, 
described in Chapter range, unlike the ordinary range, is not easily affected by extreme values. 
6, to calculate the In Chapter 3, you calculated the 25th percentile for the age variable as 32 
range and the 
interquafli/e range, years, the 75th percentile as 59. The interquartile range is therefore 27, 

the difference between the two. 

Variance and Standard Deviation 
The most commonly used measure of variability is the variance. It is 
based on the squared distances between the values of the individual cases 
and the mean. To calculate the squared distance between a value and the 
mean, just subtract the mean from the value and then square the differ- 
ence. (One reason you must use the squared distance instead of the dis- 
tance is that the sum of distances around the mean is always 0.) To get 
the variance, sum up the squared distances from the mean for all cases 
and divide the sum by the number of cases minus 1. 

The formula for computing the variance of a sample (denoted s2)is 

You can obtain 
Variance = sum of squared distances from the mean for all cases 

the variance by 
selecting (number of cases - 1) 
Options in the Equation 4.2 
Descriptives 
dialog box. See 
Figure 4.6. For example, to calculate the variance of the numbers 28, 29, 30, 98, 

and 190, first find the mean. It is 75. The sample variance is then 

2 - (28 - 7512 + (29 - 7512 + (30 - 75)2 + (98 - 7512 + (190 - 7512 
S - 

4 
= 5,026 

Equation 4.3 i 
! 

If the variance is 0, all of the cases have the same value. The larger the I variance, the more the values are spread out. In Figure 4.2, the variance , 

for the age variable is 303.39 square years; for the education variable it 
is 9.45 square years. To obtain; measure in the same units as the orig- 
inal data, you can take the square root of the variance and obtain 
what's known as the standard deviation. Again in Figure 4.2, the stan- 
dard deviation (labeled Std Dev) for the age variable is 17.42 years; for 
the education variable, it is 3.07 years. 

Why divide by the number of cases minus 1 when calculating the 
sample variance, rather than by the number of cases? You want to 

know how much the data values vary around the population mean, but 
you don't know the value of the population mean. You have to use the 
sample mean in its place. This makes the sample values have less variabil- 
ity than they would if you used the population mean. Dividing by the 
number of cases minus 1 compensates for this. H a 1  

The Coefficient of Variation 
The magnitude of the standard deviation depends on the units used to 
measure a particular variable. For example, the standard deviation for 
age measured in days is larger than the standard deviation of the same 
ages measured in years. (In fact, the standard deviation for age in days is 
365.25 times the standard deviation for age in years.) Similarly, a vari- 
able like salary will usually have a larger standard deviation than a vari- 
able like height. 

% 

The coefEicient of variation expresses the standard deviation as a per- 
- - centage of the mean value. This allows you to compare the variability of 

different variables. To compute the coefficient of variation, just divide the 
standard deviation by the mean and multiply by 100. (Tale the absolute 
value of the mean if it is negative.) 

standard deviation Equation 4.4 coefficient of  ariat ti on = 
bean1 

The coefficient of variation equals 100% if the standard deviation 
equals the mean. The coefficient of variation for the age variable is 
37.68%. For the education variable, the coefficient of variation is 
23.54%. Compared to their means, age varies more than education. 
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Standard Scores 
The mean often serves as a convenient reference point to which individual 
observations are compared. Whenever you receive an examination back, 
the first question you ask is, How does my performance compare with the 
rest of the class? An initially dismal-looking score of 65% may turn stel- 
lar if that's the highest grade. Similarly, a usually respectable score of 80 
loses its appeal if it places you in the bottom quarter of the class. If the 
instructor just tells you the mean score for the class, you can only tell if 
your score is less than, equal to, or greater than the mean. You can't say 
how far i t  is from the average unless you also know the standard 
devia tion. 

For example,.if the average score is 70 and the standard deviation is 5, 
a score of 80 is quite a bit better than the rest. It is two standard devia- 
dons above the mean. If the standard deviation is 15, the same score is 
not very remarkable. It is less than one standard deviation above the 
mean. You can determine the position of a case in the distribution of ob- 
served values by calculating what's known as a standard score, or z score. 

To calculate the standard score, first find the difference between the 
case's value and the mean and then divide this difference by the standard 
deviation. 

standard score = - 
standard deviation 

Equation 4.5 

A standard score tells you how many standard deviation units a case is 
above or below the mean. If a case's standard score is 0, the value for 
that case is equal to the mean. If the standard score is 1, the value for 
the case is one standard deviation above the mean. If the standard score 
is -1, the value for the case is one standard deviation below the mean. 
(For many types of distributions, including the normal distribution dis- 
cussed in Chapter 10, most of the observed values fall within plus or mi- 
nus two standard deviations of the mean.) The mean of the standard 
scores for a variable is always 0, and their standard deviation is 1. 

You can use the Descriptives procedure in SPSS to obtain standard 
scores for your cases and to save them as a new variable. Figure 4.3 shows 
the notes from the Descriptives procedure that indicate that a new vari- 
able, the standard score for age, has been created. In addition, a new vari- 
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able, zage, has been saved in the Data Editor, containing the standard 
scores for age (see Figure 4.4). 

Figure 4.3 Descriptive statistics in the  Viewer 

zage has been 
created 

Notes 

Figure 4.4 Data Editor with standard scores saved as a new 
variable 

Output Creatsd 

TO save standardized 
scores, select Save 
standardized values 
as variables in the 
Descriptives dialog 
box, as shown in 
Figure 4.5. 

2 2 A p r  98 10:19:58 

. -- 
Ill I ' lPd 

1 43 I Male I - . 1 8 ~ 5  I 

$1 43 1 Female 1 - 18252 1 7 

You see that the first case has an age of 43. From the standard score, you 
know that the case has an age less than average, but not very much. The 
age for the case is less than a quarter of a standard deviation below the 
mean. The fifth case has an observed age of 78, which is almost two stan- 
dard deviations above the mean. 

Standard scores allow you to compare relative values of several differ- 
ent variables for a case. For example, if a person has a standard score of 
2 for income, and a standard score of -1 for education, you know that 
the person has a larger income than most and somewhat fewer years of 
education. You couldn't meaningfully compare the original values, since 
the variables all have different units of measurement, different means, 
and different standard deviations. 

Summary 
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What addi t iona l .d isp lays  a r e  ~ ~ s e f z t l  for sztnznzn~ 

of a va r i ab le  for several g roups?  

What is a stem-and-leaf plot? 
How does a stem-and-leaf plot. differ from a histogram? 

* What is a boxplot? 
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To obtaa these 
descrrpt~ve 
statrstrcs, from the 
menus choose 
Statrstrcs 
Summarrze b 

Explore 

Select the varrables 
age and satlob, as 
shown rn Figure 6 9 

What can you tell from the length of a box? 
How is the median represented in a boxplot? 

Since most statistical analyses of data involve comparisons of groups, 
SPSS contains many procedures that help you to examine h e  distribu- 
tion of values for individual groups of cases. In Chapter 5, you used the 
Means procedure to calculate descriptive statistics for education when 
the cases were subdivided on the basis of job satisfaction and gender. To 
examine each of the groups in more detail, you need to use the Explore 
procedure, which contains additional descriptive statist~cs as well as 
plots. That's what this chapter is about. (The statistics and displays de- 
scribed in this chapter are also useful for looking at the distriburion of 
values for the entire sample.) 

P This chapter continues to use the gssksav data file. For instructions 
on how to obtain the Explore output shown in the chapter, see "How The Prvot Table 
to Explore Distributions" on p. 102. Edrtor was used to 

hrde some staastrcs 
/ and to resrrange the 

default table 

Age and Job Satisfaction , ,/ 
In Chapter 5, you loolted at the rela$odship between education and job 
satisfaction for full-time workers.pou found that the average years of 
education did not differ much ,dong people in the different categories 
of job satisfaction. Now yy7U consider the relationship between age 
and job satisfaction for thosame group of cases. You'll be able to exam- 
ine the groups in conside(ably more detail. Consider first the descriptive 

/ statistics for age amyng workers in the different satisfaction categories. 

Figure 6.1 Case Processing Summary 

From Figure 6.1, you see that there are 325 cases in the very  satisfied 
group for whom age is available. The number of missing cases is 2. That 
means that 2 very  satisfied cases do not have a valid value for the age 
variable. Since these cases represent only 0.6% of all the cases in the 
group, you don't have to worry about the effect of missing age values 
on your analysis. Age is available for almost all of the cases in the other 
groups as well. Note that the number of cases varies considerably 
among the four groups. Over 300 people classify themselves as very  sat- 
isfied and a similar number as modera te l y  satisfied. However, 74 people 
are a l i t t le  dissatisfied and only 26 ve ry  dissatisfied. You'll have to be 
careful about what you say about the last two groups since they are 
based on small numbers of cases. 

Job Satisfaction 

Figure 6.2 Average age and job satisfaction 

Cases 

Age of Very satisfied 

Mod satisfied 

A little dissatisfied 

Very dissatisfied 
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Mean 

5% Trimmed Mean 

Median 

Std. Deviation 

Minimum 

Maximum 

Range 

interquartile Range 
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Total Valid 

The means of the ages, shown in Figure 6.2, range from a high of 41.5 
years in the very  satisfied group to 38.58 ir the very dissatisfied group. To obtarn extreme 
The median ages are slightly less in all of the groups because the age dis- values, select 

Stat~strcs m the tributions have tails toward larger values. As you've learned in Chapter Explore dralog 
4, one of the shortcomings of the arithmetic mean is that very large or box Than select 
very small values in the data can change its value substantially. The Outliers, as 

shown n F~gure 
trimmed mean avoids this problem. A trimmed mean is calculated just 
lilce the usual arithmetic mean, except that a designated percentage of 
the cases with the largest and smallest values are excluded. This makes 
the trimmed mean less sensitive to outlying values. The 5% trimmed 
mean excludes the 5% largest and the 5% smallest values. It's based on 
the 90% of cases in the middle. The trimmed mean provides an alterna- 
tive to the median when you have some data values that are far removed 
from the rest. 

In Figure 6.2 you see that the 5% trimmed mean doesn't differ much 
from the usual mean. That's not surprising since the largest age m 
groups ( M a x i m u m )  is 82 and the smallest age ( M i n i m u m )  is 19. The p 
son with an age of 82 is in a group with 325 cases. You'd need a surviving 
Roman warrior to have a real effect on the mean. 

Again from Figure 6.2, you see that the standard deviation ranges from 
11.54 years in the very  satisfied group to 9.91 in the very  dissatisfied 
group. The range is largest in the very satisfied group since it contains the 
82 year old. The range is based on the largest and smallest values so a sin- 
gle outlying value can have a large effect on the range. Unlike the ordi- 
nary range, the interquartile range is not easily affected by extreme 
values, since h e  bottom 25% and the top 25% of the data values are ex- 
cluded from its computation. It's the difference between the 75th and the 
25th percentile values. In Figur that the interquartile sanges, 
are fairly similar in all of the groups. 

Identifying Extreme Values 
Since many statistics are affected by data values that are much smaller or 
larger than most, it's always important to examine your data to see i f  ex- 
treme values are present. You can obtain from the Explore procedure a list 
of the cases with thefive largest and the five smallest values in each group. 
Always check any suspicious values to make sure they are not the result of 
an error in data recording or entry. If you find a mistake, it's easy to 
change the values for a case using the Data Editor. If the extreme values 
are correct, make sure to select summary measures that are not unduly af- 
fected by these outliers. 

N 
327 

320 

74 

26 

N 
325 

319 

74 

26 

Missina 

Aae of Respondent 

Job Satisfaction 

Percent 
100.0% 

100.0% 

100.0% 

100.0% 

Percent 
99.4% 

99.7% 

100.0% 

100.0% 

N 
2 

1 

0 

0 

Vely 
satisfied 

41.50 

41.05 

40.00 

11.54 

19 

82 

63 

15.50 

Figure 6.3 shows for the very satisfied group the cases with the five larg- 
est and smallest ages. The column labeled Case N u m b e r  contains the se- 
quence number in the file for each case. That makes it easier for you to 
track the suspicious values. (SPSS can also show a name or any other 
identifier to label the cases.) You see that case 344 is the oldest, at age 
82. Case 173 is the youngest, at age 19. Neither of thesevalues is usual. 
Since only five cases with the smallest and largest values are listed, it's 
possible that not all cases with those values are listed. For example, 
there may be more than one 73-year-old or more than two 21-year-olds. 
If that's true, a note is printed beneath the table. Just because a value is 
included in the extreme value table doesn't mean it really is an outlier. 
It's only one of the largest or smallest values; you must decide if it is 

Percent 
8% 

.3% 

.O% 

.On/. 

Figure 6.3 butliers from the very satistied g 1 . o ~ ~  

really unusual. 

Mod 
satisfied 

39.49 

39.11 

39.00 

10.89 

20 

75 

55 

16.00 

Value 
82 

78 

77 

77 

73 

19 

20 

20 

21 

21 

A little 
dissatisfied 

40.26 

39.83 

38.00 

10.72 

23 

72 

49 

14.25 

Case 
Number 

344 

223 

26 

401 

208 

173 

364 

71 4 

320 

665 

, Job 
, Satisiaction 

very 
dissatisfied 

38.58 

38.19 

36.50 

9.91 

22 

63 

41 

17.00 

Age of 
Respondent 

Very satisfied 

Lowest 

3 

4 

5 

1 

Highest 

2 

3 

4 

/ 5 

1 

2 
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Using Explore, you can also obtain percentiles fpr  each of the groups. 
Figure 6.4 shows the percentiles for age for thesatisfaction subgroups. 

/ 

Figure 6.4 Age percentiles 

: TO obtain 
percentiles, 
select Statfstics 
in the Explore 
dialog box. 
Then se!ect 
percentfles. 
(See Figure 
6.70.) 

/ Percenules 

/ 

I 
Two sets of percentilesi&e shown: The first set is obtained using a method 
called Weighted Average. Other ways can be used, but most of the time 
they give pretty much the same results. You see that for the very satisfied 
group 10% of the cases are 27 years of age or younger (the 10th percen- 
tile) and 10% are 57.4 or older (the 90th percenule). The percentiles are 
comparable for the four satisfaction groups. 

The second part of the percentile table shows TukeyJs Hinges, whlch 
are quades (values that divide the sorted cases into four equal groups) 
calculated using a slightly different method than the weighted average 
percentiles. 

~ o b  ~atlsfaotlon 5 1 10 ( 25 1 50 75 80 
Welghled Averags Age of Vey salisflsd 27.00 /33 50 40.00 48 00 57.40 
(DelinlUon 1) Rsepondenl Mad sabsfisd 26.00, 31.00 39.00 4700 ,/ 55.00 

27.0d 3275 38.00 47.0 55.50 

2@0/0 30.00 36.60 47 0 51.60 

Tukay's Hinges Age of Very satisned 34.00 40.00 8.00 

Mod saUsfied / / 31.00 38.00 A7.00 

/How can yoti get different nznnbers for the same percentiles? Per- 
/ cendes don't have a single, unique definition. For example, con- 

s i 4  the eight numbers 25 26 27 27 27.27 30 31. What's the 25th 
Any number between 26 and 27 is a plausible value. One def- 

of percentiles gives the answer 26.5, since that's the average of 26 
and 27, the interval within which the percentile falls. Another definition 
results in the answer 26, since that's the first value for which the cumula- 
tive percentage is equal to or greater than 25%. !at%lB 

95 . 
61.00 

60.00 

60.25 

59.50 

For small data sets, especially when several cases have the same vdues, 
different percentides may have the same value. For the previous exam- 
ple, it's possible for percentiles greater than the 25th and less than the 
75th to have the value 27. For small data sets, ~ercentile values can vary 
a lot for samples from the same population, so YOU shouldn't place too 
much confidence in their exact values. (You also shouldn't worry about 
where the "equal" goes. That is, whether 25% of the cases have values 
less than the 25th percentile, or whether 25% of the cases have values 
less than or equal to the 25th percentile. Statistical software packages 
implement arbitrary rules about where the "equal" goes.) 

Plots 
One of the easiest ways to see the distributions of your variables is liter- 
ally with a picture. The Explore procedure provides severd plots that let 
you evaluate the shape of a distribution. From these ~lots ,  you see how 
often different values of a variable occur in your data. As you will see in 
Part 3, your choice of the statistical analysis for a particular problem de- 
pends on the assumptions you are willing to make about the distributions 
of the variables of interest. That's why it's important to examine them. 

Histograms and Stem-and-Leaf Plots 
The Explore procedure a n  ~roduce separate histograms for groups of 
cases. The histograms are identical to those ~roduced by the Frequencies 
procedure, as described in Chapter 3. Figvre 6.5 shows a histogram of age 
for the people a little dissatisfied with their jobs. 
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Figure 6.5 Age histogram for a little dissatisfied 

TO obtain a 
histooram. select 
;pigin th'e Explore 
'i~ialog box. Then 
<select Histogram, as 
shown in Figure 
5.17. 

10 

P 
$ z 0 

30.0 40.0 50.0 60.0 700 

To obtafn a 
Age of Respondent stem-and-leaf 

plot, select Plots 
m the Explore 
dralog box. Then 
select Stern- Note the main peak, centered at 35 years of age, with a smaller peak at 
~ ~ ~ $ { ~ / , g u r e  45. From the histogram you can only tell the number of cases in each of 
6, i 7. the intervals: you don't know the actual values of the cases. For example, 

for the interval centered around 50, all of the cases could be 50 years old, 
or they could be any combination of 48-, 49-, 50-, 51- and 52-year-olds. 
From the histogram, you see that the distribution of age values in the 
groups is not symmetric. There is a tail toward larger values. You lcnow 
that's because only adults are included in the General Social Survey. 

@@ What kinds of things should I look for in a histogram? You al- 
ready lcnow that you should look for cases wirh values very differ- 

ent from the rest. In fact, if there are such cases, they can cause most oi 
your data values to bunch in one or two bars of the histogram, since the 
horizontal axis of the histogram is selected so that all data values can be 
shown. You should see also whether the distribution is symmetric, since 
many of the statistical procedures described in Part 3 require that the dis- 
tribution be more or less symmetric. 

You should also loolc for separate clumps of data values. For exampll:, 
if young men and mature women made up most of the a little dissatisfied 
group, you would see a bunch of cases with values in the 20's, perhapa, 
and another bunch of cases with values in the 60's. There wouldn't be 
many cases in between. That's an important finding, since then you lcnow 
that a mean age of 40-something for the a little dissatisfied grozlp is 
meaningless. It doesn't represent the data well. In this situation, you'd 
want to analyze the data for men and for women separately. a IM 

A stem-and-leaf plot is a display very much like a histogram. However, 
more information about the actual data values is preserved. Consider 
Figure 6.6, which is a stem-and-leaf plot for age in the group a little dis- 
satisfied with their jobs. It loolcs like a histogram, because the length of 
each line corresponds to the number of cases in the interval. However, 
the cases are represented with different symbols. Each observed value is 
divided into two components-the leading digit or digits, called the 
stem, and a trailing digit, called the leaf. For example, the value 23 has 
a stem of 2 and a leaf of 3. 
In a stem-and-leaf plot, each row corresponds to a stem and each case 

is represented by its leaf. More than one row can have the same stem. For 
example, in Figure 6.6 each stem is subdivided into two rows. 

Figure 6.6 Stem-and-leaf plot of age for a little dissatisfied 
Age o f  Respondent Stem-and-Leaf Plot Eor 
SATJOB- A l i t t l e  d i s s a t i s f i e d  

Frequency 
2.00 

13.00 
7.00 

18.00 
7.00 

13.00 
5.00 
5.00 
3.00 
1.00 EX! 

Stern width: 
Each l e a f :  

Stem r 
a .  
2 .  
3 .  
3 .  
4 .  
4 .  
5 .  
5 .  
6 .  

:rernes 

'+ 
Look at  the row with the stem of 6 in ~ i @ e  6.6. The three leaves are 
0, 1, and 3. What does this mean? In order to translate the stem-and- 
leaf values into actual numbers, you must loolc at the stem width given 
below the plot. In this case it's 10. You multiply each stem value by 10 
and then add it to the leaf to get the actual value. The resulting age val- 
ues are 60, 61, and 63. If the stem width were 100, you would multiply 
each stem by 100 and each leaf by 10 before adding them together. The 
values for the indicated row would be 600, 610, and 630. 

If there are few values of the stem (for example, if most cases are in one 
or two decades of age), each stem can be subdivided into more than two 
rows. Consider, for example, Figure 6.7, which is a stem-and-leaf plot for 
years of education for all very dissatisfied people, regardless of their sta- 
tus in the work force. 
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Why all of a sudden are we looking at all people instead of full- 
time workers? The data values determine the type of stem-and-leaf 

plot that Explore makes. To illusttate this particular version of the plot, 
we had to look for a set of data that would generate it. Including all cases 
in the very dissatisfied group worked. E B B  

Figure 6.7 Stem-and-leaf plot of education for very dissatisfied 

Highest Year of School Completed Scem-and-Leaf Plot  for 
SATJOB= Verv dis sa t i s f i ed  

5 .00  1 . 88889 

Stem wrdth: 10 
Each leaf  1 caseis l  

In Figure 6.7, the stem value 1 is subdivided into five rows-each 
representing two leaf values. The first row is for leaves of 0 and 1, the 
second row is for leaves of 2 and 3, the third for leaves of 4 and 5, the 
fourth for 6 and 7, and the last for 8 and 9. You see that the very 
dissatisfied group is made up of people of various educational levels. 
Having a college degree is no guarantee of job satisfaction. 

bqJ How tuozrld you make n stern-and-leaf plot of n variable like in- 
come? For a variable like income, which has many digits, it's un- 

wieldy and unnecessary to represent each case by the last digit. (Think of 
how many sterns you would have!) Instead, you can look at income to the 
nearest thousand. For example, you can take a number like 25,323 and 
divide it into a stem of 2 and a leaf of 5. In this case, the stem is the ten 
thousands, and the leaf is the thousands. You no longer retain the entire 
value for the case, but that's not of concern, since income differences in 
the hundreds seldom matter very much. The Explore procedure always 
displays the stem width under the plot. B P ~ ~ H  

100 Chapter 6 

To obtain this 
boxplot, select 
Plots in the 
Explore dialog 
box. Thee select 
Factor levels 
together. (See 
Fbure 6.1 1 .I 

Another display that helps you visualize the distribution of a variable is 
the boxplot. It simultaneously displays the median, the i n t e r q u d e  
range, and the smallest and largest values for a group. A boxplot is more 
compact than a histogram but doesn't show as much detail. For example, 
you can't teU if your distribution has a single peak or if there are intervals 
that have no cases. 

You can use the Explore procedure to produce a display that contains 
boxplots for all the groups of interest. Consider Figure 6.8, which is an 
annotated boxplot of the age of the respondent for the four categories of 
job satisfaction. 

Figure 6.8 Boxplot of age by job satisfaction 
I;utl;lng 

Job Satisfaction 

The lower boundary of the box represents the 25th percentile. The upper 
boundary represents the 75th percentile. (The percentile values known 
as Tukey's hinges are used to construct the box.) The vertical length of 
the box represents the interquartile range. Fifty percent of all cases have 
values within the box. The line inside the box represents the median. 
Note that the only meaningful scale in the boxplot is the vertical scale. 
All values are plotted on this scale. The width of a box doesn't represent 
anything. 
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The Ex lore 
.. proce&re also 

. : has more 
specialized 
charts and 
statistics for 
examining 

: groups. These, 
arediscussedin 
Chapter 14 and 
Chapter 27. 

In a boxplot, there are two categories of cases with outlying v,dues. 
Cases with values between 1.5 and 3 box lengths from the upper or lower 
edge of the box are called outliers and are designated with (0). Cases 
with values more than 3 box-lengths from the upper or lower edge of the 
box are called extreme values. There aren't any such cases here, but if 
there were, they would be designated with asterisks ("). Lines are drawn 
&om the edges of the box to the largest and smallest values that are out- 
side the box but within 1.5 box lengths. (These lines are sometimes called 
whiskers, and the plot is sometimes called a box-and-whiskers plot.) 

What can you teU about your data from a boxplot? From the median, 
you can get an idea of the typical value (the central tendency). From the 
length of the box, you can see how much the values vary (the spread or 
variability). I£ the line representing the median is not in the center of the 
box, you can tell that the distribution of your data values is not symmetric. 
If the median is closer to the bottom of the box than to the top, there is a 
tail toward larger values (this is also called positive skewness). If the line 
is closer to the top of the box, there is a tail toward small values (negative 
skewness). The length of the tail is shown by the length of the whiskers 
and the outlying and extreme points. 

In Figure 6.8, you see that the very satisfied group has the highest me- 
dian age, though the differences among the groups are small. (Chapter 13 
tests the hypothesis that the average age of people who are uery satisfied 
is the same as the average age of those who are less than veiy satisfied.) 
The very satisfied and moderately satisfied groups have some large outli- 
ers. They are identified by case number in the plot. These are the satisfied 
old-timers who continue to work. I£ you specify a case label, the extreme 
and outlying points will be identified with this label. 

Whnt should I do if I find outliers and extremes orr m y  boxpiots? m u  
se the case numbers to track down the data points and malce sure 

the values are correct. If these points are the results of data entry or cod- 
ing errors, correct them. BIB El 
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Chapter 4 - Data Enhy and Descriptives 
Chapter 4 - Data Entry and Descriptives 

Descriptive Statistics /--- Interpretation Questions 

father's education 

Examine the printouts for the descriptive statistics. 

I. Using Output 4.1, look for any obvious errors or problems in the data. What will you look 
for? 

2. Name the nominal variables in Output 4.2. Can you interpret the mean and standard 
deviation? Explain. I gender 

geometry in h.s. 

identification 
mother's education 
math achievement 

3. Using Output 4.2: a) How many participants are there all together? b) How many h a v ~  
complete data (nothing missing)? c)What percentage took algebra 1 in high school? d) What 
is the range of father's education scores7 Does this agree with the codeboo~c? 

Outputs and Interpretations 

GET 
FILE='A:\hsbdata.savV. 

EXECUTE . 

Output 4.1: Descriptives With Errors 

I 
syntax f o r  the  mean, standard deviation, minimum, and maximum f o r  a l l  variables 

DESCRIPTIVES 
VARIABLES-algl a192 ca lC  ethnic faed gend geo grades i d  maed mathach mathgr 
mosaic qOl q02 q03 q04 q05 q06 q07 q08 q09 qlO q l l  q12 q13 t r i g  visual 
/STATISTICS+lEAN STDDEV M I N  MRX . 

algebra I in h.s. 

Valid not taken 

taken 

Total 

Total 

Frequency I Percent I Valid Percent I Cumulative Percent 
16 ( 21.3 1 21.3 1 21.3 

algebra 2 in h.s. 

Frequency I Percent I Valid Percent I Cumulative Percent 
40 ( 53.3 1 53.3 ( 53.3 Valid not taken 

taken 

Total 

Total 

geometry in h.s. 

taken 

Total 

Total 

Cumulative Percent 

48.0 48.0 100.0 

100.0 100.0 

100.0 

trigonometry in h.s. 

calculus in h.s. 

Valid not taken 

taken 

Total 

Total 

Output 5.3: Frequencies, Statistics, and Histograms 

Valid Percent 
73.3 

26.7 

100.0 

Syntax f o r  the  frequency distribution, descriptive statistics, and h i s toqrama  

Cumulative Percent 
73.3 

100.0 

Frequency 
55 

20 

75 

75 

Valld not taken 

taken 

Total 

Total 

FREQUENCIES 
VARIABLESqosaic v i sua l  grades mathach 
/PERCENTILES= 33 67 
/STATISTICS=STDDEV VARIANCE RANGE MEAN MEDIAN MODE SKEWNESS SESKW KURTOSIS 
SEKURT 
/HISTOGRAM NORMAL. 

Percent 
73.3 

26.7 

100.0 

100.0 

Valid Percent 
89.3 

10.7 

100.0 

Cumulative Percent 
89.3 

100.0 

Frequency 
67 

8 

75 

75 

Percent 
89.3 

10.7 

100.0 

100.0 
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ki 
8 a 
I 
k 
2 
cn 
2 5 
~5 
'8 8 
S m g 3 

E e J 
&: 
d t  
S W  
3 8 
5 
3 1 
A a .  $ 5  
fg% 
z z  
6 gg 

23 
$ 8  0s 
5k 
82 
.L .Q 
6 %  

a 
6 0  
4 2  
a r m  cnal 
B I 
8 %  
2 -E 
8 "  
g; 
Z T  

vlavsUraUon amm 

Valld -4.0 

4.0 
11.0 
13.0 

13.5 
18.0 

17.5 
18.0 
20.0 
20.5 
22.0 
22.5 

23.0 
23.5 
24.0 
24.5 
25.0 

28.0 
28.5 
27.0 
27.5 
28.0 
28.5 
28.0 

28.5 
30.0 
30.5 
31.0 
32.0 
32.5 
33.0 
34.0 

35.0 
36.5 
35.0 

37.0 
41.0 
44.0 
51.5 
53.0 
580 

Total 
Total 

Histogram 

I Frequwncy 1 Percent 
Valid -25 1 7 1 0.3 

11.00 
13.50 
14.75 2.7 
Total 

Total 

PO, I 

Fraquancy 
1 
1 

1 

1 
1 
1 

1 
1 
1 
2 
4 
2 
4 
2 

2 
3 

5 

3 
1 
5 
I 

3 

1 
2 
2 

2 
2 
4 

1 
1 
3 
1 
1 

1 
1 

1 
I 
1 
1 
1 
2 

75 
75 

Valld Pemnt Curnulativa Percent 
9.3 9.3 

13.3 22.7 
8.7 29.3 

1.3 30.7 
9.3 40.0 
2.7 42.7 

13.3 58.0 

2.7 58.7 
8.0 86.7 
1.3 88.0 
8.7 74.7 
2.7 77.3 
2 7  80.0 
1.3 81.3 
8.0 88.3 
5.3 94.7 
2.7 87.3 
2.7 100.0 

100.0 

I Frequency Percent I Valld Percent CumulaUvw Percent 
Valld mosuy 0 1 1.3 1.3 1.3 

half CD 8 10.7 103 12.0 

masalc, 

Percenl 
1.3 
1.3 

1.3 
1 3  

1.3 
1.3 

1.3 
1.3 
1.3 
2.7 
5.3 

, 27 
5.3 
2.7 

2.7 
4.0 
8.7 

4.0 
1.3 

8.7 
13  
4.0 
1.3 
2.7 

2.7 
27  
2.7 
5.3 

1.3 
1.3 

4.0 
1.3 

1.3 
1.3 

1.3 
1.3 
1.3 
1.3 
1.3 
1.3 
27  

1w.o 
100.0 

mosUy C 
hell BC 44.0 
mostly B 20.0 20.0 84.0 
hall AB 24.0 24.0 88.0 
mostly A 12.0 12.0 100.0 

Total 100.0 

CHAPIER 12 DESaUPTIVE STATlSllCS USING A SPREADSHEET 

Positively 
Skewed 

, 

pattern Lest 

Valld Penanl 
1.3 

. 1.3 
1.3 

1.3 

1.3 
1.3 

1.3 
Id 
1.3 

2.7 
5.3 
2.7 
5.3 
27 
27 

4.0 
8 J  
4.0 
1.3 
8.7 
1.3 
4.0 

1.3 
2.7 
2.7 

2.7 
2.7 

5.3 
1.3 
13  
4.0 

1.3 
1.3 

1.3 
1.3 

1.3 
1.3 
1.3 
1.3 
1.3 
2 7  

100.0 

mode for a variety of 
distributions 

CumuleUvs Penanl 
1.3 
2.7 

4.0 
5.3 

5.7 
8.0 

8.3 
10.7 
12.0 
14.7 
20.0 
22.7 
28.0 

30.7 
33.3 

37.3 
44.0 

48.0 

+,r ,n.3 
81.3 
82.7 

85.3 

88.0 

70.7 
73.3 
78.7 
80.0 
81.3 
85.3 
86.7 
80.0 

88.3 

80.7 
920 
93.3 

84.7 
88.0 
97.3 

100.0 

Mcdian 
Mode 

Mean 
Mcdian 
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KAP. 2 POPISNA STATlSTlKA 
2-2 POLOHA ROZDELEN~ 37 

Co kdyi je ale rozdgleni nesymetrickk? Na obr. 2-4 a) vidime, i e  rozdgle- 
ni dlouze Mesi vpravo. Bude v tomto piipadg nap?. mediin totoin9 
s modem? Vzhledem lc velk6mu mnoistvi pozorovini v pravi Eisti je 
ziejmk, ie  pro rozdgleni jrbgru na dvi: poloviny je tfeba, aby mediin leiel 
vice vpravo od vrcholu rozdgleni, tedy i vpravo od modu. 

A kde se bude nachket prhBr?  NBkde blizko mediinu? V obr. 2-2 a) 
vidiie, co se stane, kdyi se pokusime vyviiit rozdBleni v mediku. Na 
h i d 6  strang je stejn9 poEet pozorovi~., ale pozorovini napravo dosahuji 
dile, a cel6 rozdBleni se tedy n a k l a  doprava. K nalezeni slcuteEn6ho 
t8iigti: je t?eba jit dge doprava, jak vidime na obr. 2-4 b). PnkBr se tedy 
nachiui napravo od mediinu. 

Jak6 jsou tedy zivi:ry z. nesymetrickiho rozdgleni funkcc? Vzhledem 
k rnodu leii mediin ve srn2ru delSL ELti rozdgleni a p r h g r  jeit2 dhle v tamto 
srncru. 

OBRAZEK 2-4 
Modus, median a prClrn6r v rozd6leni kiesajiclm vpra- 
VO. 

a) Median je vpravo od modu. 
b) TBilHt6 (pram&) je vpravo od medianu. (Rozdkleni 
nebude v rovnovaze, urnistime-li tgiiSt6 do medianu, 
nebof pozorovani vpravo rozdBienl previil. 

F-KYEWA CHARAKTERlSTlKA BOLOHY JE 
NEJVHQDN~?JS~ - MODUS, MEDIAN NEB0  PROMER? 

Pro nEkter6 6Eely je vhodnB jedna charakteristilca, pro jin6 jini. Pro 
ilustraci se podivejme na rozdgleni piijmb 78 mili6nb ArneriEanb v roce 
1975 znizorngn6 na obr. 2-5. 

Modus se nachizi v blizkosti 0, a ukazuje nfim pouze, l e  nejvice lidi je 
prakticky bez pfijmb - nezamBstnani a dbchodci. NejvgtSi pfijmy jsou 
zastoupeny v mnohem m e n h  poEtu v rozmezi 2 a i  40 tisic - tento jev 
viak neni modem wlbec postiien. Budeme-li pouiivat modus, nebudeme 
moci srovnat p?ijmy v roce 1975 s mnohem niiTimi pgjmy v roce 1875! 
V tomto pEpadB nim je modus k nibemu. 

Mediin se nachazi v asi 8 tisicich dolarech a tato hodnota je mnohem 
reprezentativngjl - 50 % nad a 50 % pod. MohL je to nejlepii hodnota 
,,typick6hog' americkbho pfijmu. Navic je resistentni, tj. nereaguje na 
extrkmni hodnoty jedin6ho pozorovini. Nap3klad, zjr8ime-li nejvyigi 
pzjem desetkrit, median se nezmBni. 

KoneEnB pfimBr je okolo 10 tisic dolarii. Tato hodnota byla ziskiina 
rovnocennjm zahrnutim vSech dolad - dolani iebriika i milion&?e..To 
m i  sv6 vjrhody i nejrhody - je to nejuiiteEngj8i mB?itko pro berni uiad, 
nebof vyjadhje celkojr piijem (78 mili6nb lidi x 10 tisic do la^% = 780. 
miliard dolarb); piesto neni tak dob jm mgfitkem pro typickjr pgjem j a b  
mediin, nebol se m%e znacng zmgnit vychjrlenim jen jedin6ho pozorovhni 
(jedinjm velmi vysokjrln neb0 velmi nizkjrm pEjmem), tj. neni rezistentni 
jako medikn. 

roEni prbmer (v tis. $) 
OEIRAZEK 2-5 

Piljmy amerlckych muih, 1975. (Stat. AbsL of U.S., 1980, slr. 462) 

Compute, Count, Rank Cases 
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Transforming and 
Selecting Data 

SPSS includes a powerful set of facilities f 
selecting which cases should be analyzed. 
eral types of data manipulation: data transforma~on and case seleaion. 

Data transformation procedures change the actual values of your 
variables or create new variables. For example, you can create a new 
variable that contains the natural log of an existing variable. Case selec- 
tion procedures do not change data values but restrict the number of cas- 
es used in the analysis. For example, you can restrict your analysis to 
people who are married or who are holding full-time jobs. 

SPSS also provides a number of advanced data manipulation utilities 
that are not used in this book and are not discussed here. These utilities 
are described, however, in the online Help system. 

Data Transformations 
Often you need to make modifications to your data before you can per- 
form your analysis. For s m d  changes, such as the urbanization of Bhu- 
tan in Chapter 8, it is easy to enter the corrected value into the Data 
Editor. But suppose you want to take the natural log of several variables, 
each with 1500 cases, as you do for the analysis in Chapter 22? SPSS 
provides data transformation facilities to handle such tasks easily and 
accuratelv. 

Data transformations affect the values of existing variables or create 
new variables. Transformations affect only the w o r i i g  data fie; the 
changes do not become permanent unless you save the working data file 
to your disk. 

526 Appendix B 

This appendix describes the following transformations, available using 
the SPSS Data Editor's Transform menu: 

Compute. Compure calculates data values according to a precise expres- 
sion. With this option, you can do an+g from set a variable to 0 for 
all cases to calculate an elaborate expression involving the values of other 
variables. You can assign the computed values to a new variable, or you 
can assign them to an existing variable (replacing the current values). YOU 
can also request that the computation be carried out selectively based on 
a conditional expression. 

Recode. Recode assigns discrete values to a variable, based solely on the 
present values of the variable being recoded. You can assign the recoded 
values to the variable being recoded, or you can assign them to a new 
variable. You can also request that the computation be carried out selec- 
tively based on a conditional expression. 

Automatic Recode. Automatic recode assigns successive integer 
codes-1,2,3, and so on-to a new variable, based on the existing codes 
of another variable. This saves you the effort of specifying how the recod- 
ing should be carried out. 

'The following options are also available on the Transform menu but are 
not discussed in this book. These transformations are described in the on- 
line Help system. 

Random Number Seed. Lets you reproduce the pseudo-random num- 
bers generated by SPSS for sampling and certain functions in the transfor- 
mation language. 

Count. Creates a new variable that counts for each case the number of 
times certain specified values occur in other variables. You can count, for 
example, the number of times that values of 1 or 2 occur in a group of 
existing variables. 

Ranlc Cases. Creates rank scores, which show each case's rank among all 
the cases in the fie according to the values of a particular variable. 

Create Time Series. Creates new time series, containing functions such 
as the differences between successive cases, in a time series data file. 
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Replace Missing Values. Supplies nonmissing values to replace missing 
values, according to any of several functions that might provide plausible 
values. 

Run Pending Transformations. Forces SPSS to execute transformations 
that are pending as a result of the Transform & Merge Options setting. 
(See "Delaying Processing of Transformations" below.) 

Saving Changes 

Bear in mind when transforming your data that you are only changing the 
working data file. 

b To make the changes permanent, save the working data file to your 
hard disk. 

b To discard the changes, exit SPSS (or open a new data file) without 
saving the working data file. 

Delaying Processing of Transformations 

SPSS normally executes transformation commands as soon as you request 
them. However, since transformations can take several minutes to exe- 
cute for a very large data file, there are .times when you want to enter a 
dozen or more transformation commands one after another and then let 
the computer process them all at once. 

b To prevent SPSS from processing transformations immediately, from 
the menus choose: 
Edit 
Options ... 

b In the tabbed SPSS Options dialog box, click the Data tab. This dis- 
plays the SPSS Options Data tab, as shown in Figure B.l  

528 Appendix B 

Figure B. I SPSS Options dialog box 

Select 
values 

Calculate 
before used 

b Set Transformation & Merge Options to Calculate values before 
used and click OK. 

With this setting, SPSS does not execute Compute and Recode transfor- 
mations until it needs the data. In the meantime, the status bar displays 

* the message Transformations pending and the results of transformations 
are not yet visible. 

b To execute pending transformations, run a procedure that requires 
SPSS to use the data or choose Run Pending Transformations from the 
Transform menu. 

When transformations are pending, the Data Editor will not allow you to 
make certain changes to your working data file. 

Recoding Values 

Recoding is done with a series of specifications, of the form, "If the old 
value is this, assign a new value of that." A case's existing value is checked 
against each of these specifications until one of them matches. Then the 
new value is assigned, and SPSS moves on to process the next case. 
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There are two Recode commands: Recode into Same Variables and 
Recode into Different Variables. The former changes the values of vari- 
ables based solely on their existing values, while the latter creates new 
variables with values that depend only on the existing values of single 
variables. 
8 A case is never changed by more than one of a group of recode specifi- 

cations. 
* If a case doesn't match any of the recode specifications, its value remains 

unchanged (if recoding into same variable) or becomes system-missing 
(if recoding into a new variable). 

Example: Recoding Age into Age Categories 

This example recodes the variable age (age in integer years) into a new 
variable that contains age in one of three categories: 14 through 29, 30 
through 49, and 50 or older. (If age is not an integer you must modify 
the recode statement so that ages between 29 and 30, and between 49 and 
50, are assigned to the proper groups.) 

b Open the salary.sav data file. 

b From the menus choose: 
Transform 

Recode b 
Into Different Variables ... 

This opens the Recode into Different Variables dialog box, as shown in 
Figure B.2. 

Figure B.2 Recode into Different Variables dialon box 

b Move age into the Input Variable -> Output Variable list. The name 
of the list changes to reflect: that a numeric variable has been selected, 
as shown in Figure B.2. 

b In the Output Variable box, type agecat for the output variable and 
click Change. 

This adds agecat to the Numeric Variable -> Output list. A new variable 
agecat will be created, which conrains the recoded values of age. 

+ Click Old and New Values. 

This opens the Old and New Values dialog box, as shown 

Figure 8.3 Old and New Values dialog box 

in Figure B.3. 

- Enter 
new 
v a l u ~  

b In the Old Value group, select the first Range alternative. 

B Type 14 in the first range box and 29 in the second range box. 

8, Type 1 in the New Value box. 

b Click Add. 

The specification 14 thru 29 -> 1 is added to the Old -> New list. All ages 
between 14 and 29 will be coded 1 in the new agecat variable. 

B Click again on Range. Type 30 in the &st range box and 49 in the sec- 
ond range box. 

B Type 2 in the New Value box and click Add. 

B Click Range: through highest and type 50 in the box. 
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b Type 3 in the New Value box and click Add. 

That should take care of all age groups in this file. But what if someone 
is coded with an age less' than 14? Since the file contains data about adults 
who work for a bank, that would surely be a coding mistake, but it could 
happen. It's best to be safe. 

b In the Old Values box, click All other values. 

b In the New Value box, click System-missing and click Add one more 
time. 

Figure B.4 Completed Old and New Values dialog box 

The Old and New Values dialog box should now look like Figure B.4. If 
it doesn't-if one of your specifications is incorrect--click the incorrect 
specification in the Old ->New list, make the needed correction, and click 
Change. 

b Click Continue to return to the Recode into Different Variables dialog 
box. Then click OK to execute the transformation. 

You have now changed the working data file; however, you don't want 
to make these changes a permanent part of the salary.sav data file. 

b To avoid saving changes to the salary.sav data file, exit SPSS tuitl~ozit 
saving changes or clear the Data Editor by selecting New from its File 
menu. 
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Computing Variables 
The Compute Variable dialog box assigns the result of a single expression 
to a "target variable" for each case. The target variable can be a new vari- 
able or an existing variable (in which case the existing values will be over- 
written). For example, you can compute standard scores for a variable, 
as described in the first example below. A great number of functions are 
available, so expressions can be quite complex. 

b To open the Compute Variable dialog box, as shown in Figure B.5, 
from the Data Editor menus choose: 
Transform 

Compute ... 

Figure 6.5 Compute Variable dialog box 

nurnerlc Function 
list 

Unlike a spreadsheet, SPSS does not remember the formula used to com- 
pute data values or automatically update them. (In the example men- 
tioned above, if you go back and change the values for the variable score, 
the zscore values will not be automatically recalculated to reflect the 
change.) 

The Calculator Pad 
The calculator pad allows you to  paste operators and functions into your 
formula. You don't have to use the calculator pad: you can click any- 
where in the Numeric Expression box and start typing. OFten that's the 
simplest and quickest way to build an expression. The visual controls in 
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the calculator pad are there to remind you of the possibilities and to re- 
duce the likelihood that you won't remember how to spell one of the 
many functions available in SPSS. 

To use the calculator pad, just click on buttons to paste symbols and 
operators at the insertion point. Use the mouse to move the insertion 
*point. 

To paste a function, select it in the scrolling list and click the but- 
See "Exampls: 
Cumulative ton. You must then fill in the arguments, which are the values that the 
Distribution function operates on. 
Function " on p. 
535 for an A few basic calculator pad operators are described in Table B.1. The 
example of Help system contains a more detailed description of the calculator pad, 
using functions 
in an with definitions of all the functions. 
expression. 

Table B. I Calculator pad operators 

" Multiply 
I Divide 
* *  Raise to power 
+ Add 
- Subtract 

Example: Computing Z Scores 

Suppose you have a sample of IQ scores, and you wish to calculate stan- 
dard scores (z scores) for the sample. Assuming that in the population IQ 
scores have a mean of 100 and a standard deviation of 15 (as was long 
assumed to be true), the formula is 

zscore = (score - 100)/15 

To compute standard scores for a variable according to this formula: 

b Open the iq.sav data file. 

This file contains IQ scores for a hypothetical group of students. 

b Activate the Data Editor window. 

b From the menus choose: 

Transform 
Compute ... 

1 This opens the Compute Variable dialog box, as shown in Figure B.6. 

534 Appendix B 

Figure B.6 Compute Variable dialog box 

Tvpe 
zscore ' 
Type or build 
BXDreSSIOfl 

Since zscore is 
a numerrc 
variable, you 
don't have to . 
click rhe Type & 
Label button. 

B Click in the Target Variable box and type zscore. 

b Click in the Numeric Expression box. 

You can simply type the expression (score-1 00)/15 directly. in the NU- 
meric Expression box or build it using the calculator pad, as follows: 

b Select score in the variable list and click a. 
The variable name score is pasted into the expression at the insertion 
point. 

b Enter -100. 

b Select the entire expression score -100 and click the ( ) button. 

The expression now reads (score -100). 

B- Enter 115. 

The expression now reads (score -100)115. 

b Click OK. 

SPSS computes z scores for all cases in the working data file. 
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Example: Cumulative Distribution Function 

You can calculate the proportion of the population with z scores greater 
in absolute value than each of the z scores in your sample, as discussed in 
question 10 in the exercises for Chapter 10. Assurningthe variable zscore 
contains the z scores for your sample, the formula is 

twotailp = 2 *(I- cdfnorrn(abs(zscore))) 

B If you want to attempt this example, you can substitute any variable 
that contains z scores for the zscore variable named in the formula 
above. (You can use the Descriptives procedure to save z scores for any 
variable, as described in Chapter 4.) 

b From the menus choose: 
Transform 
Compute ... 

This opens the Compute Variable dialog box. 

b Type twotailp in the Target'Variable box. 

Figure 8.7 Compute Variable dialog box 

You can simply type the expression 2"(1-CDFNORM(ABS(zscore))), as 
shown in Figure B.7, or build the expression as follows: 

b Enter 2'(1-). 

b With the cursor inside the right parenthesis, select CDFNORM(zvalue) 
in the Functions list and click m. 

The CDFNORM function is pasted into the formula at the insertion point. 
The expression now reads 2 * ( 1- CDFNORM( 7 ) ), with the question 
mark selected. You must replace the question mark with an argument for 
the CDFNORM function. 

b Select ABS(numexpr) in the Functions list and click a. 
The expression now reads 2 * ( 1- CDFNORM ( ABS( ? ) ) 1. Once again, 
the question mark is selected; you must now supply an argument for the- 
ABS function. 

b Select zscore in the variable list and click m. 
The variable zscore is now pasted in as the argument for the ABS func- 
tion. The expression is now complete. 

b Click OK. 

SPSS computes the proportions for all cases in the working data file. 

Automatic Reeoding 
Automatrc SPSS's Recode facility is quite useful but requires you to enter detailed 
Recode rs 
par-t~cularly specifications. The Automatic Recode facility needs no specifications. It 
useful as a way simply converts all the codes of a current variable into new codes-l,2, 
of convartrng a -' - 
strrng varrable 3, and so on-for a new variable. 
Into a numeric 
vanable 

Example: Creating Numeric Country Codes 

In the country.savdata file, the string variable country contains the name 
of each country. Suppose you want to create numeric country codes. YOU 
can do this as follows: 

b From the Data Editor menus choose: 
Transform 
Automatic Recode ... 

This opens the Automatic ~ e c o d e  dialog box, as shown in Figure B.8. 
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Figure B.8 Automatic Recode dialog box This opens a dialog box where you can specify a logical condition. For ex- 
ample, the Compute Variable If Cases dialog box is shown in Figure B.9. 

F i~ure  B.9 Compute Variable If Cases dialog box 

Select to 
specify a logical 
condit~on 

. . -,.; 
. / I  

b Select country in the variable list and move it into the Variable -> New 
Name list. 

b Type ctrycode in the New Name box and click New Name. 

b ClicG OK. This dialog box contains the familiar Calculator Pad. Here you use it to 
build a logical condition, one that is either true or false for a case, depend- 
ing on the case's data values. Table B.2 describes some operators that are 
particularly useful in building logical conditions. 

See "The , 
Calculator Pad" 
on p. 532. SPSS creates the new variable ctrycode, which contains a unique numeric 

code for each country. The codes are assigned in sequence; the fist  coun- 
try will have a code of 1, the second 2, and so on. If there were several 
cases for the same country, they would all be assigned the same code 
value. 

Since the original variable country does not have value labels, the ac- 
tual values of country (Afghanistan, Albania, Algeria, and so on) are used 
as value labels for the new variable ctrycode. 

Table 6.2 Operators useful in logical expressions 

c Less than 
> Greater than 
c= Less than or equal to 

>= Greater than or equal t o  
- - Equal to 
-= N o t  equal to 
& And 
I Or 
- N o t  

Conditional Transformations 

If you want to transform the values of only some cases, depending on 
their data values, you need a conditional transformation, one that is car- 
ried out only if a logical condition is true. For example, you might want 
to transform olzly cases for people who are full-time workers. 

The Compute Variable dialog box, both Recode dialog boxes, and 
the Count dialog box (not shown) allow you to specify such a logical 
condition. 

The logical expression sex = 2 & marital = 1, for example, is true only for 
those cases in which both conditions are met: the variable sexmust equal 
2 and the variable marital must equal 1. The logical expression sex = 2 ] 
marital = 1, by contrast, is true if either of the conditions is met. 

b To specify a logical condition for a transformation, cliclc If in the Com- 
pute Variable, Recode, or Count dialog box. 
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Example: Wife's Employment Status This opens the Compute Variable If Cases dialog box, as shown in Figure B.11. 
The General Social Survey contains employment status questions for the 
respondent and for the respondent's spouse. The respondent could be ei- 
ther husband or wife, depending on who was interviewed. This means 
that for each household, the wife's work status could be coded in either 
the variable wrkstat (if the wife was interviewed) or in the spouse's work 
status variable spwrksta (if the husband was interviewed). To create a 
variable containing, for all married couples, the wife's employment sta- 
tus, you might proceed as follows: 

Figure 5. l I Compute Variable I f  Cases dialog box 

Select Include if 
case satisfies 
condition 

Enter expression 
b To open the Compute Variable dialog box (see Figure B.10), from the 

menus choose: 
Transform 
Compute ... 

Figure B. I0  Compute Variable dialog box 

b Select Include if case satisfies condition. 

b Using either the calculator pad or the keyboard, enter the condition 
sex = 2 & marital = 1. 

This condition specifies that the new value should be computed only for 
cases for whom the value of the variable sex equals 2 (the code for fe- 
male) and for whom the value of marital equals 1 (married). For cases 
that do not meet this condition, the new variable wifeempl will be equal - to the system-missing value. 

k== Click Continue to return tb the Compute Variables dialog box. Then 
dick OIC. 

This creates a r?ew variable wifeempl, which is equal to wrkstat for mar- 
ried women. For cases where the respondent is not married, or is a man, 
the value of wifeempl is not defined (system-missing). 

At this point, you're halfway there. But what about respondents who 
are married men? In that case the wife's employment status would be cod- 
ed in the variable spwrksta, which contains the work status of the re- 
spondent's spouse. 

b In the Compute Variable dialog box, type wifeempl into the Target 
Variable box. 

S e l e c t  wrkstatin the variable list and press to move it into the Nu- 
meric Expression box. 

The new variable wifeempl will have the same value as the variable 
wrkstat. However, you must specify that this expression will only be eval- 
uated for cases where the respondent is a married woman. 

b Click If. 

b Open the Compute Variable dialog box again. 

!+ Delete wrkstat from the Numeric Expression box. 
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b Select the variable spwrksta and paste it into the Numeric Expression 
box. 

b Click If. 

1 2  I Clidc Continue and then click OK. 

- - 
m 
a 
0 
0 
; i  
C m 

This sets wifeempl equal to spwrksta for married men. To summarize, 
rhe first transformation creates a new variable wifeernpl, which is equal 
to wrkstat for married women and not defined for others. The second 
conditional transformation sets wifeempl equal to spwrksta for married 
men. The end result is a variable equal to wife's employment status for all 
married couples. For unmarried respondents, neither transformation is 
executed and wifeernpl is never changed. Since it's a new variable, it is 
assigned the system-missing value for the unmarried respondents. 

The logical expression still reads sex = 2 & marital = 1. 

Delete the 2 and type 1 in its place. , 

The expression now reads sex = 1 & marital = 1. 

1-1 RELATIONAL OPERATORS 
E a 
m 
c 
01 
J 

A relational operator like = compares the value on its left (for example, gender) 
with that on its right (for example, 1). There are six such operators, which are 
represented by the following symbols: 

'D 

I 
= equal to 
-= not equal to 
< less than 

L 
tE 

E 
(0 

It would also, of course, have been possible to use less than or equal to 
(<=) 39 in this instance since we are dealing with whole numbers: 

age <= 39 

<= less than or equal to - 
> greater than 
>= greater than or equal to 

S 
'P 
3 
u) r 
q 

To select non-whites, we could use not equal to (-=) 1 since whites are 
coded 1: 

ethnicgp - = 1 

The question of which is the most appropriate operator to use in selecting 
cases will depend on the selection criteria. To select cases under 40 years of 
age, we could use less than (<): 

age < 40 

COMBINING LOGICAL RELATIONS 

We can combine logical expressions with the logical operators & (and) and 
I (or). For example, we can select white men under 40 with the following 
conditional expression: 

ethnicgp = 1 & gender = 1 & age < 40 

Further steps with SPSS 8 for Windows 45 

To select people of only West Indian and African origin, we would have to 
use the I (or) logical operator: 

Note that it is necessary to repeat the full logical relation. It is not permissible 
to abbreviate this command as: 

An alternative way of doing the same thing is to use the any logical func- 
tion where any case with a value of either 3 or 4 for the variable ethnicgp is 
selected: 

The variable and the values to be selected are placed in parentheses. 
To select people between the ages of 30 and 40 inclusively, we can use the 

expression: 

age >= 30 & age < = 40 

Here, we have to use the & (and) logical operator. If we used I (or), we would 
in effect be selecting the whole sample since everybody is either above 30 or 
below 40 years of age. 

Another way of selecting people aged 30 to 40 inclusively is to use the range 
logical function where any case with a value in the range of 30 to 40 for the 
variable age is selected: 

range.(age,30,40) +. 
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Frequencies dialog box. 
Worlking with SPSS Syntax (Log) Piles 

Mei-Huei Tsay 

It is possible to modify syntax files to run slightly different statistics andlor complex, custo~nized 
statistics. Sometimes output files are too large to save on a disk or take up too much space on 
your hard drive. Therefore, it is a good idea to understand how to use the syntax or log files that 
contain SPSS commands. You can use the SPSS logs from your output file to run these 
commands. 

It is possible to open a syntax window and type in commands, but sometimes it is easier to build 
your syntax file by using one of the following methods: 

a Paste syntax commands from dialog boxes. 
o Copy syntax from the output log. 
e Copy syntax from the journal file. Fig. C.Z. 

' The syntax window. 

Creating Syntax Comlnar~ds Fronr Dialog Boxes: Using Pasfe Instead of OK 

The easiest way to generate a syntax command file is to make selections in dialogue boxes md 
paste the syntax of the selections into a syntax window. By pasting the syntax in the syntax 
window, you can generate a job file which allows you to repeat the analysis, edit it, save the 
syntax in a syntax file, and copylcut it into an output log. 

To paste syntax commands l?om a dialog box: 

o To d u s e  a syntax file, when there is only one syntax file in the window, just simply click 
on Run in the menu bar. 

0 If there are many syntax files in the window, highlight the desired syntax first, then click 
Run then Selection. The output will show on the output window. 

Q If you need to repeat a l l  the analyses in the syntax window, you can click on Run and then 
All. 

e Retrieve the data file. 
a Open the dialog box and make desired selections. For example: Statistics => Summarize => 

Frequencies. 
After making all the desired selections, click Paste instead of OK (see Fig. C.l). The syntax 
command is pasted to the syntax window. If you don't have an open syntax window, SPSS 
will open a new syntax window and paste the syntax there (see Fig. C.2). 

To do this, from the menus click on Edit => Options => Navigator => Display conmanids 
in the log. Each command you did will then be recorded in the SPSS log as in Fig. C.3. 

Fig. C.4. Open 
spss.jnl 

(4 Fig. C.3. Syntax 
2 $ commancls in th le  
0-4 3 SPSS log. s :: 
s E 

The journal file is a text file that can be edited like any other text file. But notice, because error 
and .warning messages are also recorded in the journal B e  along with your commands, you must 
delete any of these messages that appear before saving or running the syntax file (see Fig. C.5). 

e To copy the syntax %om the Output Navigator, first double click on the syntax file table to 
activate it (which allows you to edit the table), then highlight the desired syntax file (see Fig. 
C.3); from Edit, click on Copy. 

e Second, open apreviously saved syntax file or create a new one. 
e To create a new syntax file, eom the menus choose File => New => Syntax; then in the 

syntax window, choose E a t  then Paste. You can run or change the pasted syntax as we did 

Fig. C.5. Editing the 

. above. 

Usilzg Syr~tax From tile Journal File 

This is a more complicated way of doing things, but it is worth mentioning here. 

To run or edit the journal file, see above. 

5 s  
8,; 
.I g 
0 9 

To openthe journal file, 
&om the menus choose File => Open; under the Files of Type, 
choose All fles (*.*); 
then choose spss.jnl from the file name box or enter "$11 in the Fie  Name box, 
then click Open (see Fig. C.4). 

By default, SPSS records all commands executed during a session in a journal file named spss,jill 
(set with Options on the Edit menu). You can edit the journal file and save it as a syntax file that 
you can use to repeat the previous analysis. 

Ru~ziring Syntux Commands 

You can run single commands, selected groups of commands, or all commands in a syntax 
window. The following options are available on the Run menu (see Fig. C.6): 

D AU. Runs all commands in the syntax window. 
o Selection. Runs the currently selected commands. This includes any commands partially 

highhghted. 
s Cslrrent Runs the command where the cursor is currently located. 
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3. N o r m d l n l  r o z d i l e n i  

Itnihy, piesn6 dellca seriovg vyrdbgnfch 
vG36kil na zed', fivotnost elektrickfch 
%roveIt, ba  dokonce navz6jern nez6- 
visld rngieni jedne a td ie vzd6lenosti. 
Jistg jste si vzpornngli i na rozdeleni 
pi i jrnd naiich 25 abiturientd a obyvatel 
Zbohatlikova, avs'ak p r6v i  t a t0  roz- 
dgleni rnusirne z naieho pojedndni pro- 
zatirn vylouEit. Naproti tomu se sern 
velrni dobie hodi  livahy, kter6 jsrne 
rozvfjeli v souvislosti s binornickfrn roz- 
dilenirn a zbkonern velkfch Zisel. Vf- 
sledicy dvaceti hodrS rninci stejng jako 
t6rn6i kaZd6ho druhu v,Gbgrov);ch re- 
t i e n i  vykazuji t o t i i  tak6 charalteris- 
t ick6 znalcy tzv. norrn6lniho rozdgleni, 
jirnf se nyni buderne zabfvat. 
MdZe b f t  sporne', zda oznateni ,,nor- 
m d l ~ l e n i ~ m l ~ " . t : a s t n E  

r~ ~ ~ h ~ t g - ~ r -  
rn61ni" naznazuje jakesi souhlasn6 
hodnoceni), nicrn6ng ve vs'ech svgtovfch 
jazycich se piesto rnluvl o ,,norrndlnirn 
rozde"leni", ,,Normalverteilung", ,,normal 
distribution", ,,distribution norrnale" - 
tzn, I e  statistickd terrninologie je bez 

-.- .-...- i - . . rh , , i~~51"151"1: imm"~m"+ a_"&. 

tohoto slova nemysiitelnd -, ani:! by 
stat~stllca proto napadlo, i e  j inh i tu t -  
- ~ f ~ r J Y 6 ~ a " f i n T G ~ ' .  
k b ~ d r r h m W = i ; " & h 2 Z ~ ~ ~  se 
dank ?isla a rnCien8 hodnoty duly ve 
vSech pripadech lizltostlivg uvest do 
souladu s idedlnim obrazern norrn61- 
nich rozdgleni. Normdlni rozd8eni je 
jalco kaZd6 j i n e T Q 3 Z W z Z W  
p ? & E s ~ ~ ~ j ~ a m ~ -  
E e ~ ~ k a ' ~ d ~ m W 6 ~ v ~ d e e ~ i m  
. F 3 ~ ~ ~ i ; ~ ~ ~ ~ 1 ~ ~ ~ f i ~ ~ Y ~ - ~ 3 3 3 3 ~ ~ , .  bft 
&(,.$& ,.,%,pma ~ i t~g r -ax$~p .ggg~~~- '  
~,e'sfI.if ~ ~ g . t ' g y ~ ~ i a ~ ~ - ~ ~ O  i vy - 
stupuje jako induktivni statistika, snaii 
usuzovat o celku na z6kladg vzorkil 
a diltich pozorovdni, a proto rnMe po- 
skytnout jen vice neb0 meng pravdg- 
podobne odhady, bylo by dvojnbsob 
absurdni, lcdyby se pFedstirala pies- 
nost, k terd  se piedeviirn ve skuteenosti 
v takovern stupni nikdy nevyskytuje a 
kter6 je d61e vylouEena sarnfrn naho- 
dilfrn charakterern kaZd6ho v);birovl- 
ho souboru. 
Teorie a praxe v iak  jiZ prok6zaly spr6v- 
.-IU_---.-d-<5',=..d 

Jsou-li viichni havrani Eernl, neni t ieba 
vytvdiet vfbgrov8 sou'bory a uvafovat 
o tom, kolik by rnohlo b f t  havrand Ze- 
dfch neb0 svgtle rnodrfch. Je-li pravdg- 
podobnost, i e  havranl jsou Zerni, p =I,  
jde o urEitost. 
NEco jineho je, zltourn6rn-li napF. v6hu 
sta, tisice nebo~&W?itSfhu-mnofstv[ r'""." r" "'"'" -~'""'-"i.. i,,-- :,-- 

a_.rp,?u~fi~..5,e_~_~14~?~~r,r;;5],c~.,m~:~ 
&to. obievi se uvn i t i  zkournan6ho sou- 

Normdlnl kilvka nebo l6pe jedna 
z normdlnlch kiivek vzhledem 
k tomu, i e  by li bylo rnoino na- 
Itreslit strmZj8i nebo mnohem 
plo881. Podstatn): je jen vztbh 
v):ie kiivlcy v bodech, ktere vy- 
rnezuji srnirodatnou odchylku. 
Body leiicl na kiivce ve vzddle- 
nosti + nebo - 2 o smitrodatn6 
odchyllcy se nachdzeji v I/; ~ $ 8 -  
Icy, kterou rn6 kiivka norrnrilni- 
ho rozdeleni ve vrcholu (nod 
primitram 0). 

kvo'cient inteligencefkolni;h di t i ,  poret 
slov na plnG potis'tgnfch strhnk6ch 

3.3 N o r m d l n i  rozdit ienl 3. N o r r n d l n l  rozdit lenl 

1100 - 

1000 - 

900 - 
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700 - 

600 - 
600 - 
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200 - 

100 - 

4 

Binomiclti rozditleni (p + q ) I 2  dovoluje j i i  jasni poznat podobu norrndlni kiivky. 

sledek rnPieni neb0 sEit6ni je ,,nejEet- 
ni jsi" a ,,na obE: strany od n ~ h r j s o u  
~ f ~ l e d  kj.'pbnen6n;irrnTn%7etn6, 
a i  konetn f? vy kaiiiiK@6h4-dG!Iou ---.".--- 
extrernni hodnotu. Jeden z prvnich p i i -  
klnd~rakav&RsTorm-ii l ' i i iE~I"dEIi?ni 
pod al--Qu &el e r " ~ ~ u ~ ~ z ? i ~ d d F - K ~ F e n  i 

Mluvi se o ,,normdlni kiivce", v n5rnEine 
--,G+*.ckg~k.Li.rTe*e..e "-"'= (zvanovitC 'k3vce) 

se zietelern na stiednP vysokou kfivku, 
lcter6 se talc6 uv6di jako model pro 
normovanou norrn6lni ki ivku, ve Fran- 
cii o ,,courbe en chapeau de gendarme" 
(ki ivku policejniho klobouku) se zie- 
telern na plors'i norrn6lni kiivku. Jako 
vGdeck6 oznaEeni se take p o u w  
n 6 ~ G i E Z d X i i i % $ " " t ~ Y d i F 6 ~ y  b ' ' 
a ',. ~~~,~T~~~oTv-a(1i~ai:~aaHt~kkkii,I~5F-;6aa~vo I.6 im 

n;;5E a-p.r aoti-e..fd6iia-liit~Ti"r~-Y~--..- 
e--.---,.,, *. . - 

-Kt uz se zvoll jak6lcoliv rngiitko a at  je 
ro~kprbmYrT;T ' " j%-Fi i ;CO0~iv rn U7E8x6T~.i"li.irvE~-~mmc y - po- n - 
kt6Fe-2~Rz2iz~t";~rj"t~~Ed >-: -?,-. nichZ 
re-dE;~&ct#p~kk~e3f'LLLii;-$~u u66iio axi - 

dtIleiit5j:i. Jestliie pozorujerne plochu 
lei ici pod ,,zvonernU jako ~oubor,J,eJ,,~ 
na obe' strc! l y  od maxima (stiedni hod- 
nota, ne]tZ6q3i"'Kat?;ta) vldy piesne' 
stelne' &ti te'to plochy, a t o  vi&&mii 
+-$-d---u-lEii%j;26- O/07!i7 h-6p'a"tm?rrFe 

---.- _. -.--.-..,,.l....--.. *.-.-a* 

n.ei'-2/,-'Glkov6 plochy, v ljseku rnezi 
+ 2aa -22, gk~~,,p?.esnP.-95-~-amezi 
+3u a 3 0  j l i  99,7 % plochy. 
_~.;,__,-"c .,I. <.I-.-.-.:.-'- -l-,T 

o bvod'~t"pTs~C~5738~ s k ~ $ l $ ~ ~ ~ ~ ~ ~ k - t I .  
~ e ~ & i " n % j ~ ~ ~ d ~ d t ' ~ % n l l a  (zaokrouh- 
leno na cel6 coule) 40 coulb, skoro 
stejnou Eetnost vykazovalo 39 could, 
41 a 38 could se vyskytovalo j i I  vzdcnSji, 
42 a 37 byly jeite vzdcnajii a konetnE 
zjijtgnych 33, resp. 48 could piedstavo- 
valo jen ojedingle extrernni hodnoty. 
PodobnC uspoi6d6ni vykazuji i vysledky 
dalrich Eetnfch rngieni, nap?. v6ha 
cigaret vyr6bGn);ch cigaretovyrn auto- 
matern: v nejEetnEjSich piipadech v6- 
I i l y  1,18 p i  1,20 g neb0 1,20 a i  1,22 g, 
jen rndlokterg byly IehEinei 1,08g neb0 
tE i I i  nef 1,32 g. 

6 
s ,-, 
.g 
2 
v) 

n~.srd~rn-?!n!~~~.,~Z~..~or.y~~!~r_ozd.~!eni 
plati pro t&mei  vrechny vfbEry a pro 

rn i..m,noh &--irdzd gl-e-n-i ip-aaaaC-Ryrrf-E?T-iiych 

souborfi 
c=:...s-.. .-.,.- -...--, :. :,-- 

~ d ? m & i n i  rozdgleni m6 piedevgirn veirni 
pTjF5-"-oyTl-a%t .F-.ziT;-k.i-;x. :(Gh-cFvy - 

Obvod hrudi skotskych vojdkb podle Quiteletovy sratistiky. Shoda pozorovan);ch hodnot s nor- 
mdlnlm rozd6lenim je oi zardiejici = 39,8 palce). 

niho rozdgleni. A v k k  stej;ou hodnotu 
j i i t m a t i c l c ) ;  prhmer rnaji i.rn'%us . , r".:.-.i.r-.%-.-;l;ii 
a median (ne]cetne~n'"hodnota a pro- 
iTf~d'n7"Kodnota). Kr6tk6 ljvaha hned 
prok6ie, i e  norrndlni rozdeleni s nej- 
vPt3 EetnosrFT~Fb3tied~'.-~,musi.-- byt 

....s y-rii .aflzRa 'Tgk~~ l'G-~ - 
E,F'Fct~rh~m r o f ~ k n 6 z u ~ i  rn 
norm6 tni ho-r~zd~~len'i;;~vPsl~dteFii'osti 

-v 7p62$6 ;".-d K~-="i -i,k-.,iz2,rt-r+ .-r","-e 
Z. - -'.<',,~.c ->"." y.,..-. 

6kladern norrn6ln'ifio rozdekeni je T--.,. -* --:.-"-- %:??%,. -.- .-- -, ,., 
z usenost ze7bezpocetne znaky a hod- 

. - - ~ ~ ~ ~ ~ z I s ~ ~ ~ T Z ~ ~ ~ T ~ -  
.--- .* ---...-.-... *._--.--... ---- --3*-- 

75 

' ' - - .. I- .---- 
hodiiiiciiia r o z p t y l e r n . ~ k u d ~ e  o , ,~t ied- 

--------.a 

r iT'oa'iGiEi47Ta se zpravidla, a n iK l i i1  * 

Podle rozs-ahu rozpty&ipodle rngiitka 
zvolen6ho I_ -__- g r o  _- _"_ grafick6 __-_ ._ zn6zornEni 
vznik6 v 1dealizovan6 forrnETi,iii-mbo 
stFmTjri kiiv-k;;-- - -- - --- - ---- 
_ _ __--- -- 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Hodnotv za  gai&dntn@hd- 
~~s9prs;t6~bm~~u-~v-:iWak~1j.if+~ 
vel mi z P i d ~ a T ~ J j ~ " , ~ & $ ~ ~ v k a  
~ _ e  t e o r e t i c k ~ ~ & i ~ ~ ~ ,  
tzn. v jist; m'jFe od nekoneEna do ne- 
konec'na. Timto postupem do nekonecna 
a plynulfm prdbEhem se norrndlni k i ivka 
@ ~ ~ ~ o % ? ~ k d h o  rozdg-leni. Piesto 
v ~ ~ ~ ~ ~ l ' ~ r ? r ~ ' t " ~ b ~ o z d g l e n i m i  
je t a k  t i snd souvislost, l e  normdlni roz- 
dglenije mofno v t i tmi? vKech prakticky 
ddleZltfch pPipadech poklddat za do- 
state2ni piesn6 vyjddr"enf binomicke'ho 
rozde'leni, EimZ si Ize u5etFit svizelne 
pocetni cperace, ktere jsme alespofi 
v n6znaku poznali p i i  nazich ~ivahach 
o binomiclc6m rozdsleni. V historii nor- 
m6lni k i i vky  nelze zamlEet .jeji pdvod 
z teorie hazardni hry. U jeji kolitbky 
st61 staFeSina poc'tu pravdGpodobnosti 
Abraham de Moivre. 

T?i mrrnani rozd5len' kolem "edni hodnoty ,u= 1 2  Md-li rozd6leni .In( rozptyl (,,= 2). 
je kfivka plochd a rozloienb; je-I1 rozptyi mall (u= 0,s). je strrnd a vyrok6. Stiednl k.vlca v p  
kazuje proporce ,,normovan&ho norrndlnfho rozd8leni". 

3.32 Norrnovan6 normdlni rozdGleni 

A==-, 
/--3.32 N o r r n o v a d  no r rnd ln i  
i-/ozdkleni 

I k d y i  jsou normcilni k i i vky  pravideln6, 
' 

symetrickd a stejnorodd, ziskdvaji vel_kf 
-A 

pralctick); vjznarn teprve daliim proce- 
sem standardizace (normovdni). K t6mu, 
*.- -- 
abychom porozumili procesu standar- 
dizace, musime uv6st j e i t i  nskolik p i i -  
kladd nestandardizovandho normdl- 
niho rozd6leni. Charakteristickit cho- 
vdni k i ivky je v idy stejn6: bod obratu 
k i i vky  l e i i  v idy ve vzddlenosti +u 
a-a, teEna v bodu obratu vidy protind 
souiadnici ve vzddlenosti +2u a -2u. 
teoreticky je v idy k i i vka  rozloiena 
na o b i  strany donekoneEna, avfak j i f  
p i i  +3u a - 3 u  se prakticky dot jkd  
osy 6seEek (souFadnice x). 
Nandfend mBrn6 hodnoty jsou vjak 
nestejnd. Vhha froubd se mdie nikdy 
odchylovat o srnirodatnou odchylku 
0,023 g od prhmi ru  1,34 g; jindy mohou 
psychometrickd je t ien i  skupiny stu- 
dentd vykazovat rozptyl 36 (a = 6) 
kolem kvocientu inteligence 112: tP- 
lesnb vdha, vfsledky sklizni, stejnB tak  
jako liboioln); poEet sritanjch a rni ie-  
n jch  vjsledkd mohou bf t  rozdileny 
p i i b l i i n i  norrndlns kolem stiedni hod- 

PrGrnernd vdho uriit&ho druhu ZroubG je 1,34 g, smirodatnd odchylta 0.023 g; protoie jde o nor- 
mBni rozdilenl, budou se velrni vzdcni vyslcytovat rrouby, kterb v d i l  m&ni nei 1.294 neb0 vice 
nei 1,386 g. 

noty se srnProdatnou odchylkou, kter6 
mdie  jednou Sn i t  pdldruheho dne, 
jindy 0.85 kg, 3,2 cm, 0,8 ohmd, 35 ma- 
rek  neb0 3,5-rn-p. 
Maji- l i  b j t  vjechna ta to  rozdilnd rns- 
i e n i  a sEit6ni opravdu 6Eelni zobrazena 
normdlnim rozdilenim, je iddouci, aby 
by1 k dispozici standardizovan); soubor 
na'strojd, kterd urnofiiuji odpovid na 
velmi rozliEn6 otdzky: ,,Kolik X f r o u b d  
je mirno toleranEni meze & 0,06 g?" - 
,,Odchyluje se v);razni rozptyl inteli- 
genEniho kvocientu urEit6 skupiny od 
rozptylu p i ib l i fns  dvojndsobni velkd 
skupiny, s n i i  by1 proveden stein); test?" 
- ,,Vytvoiime-li vjbirov); soubor 50 
idrovkk, bude v n l rn  s pravd8podob- 
nosti v i t f i  ner 68 % nejm6nZ jeden 
zrnetek?" - ,,Jak veika je pravdP- 
podobnost, f e  v ruletG padne v prdbPhu 

nejbliEiho tisice sdzelc Eislo 13 piesne 
t i indctkrdt?" 
Pievedeni vfech t ich to  rozmanitfch 
mi ieni ,  otdzek a odpovPdi na jedind 
schdrna je rno in i  jen tehdy, kdy i  je 
norrndlni rozdeleni jednoznaZnP urhno 
smirodatnou odchylkou a prdrnBrem 
a k d y i  struktura normdlniho rozdileni 
se nernini, at: u i  jde o centimetry, 
hektolitry, ohmy anebo Eisla v ruleti. 
Pouiijme pro objasnsni dan6ho pro- 
blernu napi. Zroubd: nejdiive mdme 
prdmirnou hodnotu 1,34 g a smsrodat- 
nou odchylku 0,023 g. Prvni krok: vy- 
nechdme gramy a zdstdvd p = 1,34 
a u = 0,023. Bihern druheho kroku 
provedeme da l j i  abstrakci: p rdm i r  
p = 1,34 je pro standardizovand nor- 
mdlni rozdeleni pr6vP prdmerem a prd- 
rnir  standardizovane norrndlni kiivky 
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3. N o r m d l n i  rozdgleni  

se zdsadne rovnd nule. To neni po'uhd 
liboville, n j b e  6Eeln6 konvence, pro- 
toie od kter6ho jin6ho Eisla n d  od nuly 
je moino talc lehce zjistit zrcadlovg 
stejn6 odchylky nahoru a dolil? Od- 
chylce ,,nahoruU (tieba +2) odpovidh 
stejnd odchylka ,,doldU (-2). 2). tzchto 
ddvodd tak6 tabulky standardizova- 
n6ho norm6lniho rozdgleni, kter6 jsou 
nepostradatelnou porndckou pii sta- 
tisticltl: pr6ci. nerozliZuji mezi kladnfmi 
a z6pornfmi odchyllcami. Presto vSak 
je moino z nich vyEist pravdgpodobnost 
kter6holtoliv jevu a Eetnosti. . 

Jalc to vypad6 v praxi? Tak nap?. 
chceme zjistit, kolilc iroubil se odchy- 
luje v tom neb0 onom smgru o vice nef 
0,06 ,g od prdmgrn6 v6hy. Zn6me: 
a = 0,023. Vine tak6, i e  rozdgleni ve 
standardizovan6m norrndlnim rozdg- 
leni z6visi jif jen na ,smirodatn6 od- 
chylce, protofe jsme prilmgr posunuli 

na nu lu .  Zcela jednoduxe proto porclv- 
n6me hledan6 0,06 g se smirodatnwu 
odchylkou a bez vellck ndmahy vypo- 
Zitrime, i e  0,06 je rovno 2,6 smirodatnl: 
odchylky standardizovan6ho normiil- 
niho rozdgleni. 
Danouskuternost Ize oznaiit tak6 jinak. 
Tieba takto: Irouby nemaji bfi t623 
nef 1,40 g a lehii nef 1,28 g. Jak6 je 
pravdgpodobnost, i e  odchylky budou 
piesahovat uveden6 v6hy? Pak bychom 
meli podle vzorce pro.-standardizaci 
normdlniho rozdgleni uv6st hledan6 
hodnoty do spojitosti se stiedni hod- 
notou: 

. hodnota minus 
normovan6 aritmetickf prilm6r - 

hodnota - smErodatn6 
odchylka 

Jestliie tuto ,,normovanou hodnotu" 
oznaiime z, mdie bjt vyjddieni jeitl 
kratri: 

Standardiiace normdlniho rozdcleni: prPrnr?rnd hodnota je vidy 0, odchyllcy se ui neudavaji 
v gramech, litrech nebo absolutnich tetnostech, nfbri  pouze v bliie nespecifikovanfch srngro- 
datnfch cdchylkdch. 

Dosadime-li nare Eisla, dostaneme: 
1,kO - 1,34 

0,023 = 2,6, a stejng 

Zdporni znarn6nlto oznaEuje odchylku 
pod stiedni hodnotu. 
Nyni tedy yirne, fe  z = 2,6. Ale co 
vlastn: je z (nebo at uf tuto hodnotu 
nazveme jakkoliv, protofe se vyskytuje 
pod rdznfmi ndzvy)? Chceme-li to tak 
vyjediit, je to standardlzovand smgro- 
datn6 odchylka. Stejng jako jsme zprvu 
piemgnili re6lnou stiedni hodnotu 
p = 1,34 g na ,u = 0, talc i nynf jsme 
pFemEnili redlnou sm6rodatnou od- 
chylku rr = 0,023 na .standardizovanou 
(normalizovanou) odchylkovou veliii- 
n u  z = 2,6. 

The ~ormal  

What is the normal n 
analysis? 

What does a normal distrib 

What is a standard 
What is the Central L i i r  Theorem, and why is it important? 

In Chapter 9, you learned how to evaluate a claim about the mean of a 
variable that has two possible values. Using the binomial test, you cal- 
culated the probabilities of getting various sample results when the 
probability of a success was assumed to be known. In this chapter, you'll 
learn how to test claims about the mean of a variable that has more than 
two values. You'll also learn about the normal distribution and the im- 
portant role it plays in statistics. 

b This chapter examines data on serum cholesterol levels from the 
electric.sav data file. In addition, some figures use simulated data 
sets included in the file simul.sav. The histograms and output shown 
can be obtained using the SPSS Graphs menu (see Appendix A) and 
the Descriptives procedure,(see Chapter 4). 

The Normal Distribution 
You may have noticed that the shapes of the two stemand-leaf plots in 
Chapter 9 are similar. They look like bells (on their sides). The same 
data are displayed as histograms in Figure 10.1 and Figure 10.2, where 
a bell-shaped distribution with the same mean and variance as the data 
is superimposed. You can see that most of the values are bunched in the 
center. The farther you move from the center, in either direction, the 
fewer the number of observations. The distributions are also more or 
less symmetric. That is, if you divide the distribution into two pieces at 
the peak, the two halves of the distribution are very similar in shape, 
but mirror images of each other. (The theoretical bell distribution is 
perfectly symmetric.) 

178 Chapter 10 

You can obtain 
histograms using 
the Graphs menu. 
as described in 
Appendix A. 
in the Histograms 
dialog box, select 
the variables 
curedl 0 and 
cured40. 

Figure 10.1 Simulated experiments: sample size 10 

Sample Mean 

Figure 10.2 Simulated experiments: sample size 40 

Std. Oev = 7.24 
MBan - 50 
N = 300 00 

Sample Mean 

Many variables-such as blood pressure, weight, and scores on standard- 
ized tests-turn out to have distributions that are bell-shaped. For exam- 
ple, look at Figure 10.3, which is a histogiam of cholesterol levels for a 
sample of 239 men enrolled in the Western Electric study (Pad et al., 
1963). Note that the shape of the distribution is very similar to that in 
Figure 10.2. That's a pretty remarlcable coincidence, since Figure 10.2 is 
a plot of many sample means from a distribution that has only two values 
(l=cured, Onot cured), while Figure 10.3 is a plot of actual cholesterol 
values. 
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The Normal Distribution 179 

I I Figure 10.3 Histogram of cholesterol values 

Serum Cholesterol (mgldl) 

- 
1 
2 
ah 
CB .- .w 
K 
P! n 

5 iz 
P) 
C 

The bell distribution that is superimposed on Figure 10.1, Figure 10.2, 
and Figure 10.3 is called the normal dismbution. A mathematical equa- 
tion specifies exactly the distribution of values for a variable that has a 
normal distribution. Consider Figure 10.4, which is a picture of a norinal 
distribution that has a mean of 100 and a standard deviation of 15. The 
center of the distribution is at the mean. The mean of a normal distribu- 
tion has the same value as the most frequently occurring value (the 
mode), and as the median, the value that splits the distribution into LWO 

equal parts. 

." 
TO obtain this 
histogram, 
open the 
e/ectric.savdata 30 
file and select 
cho1.58 In the 
Histograms 
dialog box. 

P 
$ 20 
h 

10 

Sld. ow= 9 5 9  
Mean E 2e4 

0 N-240W 
1W 140 180 220 260 3W 300 380 420 460 600 

1 8  I Figure 10.4 A normal distribution 

If a variable has exactly a normal distribution, you can calculate the per- 
centage of cases falling within any interval. All you have to lrnow are the 

mean and the standard deviation. Suppose that scores on IQ tests are nor- 
mally distributed, with a mean of 100 and a standard deviation of 15, as 
was once thought to be true. In a normal distribution, 68% of all values 
fall within one standard deviation of the mean, so you would expect 68% 
of the population to have IQ scores between 85 (one standard deviation 
below the mean) and 115 (one standard deviation above the mean). Sim- 
ilarly, 95% of the values in a normal distribution fall within two standard 
deviations of the mean, so you would expect 95% of the population to 
have IQ scores between 70 and 130. 

Since a normal distribution can have any mean and standard devia- 
tion, the location of a case within the distribution is usually given by the 
number of standard deviations it is above or below the mean. (Recall 
from Chapter 4 that this is called a standard score, or z score.) A normal 
distribution in which all values are given as standard scores is called a 
standard normal distribution. A standard normal distribution has a mean 
of 0, and a standard deviation of 1. For example, a person with an IQ of 
100 would have a standard score of 0, since 100 is the mean of the distri- 
bution. Similarly a person with an IQ of 115 would have a standard score 
of +1, since the score is one standard deviation (15 points) above the 
mean, while a person with an IQ of 70 would have a standard score of 
-2, since the score is two standard deviation units (30 points) below the 
mean. 

Figure 10.5 The standard normal distribution 

Some of the areas in a standard normal distribution are shown in Figure 
10.5. Since the distribution is symmetric, half of the values are greater 
than 0, and half are less. Also, the area to the right of any given positive 
score is the same as the area to the left of the same negative score. For ex- 
ample, 16% of cases have standardized scores greater than +I, and 16% 
of cases have standardized scores less than -1. Appendix D gives areas of 

The Normal Distribution 1 8 3 

the normal distribution for various standard scores. The exercises show 
you how to use SPSS to calculate areas in a normal distribution. 

If yoa're more than two standard deviations from the mean on 
some characteristic, does that mean you're abnormal? Not neces- 

sarily. For example, pediatricians often evaluate a child's size by finding 
percentile values. They may tell the parents that their child is at the 25th 
percentile, or 97.5th percentile for height. (For a normal distribution, 
these percentiles correspond to standardized scores of -2 and +2.) The 
small or large percentile values don't necessarily indicate that something 
is wrong. Even if you took a group of healthy children and looked at their 
height distribution, some of them would be more than two standard de- 
viations from the mean. Somebody has to fall into the tails of the normal 
distribution. This also leads to a convincing argument against grading on 
the c w e .  Even in a brilliant, hard-working class, some students will re- 
ceive scores more than 2 standard deviations below the mean. Does that 
make their performance unacceptable? Not necessarily. M M r n  

Samples from a Normal Distribution 

If you look again at Figure 10.3, you'll see that the normal distribution 
that is superimposed on the cholesterol data doesn't fit the data values ex- 
actly. The observed data are not perfectly normal. Instead, the distribu- 
tion of the data values can be described as approximately normal. That's 
not surprising. Even if you assume that cholesterol values have a perfect 
normal distribution in the population, you wouldn't expect a sample 
from this distribution to be exactly normal. You know that a sample is 
not a perfect picture of the population. You expect that samples from a 
normal population would appear to be more or less bell shaped, but it 
would be unrealistic to expect that every sample is exactly normal. In 
fact, even the population distribution of most variables is not exactly nor- 
mal. Instead, it's usually the case that the normal distribution is a good 
approximation. Slight departures from the normal distribution have little 
effect on statistical analyses that assume that the distribution of data 
values is normal. 

182 Chapter 10 

Means from a Normal Population 

Since we've established that the normal distribution is a reasonable rep- 
resentation of the distribution of data values for many variables, we can 
use this information in testing statistical hypotheses about such variables. 
For example, suppose you want to test whether highly paid CEO's have 
average cholesterol levels which are different from the population as a 
whole. In 1991, Forbes sent out a survey to the 200 most highly compen- 
sated CEO's requesting their cholesterol levels. The 21 CEO's who re- 
sponded had an average cholesterol of 193 mg/dL. Assume that, in the 
population, cholesterol levels are normally distributed with a mean of 
205 and a standard deviation of 35. Based on this information, how 
would you determine if the CEO's differ from the rest of us not only in 
their net worth but in average cholesterol as well? 

To answer this question, you need to know whether 193 is an unlikely 
sample value for the mean, when the true population value is 205. To ar- 
rive at this information, you'll follow the same procedwe as you did in 
Chapter 9. However, instead of taking samples from a population in 
which only two values can occur, you'll take repeated samples from a 
normal population. 

Figure 10.6 Distribution of 500 sample means 

To obta~n th~s 70 

histogram, open 
the s~mul sav file - " n, 60 
and select the 
variable normal2 7 so 
in the Histograms 
dialog box. $ 40 

3 0. 

30 

20 

10 

0 

Sample Mean 

Figure 10.6 shows the distribution of 500 sample means from a normal 
distribution with a mean of 205 and a standard deviation of 35. Each 
mean is based on 21 cases. As you can see, the distribution of sample 
means is also approximately normal. That's always the case when you 
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calculate sample means for data from a normal population; The mean of 
the sample means is very close to 205, the population value. In fact, for 
the theoretical sampling distribution of the means, the value is exactly 
205. (Remember, the theoretical distribution of sample means is mathe- 
matically derived and tells you precisely what the distribution of the sam- 
ple means is for all possible samples of a particular size.) In Figure 10.6, 
the standard deviation of the means, also known as the standard i'or of 
the mean, is 7.34. 

Standard Error of the Mean 

You saw in Chapter 9 that the standard error of the mean tells you how 
much sample means from the same population vary. It depends on two 
things: how large a sample you take (that is, the number of cases used to 
compute the mean) and how much variability there is in the population. 
Means based on large numbers of cases vary less than means based on 
small numbers of cases. Means calculated from populations with little 
variability vary less than means calculated from populations with large 
varia bility. 

If you know the population standard deviation (or variance) and the 
number of cases in the sample, you can calculate the standard error of the 
mean by dividing the standard deviation by the square root of the number 
of cases. In this example, the population standard deviation is 35 and the 
number of cases is 21, so the standard error of the mean is: 

35 = 7.64 
JZ? Equation 10.1 

Note that the value we calculated based on the 500 samples with 21 hy- 
pothetical CEO's in each sample was not exactly 7.64, but very close. 
What we obtained was an estimate of the true value. Thaz's because we 
did not take all possible samples from the population, but restricted our 
attention to 500. 

FIGURE 16.3 Percentages of Observations within Variot3s Standard Deviation Units of 
the Mean for the Normal Curve 

I I I I I I 
I I I I I 
I I I ~ e a n  
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I 
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sd 
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Exploring Data 

2.5. Testing whether a Distribution is Normal 

2.5.1. Running the Analysis 

It is all very well to look at histograms, but they tell us little about 
whether a distribution is close enough to normality to be useful. 
Looking at histograms is subjective and open to abuse (I can imagine 
researchers sitting looking at a completely distorted distribution and 
saying 'yep, well Bob, that looks normal to me', and Bob replying 'yep, 
sure does'). What is needed is an objective test to decide whether or not 
a distribution is normal. Fortunately, such tests exist the Kolmogorov- 
Smirnov and Shapiro-WiUc tests. These tests compare the set of scores in 
the sample to a normally distributed set of scores with the same mean 
and standard deviation. If the test is non-sigruiicant (p > 0.05) it tells us 
that the distribution of the sample is not significantly different from a 
normal distribution (i.e, it is probably normal). If, however, the test is 
significant (p < 0.05) then the distiibution in question is sigruiicantly 
different from a norrnal distribution (i.e. it is non-normal). These tests 
are great in one easy procedure they tell us whether om scores are 
normally distributed (nice!). 

The KoImogorov-Smimov (K-S from now on) test can be accessed 
through the explore command (.&alyze*Dgscriptive 
Statistics+Explore ...) ? Figure 2.6 shows the dialog boxes for the explore 
command. First, enter any variables of interest in the box labelled 
Depazdent List by highhghting them on the left-hand side and 
.transferring them by clicking on a. For this example, just select the 
exam scores and numeracy scores. It is also possible to select a factor (or 
grouping variable) by which to split the output (so, if you select uni and 
transfer it to the box labelled Factor List, SPSS will produce exploratory 

2 This menu path would be $tatistics=~S-ummarizej~xplore... in version 8.0 
and earlier. 

analysis for each g r o u p a  bit like the splitfile command). If you cliclc on 
.Ed a dialog box appears, but the default option is fine (it wiu 
produce means, standard deviations and so on). The more interesting 
option for our purposes is accessed by clicking on d. In this dialog 
box select the option R [ Q ~ ~ t ~ ~ o t a ~ l h ~ ~ 4 ,  and this will produce both the K-S 
test and normal Q-Q plots for all of the variables selected. By default, 
SPSS will produce boxplots (split according to group if a factor has been 
specified) and stem and leaf diagrams as well Click on to return 
to the main dialog box and then click to run the analysis. 

$ Percentaga of laclures 

Help 1- 

L 
Figure 2.6: Dialog boxes for the explore command 

2,5,2. Output 

The first table produced by SPSS contains descriptive statistics (mean 
etc.) and should have the same values as the tables obtained using the 
frequencies procedure. The important table is that of the KoImog6rov- 
Smhov test. This table.includes the test statistic itself, the degrees of 
freedom (which should equal the sample size) and the significance value 
of this test. Remember that a si&cant value (Sig. less than 0.05) 

Discovering Statistics Using SPSS for Windows 

indicates a ' deviation 
Tests of Normsllty from normality. For 

~ o ~ m o g o r o v - ~ m i r n o ~  1 both numeracy and 
1 stallstlc I df 1 Sia. , SpSS exam, the K-S test 

percentage on SPSS I i 1 100 1 . o l d  is higl-tl~ s i d c a n t ,  
exam " ,  - 
Numeracy 1 ,153 ( l o o  I .ooo j indicating that both 

a. Ulliefors Significance Correction distributions are not 
normal. This result is 

likely to reflect the bimodal distribution found for exam scores, and the 
positively skewed distribution observed in the numeracy scores. 
However, these tests confirm that these deviations were significant. This 
finding is importmt because the histograms tell us only that our sample 
distributions deviate from n o d ;  they do not tell us whether this 
deviation is large enough to be important. 

Normal a.0 Plot of SPSS Exem Scares Normal Q-Q Plot of Numeracy 

I 

.-a 1 Figure 2.2 Normal Q-Q plot8 of numeracy and SPSS exam scares 

SPSS also produces a normal Q-Q plot for any variables specified (see 
Figure 2.7). The normal Q-Q chart plots the values you would expect to 
get if the distribution were normal (expected values) against the values 
actually seen in the data set (observed values). The expected values are a 
straight diagonal line, whereas the observed values are plotted as 
individual points. If the data are normally distributed, then the observed 
values (the dots on the chart) should fall exactly along the straight line 
(meaning that the observed values are the same as you would expect to 
get from a normally distributed data set). Any deviation of the dots from 
the b e  represents a deviation from normality. So, if the Q-Q plot looks 
like a straight line with a wiggly snake wrapped around it then you 
have some deviation from normality! In both of the variables analysed 
we already lcnow that the data are not normal, and these plots confirm 
this observation because the dots deviate substantially from the line. It is 
noteworthy that the deviation is greater for the numeracy scores, and 
this is consistent with the higher significance value of this variable on 
the Kolmogorov-Smimov test. A deviation from normalip such as this 

Exploring Data 49 

tells us that we cannot use a parametric test, because the assumption of 
normality is not tenable. In these c i r v t a n c e s  we can sometimes turn 
to non-parametric tests as a means of testing the hypothesis of interest. 
In the next section we shall look at some of the non-parametric 
procedures available on SPSS. 
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THE NORMAL DISTXIBUTION OF PROBABIT,IlTES AND Z-SCORES 

We will now progress to the situation where discrete or continuous data have 
been collected and we are confident that we are dealing with a normally distrib- 
uted trait. Even though our sample data may not provide a perfectly normal 
curve, they are close enough to assure us we can proceed, and we have some 
independent evidence that the trait is intrinsically normally distributed. The 
next questiou is: what can the data reveal? 

It is possible to glean a certain amount of information when provided with the 
mean and standard deviation for a distribution. Such information will assume n 
normal distribution for the population and therefore will use its intrinsic shapz 
. ~ s  the basis for discussing probabilities of occurrence of events. For example, IQ 
tests are actually designed to have amean of 100 and astandard deviation of 15,. 
Referring to Figure 12.21, one would expect that about 68% of all persons 
taking an IQ test will have an IQ of between 85 and 115. One way of indicating 
an individual's performance is to state his or her position on the horizontal axis 
in terms of the percentage of examinees performing below this position, theper- 
centile group. In other words, if John did better than 67% of the other people 
taking an exam, then John was in the 67th.percentile group. If you have an 
IQ score of 115, one standard deviation above the mean, then your score is 
better than 84% of all persons taking that examination (50% below the mean 
plus 34% up to the first standard deviation). This also means that visually, 
84% of the area under the curve is to the left, as shown in Figure 13.5. 

I t  is possible to identify where in a distribution an individual score lies when 
the mean and standard deviation are known. It is relatively easy to convert a 
raw score into a number of standard deviations, called a z-score, which can 
be found in a table to see exactly in what percentile group that score falls: 

FIGURE 13.5 
The 84th percentile 
group for IQ sco r ,~  70 85 ' 100 130 

IQ Scores 

CHAFER 13 PROBABILITY AND STATISTICAL SIGNIFICANa 

z-score 
raw score - mean 
standard deviation 

Expressed in mathematical symbols, 
xi -2 ,. = - 

S 

where xi is the individual score for person i, R is the mean of the distribution of 
scores and S is the standard deviation of the distribution from equation (12.4). 
For example, an IQ score of 92 would be: 

92- 100 -8 
, = - 15 

= - 15 = -0.53 

or 0.53 standard deviations belol~r the mean. Looking this up in Table B.l in the 
Appendix B, reveals that the score corresponds to a percentage score of 20.19% 
below the mean. Subtracting this from the 50% total below the mean results in 
this score being in the 29.81 percentile. In other words, this person scored higher 
than 29.81% of the persons taking this test and 70.19% did better than this 
person. This simply tells how an individual with this score performed with 
respect to all the others. What decisions are made based upon such results is 
the domain of the researchers or other persons using these data. Now try Activ- 
ity 13.4, where you are asked to find equivalent z-scores for raw scores. 

The IQ score distribution is based upon population data, whereas in many 
situations one would be iinding z-scores based upon an estimate of the popula- 
tion mean and standard deviation provided by sample data. The assumption is 
that the distribution will not be greatly different ir the sample is truly represen- 
tative. As noted earlier, in most situations, population data will simply not be 
available anyway. 

' 8  

The Logic of 
Hypothesis Testing 

Suicide is obviously an individual act  with psychological overtones. Emile 
Durkheim, the  famous French sociologist, maintained, however, that the regular- 
ity and predictability of suicide rates over time could not be explained by 
psychological variables. H e  was conyinced that suicide rates were explainable, 
rather, in terms of "social facts." He said, 

If, instead of seeing in them only separate occurrences, unrelated and to be 
separately studied, the suicides committed in a given society during a given 
period of time are taken as a whole. it appears that this total is not simply a sbm 
of independent units, a collective total, but is itself a new fact sui generis, with 
its own unity, individuality, and consequently its own nature-a natbe, 
furtheirpore, dominantly social. (Durkheim, tr. 1951:46.) 

With the  collective nature of the suicidal act in mind, Durltheim attributed 
the regularity of its rates for various populations to the social fact of group 
solidarity, o r  t he  lack thereof. He theosized that people lacking support from group 
solidarity are  most vulnerable to suicide. His theory tlid not seek to explain the 
dynamics of individual suicides; it sought, rather, to explain stricide rates in terms 
of the differential vulnerability of various cohorts of people. 

Although Durkheim's work was completed more than 90 years ago, it is 
considered a sociological classic because i t  illustrates the proper relationship 
between theory and data. In spite of soft spots in his methods, his general 
theoretical notions about suicide as  a sociological phenomenon are still relatively 
sound.* 

* Douglas (1967) critiques Durkheim's work and reviewe further studies of suicide. 
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From his theory Durkheim derived some specific hypotheses about the rela- 
tionship between social solidarity and suicide rates. Even though he never defined 
social solidarity in a rigorous manner, he did indicate various indices of it that  
could be observed and measured. For instance, he felt tha t  social solidarity varied 
from one religious persuasion to another. He reasoned tha t  social solidarity was 
highest among Jews, next among Catholics, and lowest among Protestants. He 
attributed these differences to differences in the degree to  which the lives of 
individual members were dominated by their religions. Because Protestantism 
allowed for more free inquiry and placed more responsibility on the shoulders of 
the individual, i t  fostered less social solidarity than the other two. Accordingly, 
Durkheim hypothesized that suicide rates would be highest for Protestants and 
lower for Catholics and Jews. To test his hypothesis, he  examined suicide statistics 
for various European countries. In general, he found that  his hypothesis was 
supported by the data. For example, in the states of Germany suicide rates varied 
in direct proportion to the number of Protestants and in inverse proportion to  the 
number of Catholics (Durkheim, tr. 1951:163). Moreover, those European coun- 
tries that were predominantly Catholic (e.g., Portugal, Spain, and Italy) had low 
suicide rates as  compared with high rates for predominantly Protestant countries. 
and the rates for mixed Catholic-Protestant countries were intermediate 
(Durkheim, tr. 1951:152). When the rates of Protestant, Catholic. and Jewish 
groups were compared. Protestant rates were consistently higher than those of 
the other two, and Jewish rates were generally lower than those for Catholics 
(Durkheim. tr. 1951:155).* 

Another index of social solidarity examined was marital status. Durkheim 
reasoned that the married enjoyed more social solidarity than the unmarried or 
widowed; thus, suicide rates would be lower for them. Again, the data tended 
to support his hypothesis. Rather consistently, for each age category, married 
persons had lower rates than unmarried or widowed persons (Durkheim, tr. 1951: 
176-177). Furthermore, suicide rates for married persons with children were 
.consistently lower than those for married persons without children (Durkheim, 
tr. 1951:186 ff.). 

~ u r k h e i m  went on to examine several other variables tha t  he took to be 
indices of social solidarity, in each case comparing suicide rates from several 
different sources. The data genera!ly supported his theory.' 

Durkheim's basic approach was to develop theory to account for the regular- 
ity and predictability of suicide rates in Europe in the latter part  of the 19th 
century. His major explanatory concept was social solidarity. He selected anumber 
of measurable variables to be indices of social solidarity, deduced a number of 
specific hypotheses relating these indices to suicide rates, gathered all available 
data bearing on his hypotheses, and examined them to see whether they lent 

* It should be noted that Durkheim's statistics relating suicide rates and religion were for 
countries or areas of countries and not for individuals. If predominantly Protestant 
countries have high suicide rates, it does not necessarily follow that those who are 
committing suicide are Protestants (see also Robinson, 1950.) 
' Although the statistical techniques known to us were not available td~urkheim, on a raw 
level he duplicated the reasoning underlying modern statistics. Sir Francis Galtoninvented 
carrelation earlier (Galton, 18861, but the technique was not generally known nor understood 
at the time that Durkheim conducted his study. 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



CHAPTER 15 THE LOGIC OF HYPOTHESIS TESTING 523 

support to his predictions. He concluded that the data, on the whole, supported his 
hypotheses and theory. Therefore, he offered his theor? as a fi-uitful explanation of 
suicide rates. 

The point of this exercise in social science was to develop a theoretical expla- 
nation for a social phenomenon usehl for predicting the same class,of phenomena 
in the future. Durkheim did not prove his theory any more than any scientific 
theory is ever proven. He did demonstrate, however, that his findings were useful 
for predicting suicide rates. This is the way science uses theory. A theory is hever 
proven; it is demonstrated to be useful or not usefdl. and is used or revised. If a 
competing theory is developed that predicts better, it is substituted for the previous 
theory and is used until it is replaced, in turn, by another thedry that is an even 
better predictor. 

The process of developing theoretical explanations of social behavior is 
what sociology is all about. Science is, after all, a continual interplay between 
theory and data. The examination of data in a systematic manner gives rise to 
theory; theory gives direction to the collection of new data: and new data either 
give additional support to the theory or contritiute to its refutation. The game of 
science is concerned with the selection of the most useful theory from a number of 
competing ones. The application of scientific knowledge by practitioners and 
policymakers involves the practical use of the most fruitful theory currently in 
vogue. 

When Durkheim developed his theory he had in mind an explanation that 
would transcend particular populations. He did not, however, use sampling 
techniques nor did he worry whether his data were representative of either general 
or special populations. The data he used were descriptive of specific geographic 
areas at specific points in time. He did examine sets of data descriptive of a number 
of different special populations. In effect, he replicated his hypothesis tests. A very 
important principle of science is that hypothesis tests should be repeated in- 
dependently a number of times to gauge their soundness. The impressive aspect 
of Durkheim's work was the consistency with which these separate sets of data 
upheld his hypotheses. 

15.1 STATISTICS AND HYPOTHESIS TESTING 

When concepts that appear in sociological theories are not defined in measurable 
form, the hypotheses linking the concepts are not directly testable. The usual 
procedure in such cases is to specify measurable indices of the concepts, frame 
hypotheses relating the indices, and test these "working hypotheses" against 
empirical data. 

Figure 15.1 illustrates the relatiionship betyeen a. general theoretical 
hypothesis and a working hypothesis using Durkheim's study of suicide as an 
example. Robert E. Clark conducted a study designed to test the general 
hypothesis that incidence of mental disorders varies with occupatibnal status 
(Clark, 1949). As indices of mental disorders Clark used diagfiostic categories 

';assigned to patients in mental hospitals in the Chicago area. He looked separately 
at rates for alcoholic psychoses, senile psychoses, paresis, manic-depressive 
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Abstract concepts 
GENEFfAL HYPOTHESIS: Social Solidarity --BLevel of Suicide 

(Causal) 

Measurable indices 
WORICING HYPOTHESIS: Groups with -Suicide Rates 

(Empirical) different 
levels of 
solidarity 
(e-g., Jews, 
Catholics, 
Protestants) 

FIGURE 15.1 RELATIONSHIP BETWEEN A GENERAL THEORETICAL HYPOTHESIS AND A 
WORKING HYPOTHESIS: DURKHEIAI'S THEORY OF SUICIDE 

psychoses. and schizophrenia among patients whose occupations were known. He 
used two indices of occupational status: a measure of the prestige of the 
occupation on the North-Hatt scale,* and the median income for the occupation in 
the Chicago area at the time of the study. 

From the one general hypothesis Clark framed several working hypotheses. 
relating indices of mental disorders to indices of occupational status. When he 
tested his working hypotheses against the data, he found that his general 
hypothesis had to be qualified. Alcoholic psychoses, senile psychoses, paresis, and 
schizophrenia were inversely related to occupational status (the higher the 
occupational status, the lower the incidence of the disorder), but manic-depressive 
psychoses were unrelated (Clark, 1949:440). Although Clark's substantive findings 
are interesting in themselves, we are concerned primarily with the procedures used 
to test the general hypothesis. Clark selected indices of his theoretical concepts 
and recast his general hypothesis in terms of these indices, thus deriving working 
hypotheses; then he subjected his working hypotheses to empirical tests and, on 
the basis of these tests, drew conclusions about the general hypothesis. 

When population data are available, the indices serve as parameters; and 
decisions about hypotheses can be made simply by examining the parameters (no 
test of significance is needed). When Durkheim compared suicide rates in Catholic 
Bavaria with those in Protestant Prussia he merely had to take note of the fact 
that the Prussian rates were higher. Since these rates were parameters for 
his populations, the differences between them were actual differences (assuming 
that the data were error free). Therefore, descriptive statistics allow for direct 
tests of hypotheses without further complications. 

Unfortunately. population data are not usually available. We are faced with 
the necessity of examining sample data and making generalizations about the 

* For a description of the North-Hatt Scale see Reiss (1961). 
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pop;lation. The procedure for testing hypotheses with sample data is as follows: 

1. Specify indicts of the concepts included in the general hypothesis. 
2. Derive working hypotheses that link the indices. 
3. Draw a sample of data from the population to which the h>poiheses apply. 
4. Use statistical techniques to analyze the sample data. 
5. On the basis of that analysis, decide whether the data support the  ork king 

hypotheses. 
6. Decide uhether the general hypothesis fruitfully describes the population. 

When hypotheses are tested usingsampledata, the cdmplication introducedis that 
parameters must be estimated, since they cannot be examined directly because 
they are not available to the researcher. For exampie,if Durkheim's comparisons 
of suicide rates in Catholic Bavaria and Protestant Prussia had been based on 
sample data rather than population data; he would have been faced with the 
necessity of estimating suicide rates from his sample data, and then deciding 
whether the estimated parameters actually differed. 

We found in Chapter 1 4  that estimating parameters involves the use of 
probability theory applied to sampling distributions. As yoti will see later. chere is 
a close relationship between interval estimates of parameters and statisricql tests 
of hypotheses. The difference between them is a difference in orientation rather 
than kind. 

F 
[ BOX 15.1 SAMPLING DISTRIBUTION I 

If the concept of the sampling distribution is not yet quite clear to you, 
perhaps you should go back and review Chapter 13, particularly the units 
under Section 13.2. An understanding of the concept of sampling distri- 
bution is essential to the discussion that follows. / 

/ f 1 15.1. The Statistical Hypothesis 

When we use sample data to test hypotheses, it is necessary to introduce a thifd 
type of hypothesis-the statistical hypothesis. Ere start with a general hypoth- 
esis, which Ice translate into working hypotheses, and from our working h~potheses 
we derive statistical hypotheses. Statistical hypotheses make statements abdut 
population parameters, but are tested by examination of statistics cofnpured from 
sample data. As a result of the outcomes of tests of statistical hypotheses, we 
decide what conclusions about the working hypotheses are warranted and. in turn, 
these decisions help us to make decisions about the general hypothesis. 

Again, we will rely heavily on sampling distributions to help us make deci- 
sions. The questions we will ask, however, will be somewhat different from t.hose 
raised in estimating parameters. We will examine the following questions: 

Are the statistics we have computed reasonably seen a s  separate sample 
estimates of a common parameter or do they estimate different, 
distinct 

In each case primary concern will be with making decisions about hypotheses that 
refei to parameters or to relationships between parameters. In classical hypothesis 
testing we must choose between two competing hypotheses. 

Is it reasonable t o  conclude that t h e  statistic we have computed from the 
sample is a n  estimate of a specific, given parameter? 
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15.2 TESTING STATISTICAL HYPOTHESES 

Thus far our discussion of hypothesis testing has been fairly abstract. It might be 
helpful a t  this point to take a concrete example, run through the process involved 
in testing a hypothesis, then analyze the procedure involved. In the process of 
presenting the example we will introduce the concepts that play an integral part in 
the testing of statistical hypotheses. 

One characteristic that particularly distinguishes the developing countries 
of the world from the others is the rate at  which infants and young children die, 
Infant and childhood diseases that have long since ceased to be serious killers in 
the industrialized countries still take a terrible toll of babies and small children 
in developing countries. Xccording to World Health Organization estimates. 
3.450.000 children die every year of diseases that 'are preventable through 
vaccination (United Nations Children's Fund. 1986). Measles alone is estimated to 
kill 2 million annually. Is the distinction between the developing and the developed 
countries merely that vaccinations are more common in the latter than in the 
former? Xccording to Mcfieown (1976), malnutrition is an important factor in the 
whole equation. People who are malnourished are more vulnerable to infection. 
and thus fall victim to diseases that. in other circumstances, are much less virulent 
(1956:35). 
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countries of the world into two categories: those that meet or exceed the 
perce'ntage requirement of daily calorie intake and those that do not. Using this 
distinction, we found that 65% of the countries of the world niet or exceeded the 
daily percentage requirement. 

Furthermore, we singled out the countries bf the world in which more thah 
50% of their populations were rural and drew a simple random sample of 30 of 
those countries. When these countries were examined to determine whether their 
per capita daily calorie intake met or exceeded the percentage requirement it was 
found that 9 of the countries did and 21 did not. Theresearch question that we wish 
to answer is whether this distribution for the 30 predominantly rural countries 
provides evidence in support of our working hypothesis. 

One might assume that malnutrition would not be a common characteristic 
of countries that are largely rural because the inhabitants could subsist on 
foodstuffs they grew themselves. According to Bogue (1969:46), however, predomi- 
nantly rural settlement petterns are characteristic of developing countries and it 
is in the developing countries that death rates are high. 

To understand better this whole process whereby underdevelopment, mal- 
nutrition. infectious disease, and high infant death rates are linked. an informative 
preliminary step would be to establish the nature of the relationship between 
rural-urban settlement and the level of nutrition existing nationally. The Food 
and .Agriculture Organization of the United Nations (U.N.) has collected interna- 
tional data on daily per capita calorie supply as a percentage of the require- 
ment necessary for satisfactory nutrition (United Nations Children's Fund. 
1985:134-35). These data may be used as a measure of the level of nutrition 
available for each country covered. 

Consistent with what has been said thus far about underdevelopment, 
nutrition, disease, and death rates, our  working hypothesis will be t h a t  
countries that  are  predominantly rural  will be less likely to provide the  
required per capita daily calorie intake than will the countries of the world 
in general. In order to test this hypothesis we used the U.N. data to divide the 

15.2.1 The Null Hypothesis 

Framing a statistical hypothesis in a positive manner, we wouid come up with sampling distribution of proportions with an expected value of 0.65, which is the 

some such hypothesis as the following: Countries tha t  are  more than 50% value for countries in which the daily per capita calorie intake met or exceeded the 

rural  a r e  significantly less likely t o  meet or exceed the  daily per capita cal- 
orie intake requirement t h a n  a re  the countries of the world in general. 
The kind of sample data we wou!d consider as evidence of significance would 
have to be stated explicitly so that we could test the hypothesis. 

Since statistical inference is based upon probability theory, tests of 
statistical hypotheses are probabilistic rather than absolute. It is not possible to 
prove or disprove statistical hypotheses in an absolute sense. The best that can be 
achieved is an estimate of their truth or falsity. 

It so happens that the rejection of a statistical hypothesis is much more 
clear-cut than is its acceptance. Therefore, the usual procedure is to frame a sta- 
tistical hypothesis contrary to that which we are hoping to prove. Such a hypoth- 
esis is known as a null hypothesis. If sample data warrant rejection of the null 
hypothesis, that is regarded as evidence for its alter~iatives-those hypotheses 
our theory predicted and those we proposed as explanations in the first place. 
The null hypothesis gets its name from the fact that it  is the hypothesis to be 
nullified by statistical test. 

The advantage of using the null hypothesis is that it serves as a basis for 
selecting a specifiisamplingdistributio~,~that is, the sampling distribution that 
would be found if the null hypothesis were, in fact, true, This sampling distribution 
is then used to determini whether sample data warrant rejection of the null 
hypothesis in favor of some set of alternatives to it. 

Since we wish to seek evidence in support of the contentibn that the rural 

requirement. 
The procedure we follow in testing the null hypothesis is: (a) assume that it 

is true, (b) generate a sampling distribution from the null hypothesis, (c) draw a 
random sample, (d) collect the relevant sample data, (e) compute the relevant 
statistic, and (f) decide whether it is reasonable to assume that the statistic came 
from the given sampling distribution. If the probability that the statistic came 
from the given sampling distribution is as small as or smaller than some pre- 
determined level. we reject the null hypothesis in favor of its alternatives. If the 
probability is not as small as or smaller than the predetermined level, we fail to 
reject the null hypothesis. 

Notice that we fail to reject the null hypothesis rather than accept it. If we 
accepted the null hypothesis. we would be saying, in effect, that it  is true. How- 
ever, if we fail to find reason to reject the null hypothesis, i t  does not necessarily 
follow that it is true. We are saying, rather, that the data we collected did not 
provide us with sufficient basis for concluding that the null hypothesis is false. 
Perhaps, our data collection was merely inadequate. 

By the same reasoning, if we do reject the null hypothesis, it does not follow 
that we accept its alternatives. All we imply by rejecting the null hypothesis is that 
some set of alternatives to it is more probable than the null hypothesis itself. 

ru'ote, also, that both the null hypothesis and its alternatives apply not to 
sample data but to population data-not to statistics but to parameters. We test 
the null hypothesis with sample data and generalize from statistics to parameters. - - 

countries of the world are less likely to meet daily calorie intake requirements 
than are countries in general, we wish to show that significantly fewer than 0.65 of 
the rural countries meet or exceed those requirements. We use the 0.65 because 
that is the proportion of all of the countries of the world that meet or exceed the 
requirements. It is, therefore, the parameter of interest to us in generating the 
sampling distribution necessary to test our null hypothesis. The null hypothesis 
would be formulated as follows: The proportion of rural  countries that  meet 
o r  exceed the daily per capita calorie intake requirement will not difFer 
significantly from 0.65. If this null hypothesis were true, we would have a 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



N L  HYPOTHESES 
$$psPodding null 
g~otheses 

The rather convoluted thinking of null hypotheses is necessary if we are going to .- 
set the scene for testing hypotheses using statistical tools. As noted in Chapter 1, 
theories survive and gain support as a result of not being disproved, rather than 
being proven conclusively. For sound theories, this does not imply a ticking 
bomb waiting to  explode in the form of some researcher in the future proving 
it wrong. What it does suggest is that researchers are usually trying out compo- 
nents of a theory in ditrerent situations or with different groups; they are looking 
for the limits of applicability or refinements in detail. Hypotheses, as described 
above, express anticipated outcomes as predicted by a given theory or the 
expected consequence of an application of principles to a situation, stated in 
more specific terms than those of a general research question. 

When it comes to testing hypotheses, all that statistics can tell us is whether 
the outcomes we ultimately see could have happened due to some causal rela- 
tionship or simply by chance alone. In other words, the effect has to be big 
enough, whether it is the difference in average scores on some performance 
task for two groups, or the cue of a correlation coefficient. The null hypothesis 
simply states that 'no significant difference' is expected between what we obtain 
and what would happen by chance alone. If the difference observed is greater 
than some minimum, then it is considered significant and whatever has hap- 
pened (probably) did not occur by chance alone. It is still up to the researcher 
to prove through sound design and data collection that nothing could have 
caused the observed effect other than what is described in the hypothesis. 

So the next stage in refining our statement of hypotheses would be to try to 
express them as null hypotheses related to the data that will be collected. As 
a consequence of a given study, several types of null hypothesis could be gener- 
ated - for example, describing differences in scores or frequencies of events 
between the sample and the population (normative), or between two groups 
or among three or more groups - i.e., they actually belong to the same popula- 
tion, not to separate populations (experimental, quasi-experimental or ex post 
facto). The statements simply anticipate that any diBerence(s) will be too 
small to be attributable to anything but chance. 

Alternatively, if one were carrying out a correlational study, the null hypoth- 
esis of 'no significant correlation' anticipares correlations that will be so small 
that they could have happened by chance alone. To illustrate this, the hypoth- 
eses of Table 2.2 above are provided in Table 2.3 with corresponding possible 
null hypotheses. 

The process of specifying a null hypothesis is one that focuses the attention on 
what will happen next, stating the implications of the proposed relationship 
among variables in terms that can be resolved by statistical instruments (see 
Figure 2.14). At this stage, it is sometimes possible to identify potential difficuI- 
ties in carrying out the research. For example, where are we going to find the 

Testing the null hypothesis 
For normally distributed traits, those that produce sample means out in either 
of the tails of a distribution of sampling means are highly unlikely. Social 
science researchers commonly accept that events which occur less frequently 
than 5% of the time are unlikely to have occurred by chance alone and conse- 
quently are considered statistically significant. To apply this to a normal dktri- 
bution would mean that the 5% must be divided between the top and the 
bottom tails of the distribution, with 2.5% for each (there are occasions when 
all 5% would occur in one tail, but that is the exception, to be discussed 
later). Consulting Table B.l in Appendix B, the top 2.5% is from 47.5% 
onward, or (interpolating) 1.96 standard deviations (SEMs) or more from the 
mean. The two ranges of sample means that would be considered slatistically 
significant, and result in the rejection of the null hypothesis since they grob:lbly 
did not occur as part of the natural chance variation in the means, are shown 
shaded in Figure 13.8. 

FIGURE 13.8 
Normal distribution 
of sample means 
with 5% si&cance 

.levels, where pis the 
population mean 
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Hypotheses Null hvpotheses 

A random sample of assembly-line (Both of the hypotheses assume that 
workers in factories in Birmingham will population data exist.) There will be no 
be found to suffer a greater frequency of significant difference between the mean 
sleep interruptions, and a longer amount number of times per night that assembly- 
of time awalce after going to bed, than the line workers in Birmingham awaken and 
population as a whole. the mean for the population of employed 

adults as a whole, or between the mean 
number of minutes that these workers are 
awake per night and that for the 
population of employed adults. 

One of three counselling approaches, A, There will be no significant difference 
B or C, will produce a greater reduction frequencies of 'dry' and return drinkers 
in frequency of return to drinking among across three equivalent sets of alcoholics 
alcoholics. participating in the three counselling 

approaches, A, B, C. 

It is expected that there wiIl be a negative There will be no significant correlation 
correlation between social class and drug between social class and frequency of 
use, and a negative correlation between dtug use, or between educational 
educational achievement and drug use achievement and frequency of drug use 
for a representative selection of 18-24- for a random selection of 18-24-year- 
year-olds. olds (i.e., any correlation will not a e r  

from that which could be expected by 
chance alone). 

For a sample of identical twin boys who There will be no significant diierence in 
are the sons of alcoholic fathers and frequency of alcoholism between groups 
fostered or adopted from infancy of separated twins, all sons of alcoholics, 
separately from each other, one to a when one twin goes to a family with at 
family with at least one alcoholic parent, least one alcoholic parent and the other 
one group will show a greater tendency goes to a family with no alcoholic 
towards alcoholism than the other. parents. 

In a given hospital, patients on 24-hour There will be no sighiscant difference in 
prescriptions will be expected to feel the perception of feeling rested, as 
more rested if they are awakened for measured by the Bloggs Restedness Scale 
medicines at times that follow REM completed by patients, between two 
rather than just at equal time intervals. groups: those whose medication was 

administered at regular time intervals 
and those whose medication was 
administered at times close to times 
prescribed but following a period of 
REM. 

sample of twins implied by the fourth proposal in Table 2.3? Some of the more 
interesting questions generate very difficult scenarios for resolving them, com- 
pelling researchers to rethink the hypotheses resulting from a question. 
Obviously, it is better to consider such issues early in the research process 
before too much is invested in an impossible task. 

Thus for the situation above involving the mean IQ of the sample of ll-year- 
olds, the null hypothesis and the statement of expected outcomes need an addi- 
tion: 

. . . and, is the probability that the difference between the sample mean and the 
population mean would occur naturally more or less than 5% (the chosen level 
of significance that will be used as the test criteria)? 

The cut-off point of 1.96 standard deviations (SEMs) would correspond to 
1.96 x 2.5 = 4.9 points above or below the mean. Thus a sample mean IQ of 
less than 95.1 or greater than 104.9 would be considered significant and the 
sample not representative of the population. Therefore, in the example, the 
group with a mean IQ of 106 would be considered statistically significant and 
the group not typical, and it is unlikely that they are a representative sample 
of the whole population, for IQ. 

Some researchers preseht results that are supported by an even lower level of 
probability, usually designated by the Greek letter a, to support their argument, 
such as 1% (a = 0.01), 0.5% (a  = 0.005), or even 0.1% (a = 0.001). TWO 
problems arise with such a practice. Fist ,  for the test to be legitimate, one 
school of thought says the level of significance should be set before the test 
(or even the study) is conducted. Remember that the hypothesis is a statement 
of expectation, one that should include what will be expected in terms of statis- 
tical outcome. It is not fair to write the rules after the game has begun. Second, 
there is a feeling that a lower significance level than 5% ( p  < 0.05), such as 1% 
(p < 0.01), provides greater support for the results. In other words, if the prob- 
ability of the relationship existing is only I in 100, that must be a stronger state- 
ment than if it were only 1 in 20. This supposition will be challenged in Chapter 
14 when the concept of the power of a statistical test is introduced. 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



krAtk&ho hsoviho obdobi se nemitni, za- 2. N51cteri pohlcdy na znaky z hlecliska chyb 
mestnini se nemEni apod. Othlca ,,Jak se zJiECosinZ 
citite spolcojen v zam&stnAni?" bude zod- Pozn6mky k analfze sociologickfch dat JAN REHAK 

pro nlorofu a s~dologii ts&V, Pahi, povkena v zivislosti na mnoha okolnos- V6Eina znakd tedv podltiha rbzn\im chv- 
tech a odpbv6cT se  mifie m6nit den ze dne -him vii "" 

vini jejich hodnot pm jed- 
Ei n6kdy z hodiny na ' hodinu, obnleite notlivce *+in6 statistick6 iednotkv. Po- --. ~. e- 

tam, lcde odpovedi jsou simanticky ne- mijim zde problhy validit . a .reliabili& 
urbt6: velmi spokojen, spokojen atd. jalco takovi a uvadim & a k h  hledis- 

PI;i typolo@ situaci statistid 'ch zhvE.rC1 k&y,b ,  1cterC. lze a pri&kdpoklB&at a 
mEerne vzit V U v a h i  tim i vhodnou metodou mgfeni (Ei zjilo- 
n&a naznaEt je v tabulce 1. vani) potlaEovat na nejmenii miru. Pfitnm 

Pomimky shrnuti v t6to stati nepfedsta- 
vuji Cplnou inventarizau ~Xoh a probll- 
mli, s kter$mi se v b a 6  praxi analjrzy 
~odologicl~ch dat s e tk ivhe ;  tjrlraji se 
n6kolika vybranych a s p W  statistidl 

seznam (teoretidcy je moino vytvogt se-, 
znam viech jednotek konekiho souborn 
vidycky, prakticky to ale nebjrvl moind 
u vetSich soubnrfi): 

b) jednalc je tb. soubor urPenjr s m  
vlastnostmi, ale neomezen? na dany ko- 
neinir uoEet jednatek: je to soubor. iehgi 

anal* a ngkterjrch aspektti, Mere se sta- 
tisticlcou analyzou a statfstickou inferenci 
~izce souvisi I Data jaou r&zz?~mi, ,nihod- 

Data mnji konetantni cbmakter n y ; h b p p ~ m ~ ~ @ h  - r n 6 a  
a o y u  

- - . "----- 
velikost ie . a a n&dy ani znima 
b4t nemiiie zWadni souhnr mi- Jde hlavne o to, ulckat'na o m e m -  

kaPnich m o ~ j & i s t i c k ~ r c h  mef;od- _ -  -- 
ciologicki praxi. Tato omezeni vyplqvaji 
jednak z.principfi metod samy-c, jednalc 
z kvality dat, s nimZ praeujeme. Statisti- 

je v6dni disciplina, kteri m i  svou 
vlastni teorii a metodologii a z tech vy- 
pl$vaji jeji procedury a pfistupy. Teorii 
samu lze studovat pouze ze spea&lnich 
udebnic a se znakjmi natematickjrmi zna- 
lostmi. UrEitjr pohled na pfistupy ke sta- 
tistick6 teorii a alespofi letmi a velrni 
s h k 6  seznheni se s principy m s e  viak 
snad pfispet k kdovan5jiimu aplikaini- 
mu postiehu. 

------ -.- 
ieme nazvat otevie&jm, respektive hypo- 
teti- nebo - 

Pfikladem souboru@mGe bjrt soubor 
v3ech bkolnich deti v u r a t h  obvodu Pra- 
hy, pPikladem(3 m E e  bjrt soubor iiw 
experimentllni Skoly v BratislavB a vie& 
ilk& ktefi se v podobnjrch podminkich 
kdy ocitali, ocitaji neb0 budou ocitat v bu- 

Data jsou zielr&vdna pouze z vf- 3. rilohou je tu w t  datn. 4. eot~dawa 1. a 3.: 
hjrovgho souboru (VS) z V6 n& ZS a vyjklfiit pi02 tat0 situacc je nsjobtitn6jbi 

noat zohean6ni a, v8Uinuir se roduirujc na 2. 
nwbo 3. I doucnu; soubor je tu defiovEin teoreticlcy 

a neni moho jej urEitiednoznake sezna- 
mkn, protoie nWKe 1;OE'd~tia-HtdiG 
m s e  budou uEit za stejnjrch podrninek 
v budoucnu. 

.Otev?en? zilcladni soubor je veci mo- 
d e l ~  a piijat6 konvence. VjrbEtr z takov&o 
zildadniho souboru (napf&lad exuerimen- 

nemAm N mysli chyby nihodne, tj. ni- 
h o b 4  odchylky od skuteh6 hodnoty n a -  
ku; ty jsou relatimi milo nebezpeke, 
nebot jsou identifilcovatelni. (Piiklad ta- 
l c ~ ~ &  chyby je zjiSeov6ni sslcdre ZQ. testu: 
p 8  I ca idb  zjSfovM I.Q. sk6re se d.4 pfed- 
poklidat, i e  respondent bude mit p o n k d  
jiny vjrsledek, pEEemi nelze identifikovat 
didnjr falctor, kterjr tuto variabilitu zpd- 
sobuje.) 

Statistickb ' ' - - . . ,  
M celiho - 3 - m  
jsou data k dispozia pouze od jeho .=, 
bran6 EasG kaidou takovou East zikiad- 
niho soubow nazveme ' ' ' soubo- 
r e ,  T tive wgb5Teb%bkom 

napFMad soubor 
dEti ti ti5 vybranych praiskfch .t8d; 
v pfipade b) je vjrb6rem ona bratislavski 
experirnen-i tfida. 

Statistika stoji v ostaveni metodg aria- - 1 j . z ~  dat; kvalifikovL8 aplikace nutnd w- t&i tfidu) miiieme povaiovat zazikladni 
soubor s tim, ie nAs nezajimti jen souEasn9 
stav, ale proces, resp. jsledelc procesu, 
kt@ vede k s o u k s n b u  staw. Dostbvi- 
me se tim z pole 3 do pole 2. pmile toho, 
co bylo i.eEeno o zilcladnich .&bore&, 
musime rozliSovat v a  3 d.&'-situace - 
zobecn6ni na koneEnir (3&@a'%2&-& 
(3b) ziikladni soubor. V ka&l&n pfipade 
pak musime k a o s e  pfistuuovat iinak. ti. 

ZadujCnalosti teorie statistlky na jedAt. 
. . " . "  s trane C tgoeti&, -- 

m strani -6 a p- 
vetlinou obtiiJim problhem. Krome toho 
 sou tu stile vtirav6 ot- o kvalitB dat, 
S nhi5 pracujeme. Proto zivftrv z dat SP 

" - -- vytvSeji s o u ~ o s t i  inference metodolo- 
gickd, sociologiclcb a statistieke. Ui tat0 
jednota jEn ukazuje, zaeiitos~4 i e  analjrza '~l~-'i;~~~~-~i'-ti;oiivVe dat neni ~ b e c  

jnference vededce. 

\I a) Formrilni " A  vztahy hodnot znnku: zde. 
rozeznavame maky 'kardinili,-zdinilni 
a nomin&i. Infomace Eerpani z techto 
vztahd mezi hodnotami maku je podstatna 

Data, kteri ziskiivhe mohou bJit Ma- 
s $ i k o v ~ n ~ @ ~ ~ ~ & ~ ~ - i ~ c ~ ~ ~ ~ & & ~ -  
b o s t i  u statisticici jednow. ~3lcterh zna- . . 

tyoRt jine statisticks; resp: pravi~~ododl  
nostni modely. 

VBtGinou se pii analjrze dat dosthime Ky jsou konstnntni, n- se podle naa- 
, d ~ ,  okamiitao stavu resuondenta. neood- 

-. - . -. 
pro vytvli.eni nej-gjsich poiula&ich do pole 2 resp. do ,pole 4 a po redulcci 

do pole 2. To je proto, i e  na s 1 W  ot5zky 
sociologi+c6ho vjrzkumu odpovidh respon- 

% 6 t i i n o u i n o s t i  chvbv a sebiek- 
t e i h o  hodnoceni obsahu kategorii odpo- 
_v8dl. Nebude tfeba snad armentovat  pro 
to, i e  poznini molndho zdroje nepfesnych 
odpovEdl a informaci je velice diileiiti pro 
konebou in terpretaci. NEkterk pomocn6 
,.klasifikace" malcG uvidim v d&im pa- 
ragrafu. (Slovo klasifilcace je v uvozov- 
kich, protoie jde jen o p o m o d  tfididi.ni, 
lcteri jsou spiie vjrhodnd nei nutni.) 

, .-- l6haji chybim pi? zji~eivfini, nemeni se 
v ease. Jine znaky (a tsch je vBtSina) jsou 
pr0m6nliv6. MSeme je povaiovat za & 
hodn6 proml?nnB, nebof jejich zji36ni je 
podmin6no spoustou nej rb6j i ich  faktorii 
- mbjektivni pocity, chyba pi5 poEitini, 
nepozornost, Spatni interpretace o t u y  Ei 
v3'bEr neiidouciho obsahov&o prvku oth- 
ky. Tato data mlitime s chybou. Zatimco 
pohlavi je neprombe,  vE.k v pdb&u 

mEr. ebzvlm ;e-- . . di- 
_nilnich znakfi, tj. znal&, jejichi hodnoty 
jsou uspoMdani kategorie (obvykli ,,kvan- 
tifikace" pofadovjrm Zdem odpovedi 
v uypoi.5dinl nejsou povsiovany vidy z3 
vyhovujici); to plyne jednak z faktu, i e  .@ 
z n h a  vzd&II@atemrii na gfed~oMC .--- 
dani 6kae a dile, i e  od ov6di bp3. i  Easto 
s~~l-rtirni G r -  
pretovatelne ---- respondentem 

b) Pihzh ziibfovdni X konstmJcce makc 
(sloien6 znaky, s"lc&l$. Je tfeba vyjadst -- 

. Statistickg.4>y& &he o z~lcladnim sou- 
.born, populaci, tj. o definovane mnoiine 
statiitimch i e & , o t e k ( & ~ ~ ~ $ & ~ & c h : ~ b -  
jekN), k ted  je piedmEtem Nieho iajiiiu. 
Zakladni soubor mmiie bfi dvojiho tv~z" - - *  

a) jednak je to h s n e  koneE 
pli soubor iednotg, N e e  le  ie- u - 
urtitelnjr n a p m d  tim, ie p o f i h e  jeho 
I- 

W j e  hodnolu 60 "jll, pak neni davodli hy- 
potezu odmitnout, je-li palc 60'!/11 vn6 in- 
tervaliu, poyaiujerne h y p o t b  za nesprav- 
nou-(nlSo pravdepodobnou). I zde je vid6t 
omezeni statistickjrch aplikaci. Pfedpoklb- 
dejme, i e  naie tPi osoby. ksidi  nezivisle: 
vyslovily tPi rdzne hypotezy: p = 60 fl.(,, 
p = 65 'I,'", p = 55 Prvni a tPeti osoba 
piijimaji svB hypotezy, kter6 jsou ale od- 
Line pro tentjri soubor, tj. pro tutQ rea- 
litu; druhb osoba odmiti hypothu (ai: 
hypotetick5 hodnota je tats jako skutet- 
n i  v souboru). 

4. lpatni volba z n a ~  vypovidajicich 
o oqelctech; Bpatni volba re fe~eib6nihc 
systimu makiL; 

5. nevhodna formulace otazek; 
6. ?emantick8 neuratost otLzek - re-_ 

spondent je chape jinak nei v~zkurnnik; 
7. Spatnjr zpitn$ pieklad statistickdho 

rozho2nuti do pojmoveho &nce vjrchozi 
teorie; 

8. je k dispozici pFMP milo dat, aby 
rnohIy bjrt prokizihy formulovane hypo- 

vytva?et tak, i e  jej rozprostteme symetric- Jak i n t e m r e t o v g ~ o v o  s ? & & ~ & ?  
ky k&m bodoveho odhadu P: JeXGe vybereme n&hodn& jeden ze sou- 

borfi o 200 statich, mBme-@h&J&, 52 m' m 
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Sifka d bude z F e i m M b f i - p ? e s n o s t i  skutekiho nem&&o paramein. A to je -- - - -  - - -  
m&nien;a pa spQLe~vosti. s iakou c h c ~ e  tei laE k volbe tohoto Msla. Ve spole6en- 
n E  konfidenM interval (interval spoleh- sk$& vedach se vEKiou rozhodujeme pro 
livosti) konstruovat. '~fedpokUdejme, ie ~ G k d  ro 99 %. Podle problbu 
s~olehlivost ma bfl 95%; vlak ve?t~;sti"ckjrch filohich mdie b$t tezy; 

9. data nejsou analyzovana podle mode- 
lu. klery by1 aplilcovan; 

10. mohl nastat ptipad, i e  priv6 u t6to 
konlcritni hypotky se projevilo p d &  
podobnostni ruiko, se k t e m  pracujeme 
ve statistice vedy. 

d = l,96. SF, 
hladina spolehlivosti volena aZ na 99,9 "/I], 
coi ie pEipad nE?kwch medicinsI$ch &h Daki pfiklady hypotb: .--.-_ .--.-_. 

a) p r i m h j r  jsledek bodovaneho testu ,mai-&iti~ .- je-eirLfBrIu-.i-tu-Bent-d- .so;dss 
l@FFi6~~ii~~t'uilr;iitii' Tsy&ilg$e/-. 

b)-PXX-fi zivislost 'mezi zna- 
kem ,,intonnovanost o d a n h  objektuW a 
znalcem ,,postoj k objelh"; 

c) na ziiklade minulych m8Peni ptedpo- 
k l i d b e ,  ie se v p d m k  zlepsi poEasi a 
budou lbtat letadlove M y  mezi Prahou 
a Bratislavou; 

d) na zAlcladE zjSt6nych symptomfi pti- 
jirname diagn6zu D. 

kde S- 'e 'b6rovk ch.y,ba. (Kdybgchom neb; &u-aci. Bdv se n ~ & k d &  m6fECi 

c h t a  $ole%vost napfi 99 %, palc by se r-duieme oro velki investice. 

koeficient mbil z 1,96 na 2,58 apod.) MAme pi-irozenf: zBjem na tom, aby in- 
terval spolehlivosti by1 co nejkratSi. Plati 

Vybi?rovB chyba se vyjadfi vzorcern: ovgem, i e  spolehlivost poiadu.- 
j~me,  tim &iii interval dostaneme a ns.- 
opak. Je tu tedy &o&~:t. men obiima-!?!!:? 

Jednou kra$GZEe bodovir odha+, 
k t e ~  m i  s olehlivost 0% a na 

je tu :00% spolehlivost, t& ~ S a k  o&- 
povidi ceU"sk6la moinfch hodnot, talrie 
takovjr ijrsledek je prakticky bezcennjr. . .. 

Neni mohe tedy zamitnout bkrtem pera 
vychodiska, anii bychom nesledovali ce- 
lou dlouhou Padu vlivh {z nichi aateri .  
zde byly jmenoviny), kter.6 mohou ovliv- 
fiovat celkov6 zlv6ry a celjr proces vedec- 
k6 inference - nejen jeji statistickou fist. 

Statisticke testovhni hypotiz, jako vgech- 
ny aohy ?elen& matematikou, vychizeji 
z modelu, Merf je abstrakci skutebasti. 
Z toho plynou d&i omezeni aplikace me- 
tody - vidy je zachycen ?en nglrte j 

kde N je velikost popdace (N= 1000) 
n je velikost vjbiiru (n = 200) 

je procento ve e b h  (postupnT! 
62,5; 78,O; 56,3). V4&4p.g postupu ie to. i e  ie v nem ue 

pfimo zab&.ov&na pPesn~st - Eim uiii in- 
terval pi5 dank spolehlivosti. tim meng 
entropEnosti v rozhodovini a tim ~Fer-  
n?+ informace. Nevjihodou viak je prive 
t6, i e  jde o interval, s nimi nemGeme 
snadno gracovat pfi vytvGeni d&ich mEr 
a- 13 srovn6vini nhnpch x$sledkcd. Krom.6 
toPho je tu  st'ale z ~ d n i  fakt statistickjrch 
zkv6ni - jsou to zAvEry za neuratosti. 
Pouze doufime, i e  n&m ie nghoda ufi rns- 
feni pfiznivi. V dlouh6 fad8 konstrulilli 
interval& s~olehlivosti oEekivhe 5 % pfi- 

Pro naSe ti1 vjrzkumniky dostaneme po- 
stupnZ vjrpoEtem (a po zaolcrouhleni) ta- 
bulku 2. 

Tabullca 2 
I I 

tj, o hypot&ich tykajicich se pravdhpo- 
d$q&taich v ~ s ~ o ~ Z r i ~ v Z i i l n ,  
ktere m6Pime a zjiStujeme. Mluvime-li 
o statistice, pi-edpoldftdime, i e  pteklad 
z jazyka sociologie do jazyka statistiky, tj. 
$atistick& operacionalizace, je ui provede- 
n a  KoneEny VWedek rozhodnuti o veli- ..- . 

z ,aspektd reality. 

Shriime jen s t rub i  ndktere z moin?njrch 
pPistupd k testovini hypotez. . 

A) Forrnulujeme hypotku K a za pied- 
pokladu, i e  plati, odvodime teoreticke 
pravd6podobnostni chovhi sledovanjrch 
velitin a j e d .  jestliie data, kteri ziskime 
jsou za teto hypot6zy a o  p r i ? d o b ~ Z ,  

ypotdzu z a m i h e .  ' m i s t u i a -  ~*A- 
zveme pfistupem R A. Rshera. By10 by 
rnoZno jej ?harakterizovat jako zeslabenou 
analonii lorrickiho postupu 

einach musi birt ~ p e t  nnieveden -3 

jazyka sociologie. 
m o h d y  PA testovani hypotez nds vjr- 

sledky pfekapuji svoa neoCek~vatelnosti 
a zdaji se zcela nemohjmi - odmithe  
hypotezy, kter6 by may  bjrt podle teore- 
ticlci.ho vjrchodiska jednoznahE potvrzeny. 

P(l00-5) 8,62 l2,93 pad& nepo&ti. Je-li zvoleni spolehlivost 
n-l - - -  dostateEn6 vysoka, musi kaidjr vjnkunl- 

(r$ 1.4'2 ) 6.90 ) 10.34 1 nilc mzhodnout sim. 
Interpretace talcn@chto vysledk6 musi b$t. 
k r - n 6  zdrienliva a opatma. Je pochopi- 
telnb nutne talcovy vjrsledek vgsvetlit a na 

- - 
(H=. D) e (non D - non H) 

(Z hypotezy :o plyne chovhi dat 0);. 
nechovaii-li se data podle pfedpokladu, 

1.90 6,; 6.18 

interval 

vosti 

eeiskovidnim vjrzkumu jsou lilohy testo- 
vlni hypotez. To jsou pfipad~. lcdy nis  
nezajimi odhadov-tv parametlv 
pi.imo, ale rozhodnuti zda h e  Pi'rnout 
ten Ei j i n $ w  parametr2h ' neho 
0. rozlo2eni veliCin wibec. 

Rsistuie cela Pada typU hypotez. Talc 

bizi teorie se s nim wroviat. Nesmime 
viak zapominat, ie to mGe bpt zpfiso- 
beno nejrkm6jiimi faktory a Wapen6 
zivEry o revizi .'chodisek nelze piiimoqt 
bei provefeni - 2 e c h G i c 5 u ~  
Uvedme nekterd moinC pfiEiny: 

1. chyby v operaciw-h 
pojmd; 
r @ t n 5  ko Id - tj. Spat- 

n? p r e ~ m  matematiky; 
3. clybnjr plan a realizace sb6ru dat; 

hypotsa neplati). 
Uvaiujeme vidy rizilto u (odpovidajici 

r p i u  nepokryti skutefne hodnoty pfi 
intervalovh odhadu, nap?. 5% resp. 
v jednotklch pravdepdobnosti 0,05), kte- 
rd je stanoveno jako h o d  pravd6podob- 
nostni hranice proti hypotke, jestliie je 
sprAvni. Nastane-li milo p r a v w  
jev, pak s u b  hypotCza neplaq-neb0 M- 
stal zgrak @. A. Ralier). 

- 
ILaidq jzkumnik dostivi zcela odliSn& nap?. Grzkumnik uvedgnjr ad 4. si mohl 

\:fsledlcy, pouze prvni (anii o tom vi) po- postavit hypot&zu, i e  skutehb procento 

k r $ ~ &  SkllteEnou hodnotu. VSchni viak p = 60 %. Test hypotdzy pak mohl b:St 

doufaji, i e  jejich vjrsledky jsou spdvni  ekvivalentni s konstrukci intervdc spol&- 

a maji za sebou spolehlivost 95°/o'/0. livosti; jestlie interval spolehlivosti po- 
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B) Ptistup Neynian-Pearson5v lze cha- 
rakterizovat dvojici hypottz, kterd jsou 
postamy. ~ i - m a d n -  
hypotM @ffJ ie testovdna ~ r o t i  neiakd 
jind motnosti - alterativni hypoteze (HI). 
P~%&?,klad~me teoreticky dva mohd sta- 

jeme apriorni ~ravd6uodobmsti na zik& a esledn8 rozloieni, E zkoumani vkstnost 
je stejnl pro celf soubor privg t& jako 
pro jeho pfivodni &ti). Alternativni hv- 
potezy specifikuji rozdilno$t: napfiklad 
'rozdilnost p r h 8 n i  neb0 jejich uspof8di- 
ni atd. 

yde evidence ze seb&r&>at. ~ a k t o  ~i%- 
kane aposteriorni pravd+po-sti jmu 
zdkladem pro stabstick6 rozhodovini o hy- 
P!&Wz& H y p o t h ,  kterl ma aposteriori 

orientahi (z hlediska formilniho i ierrni- 
nologick6ho mu Ize leccos vytknout). 
vPtSina hypotdz je v souEasnP dobE zalo- 
i ~ n a  na Neyrnan-PearsonovE ptistupu a 
neparametrickjv& technikich, kterd jsou 
jeho roz$ii.eni6----- 
' Ve vjrzkumnk praxi se vyskytuji nejCas- 

t&ji statistickjrCh hyptdz: 

dostateCn6 vysokou pravd~podob~~ost, n16- 
Beme ptijmout za sprivnou. 
analjrza dat ie M k v  znatng ndj-oend. 
Zavet-y zivisi na apriornich pravdepodob- 
nostech a na knodelu, kterjr by1 zvolen. 

D) V p?i;ipade. te  -me s to. Ci nechce- 
.me, neb0 se neodvaiujeme konstruovat 
patematick? model, kterj. urnoi6uje infe- 

vy skutebosti - zde tedy vstubuie teorie . .. --.. 
jeBtP o hk aAle do statistick&,- rocedur - wmezuie moinou a 1 t e r n a t i v u . e -  
fiuic lepii wb+r  mezi rozhodo;acimi bra- 

3. Testv o s h k t u i e  vztah?t mezi pro- 
menncmi - testy zdvislosti 

V tomto pEpad6 ( k t e ~  by bylo moino 
obeae  zahrnout do prvni kategorie) je 
ptedmetem rozhodovaciho procesu pouze 
jedna populace, ale vice promennpch, je- 
jichi vztah n h  zajimB. 

Nulovd hv~ot iza  i e  v X i  
v h a  iako nezdvislost znald. Altenativ- 
ni hypotba p_a-k- j e - ~ p e B o ~ ~ i n a .  h a 1 -  
&-mod&&, kterjr n6.s zajimi, tj. struk- ---- 
turou vztAfi, kterl chceme proMzat sta- 
tisticlcy. 

Je pfirozend, i e  existuje irada dauich 
typS1 hypotk a teshi pro nE a Ze toto 
daeni je jen zcela hrubd a pomocnl. Ptes- 
to m E e  b$t snad uii teb8 pii formulaci 
statistickych S110h a gti nisledne interpre- 
taci. 

vidly. je mohi.  formulovat hl&o 
optimdlnosti pro takovjr vjrber. 1. f i  ot6zrr o stavu - 

d&hpody Rozhodovaci situace mGe bjrt naznatz- 
na tabulkou rencio parametrcch, mEeme volit ncE- 

rametrjck.4 technilcy. v nichi isou D~GJ~E 
vady daL-e\to volnGjBi a nezavddi se pafa- 

Ho je hypoteza, Icteri iikl, i e  pro danou 
populaci plati urEtj- model, resp. urEitjr 
vjrrok o neznhjrch parametrech. Termin 
testy dobri? shody je tu ch&pin E e j i  net 
ve statistick6 literatute. Jde obecne Q 
e z e n i ,  i e  ponulace i e  v n g l a k h  dadm 
hypoteti-. Jalro pfiklady moGu 
slouiit: 

TabulAa 3 Rozhodnuti pru 
V L ,  kFmP velice obecn4ch (jalco je 
posunuti pofltku, @na mEitka apod.). 
Vyhodou techto technik je, i e  se obeidou 
bez mod- 'edrii techdca zahrn?ETZ 
!eke vice apldatnich sikiaci. Jsou v.&inou 

I 

velice jednoduch$ Sni-dno-~ocho~itelnO a 
a) v-a m i  normtihi rozloieni; 
b) vime, Ei ptedpoklad&me, i e  veliEina 

ohybe 
1. druhu 

eprSvn6 
rozhodnuti 

H, 

HI 

jejich heuristicki? odvozeni je jasnd. Era 
tp i e  .jsou .,do Bueu aplikabiln~3i8i. n e l ~  

sprrivn6 
rozhodnuti 

ohyba 
2, ckuhu 

m i  normAlni rozloieni a HO specifiuje, 
i e  mB p n l m t  38-5; 

c) priunh6 sk6re I.Q. testu v dm6 
koneinl popula@ je z= 70 bodfi (ze 100 
moinych). 

V ptipadr? c) nap?. mmiieme formulovat 
iradu afterativnich hypotk: 

HI :X+70  ?&:X>70 
HZ :%=80 H ~ : % < ? O  
H3 :X=62 & : X < $ D  

a mnoho dalBich; V b t  z nich z a d i  na 
situaci a teorii, kterou vk%d&me do pro- 
cesu inference. 

Nulovl hypotka m E e  bjrt specifikovlna 
na rozloieni tetnosti, pnlmer, procento, 
rozptyl, medidn, tiymetrii apod. 

2. H m  n srovndni d v o u & - v ~ c e  
pppulaci - testy homogenity 

V techto testech se promit5 do statistiky 
sl.ovnavaci metoda. Tgmito testy se srovni- 
vaji dvP neb0 vice populaci, resp. n&ter.+ 
rysy populaci Tak nap?, je moino porov- 
ndvat rozloieni Cetnosti, aritmeticke prb- 
mkry apod. 

Nulovg hypoteza bjv8 formulofina 
obvykle jako hypotka homogenity, tj. hy- 
potka, i e  soubory ]sou z dane6o hlediska 
statisticky *podobnt. (je moho je smichat 

-- - -- 
doporurit iejich pouiiti tam, kde Ize s& 
strojitlnndeL Do modelu totE vldidhne 

Rozhodovaci pravidla jsou volena tak, 
abg pravdepodobnost chyby 1. druhu ne- 
p?ev@iila dank Cislo (nap?. 0,05; 0,01; 0,001; 
znatime ji obvylcle e) a pmom aby prav- 
diXpodobnost chyby 2. druhu byla co nej- 
men% (znai3me obvykle p).  Rozhodnuti :,e 
tu zlvisld na sch-ti ~ f e s n e  formulovat 
oba modelv odpovidajici obema hypotdzh, 
na pottu poz?rov$ni a (jako vidy) na & 
h@. 

Tyto poznimky nemely byt receptem jak 
analyzovat data, ale mEly MenSe seznamit 
s tim, jalre aohy  pfed n W  ve statistice 
stoji, jake pbiadavky mEeme iormulovat 
a hlavne naznaEt, s jakjtrni amaenimi 
pi? pouiiti musime poEitat, jaki omezeni 
m h e .  Jsou do jistC miry reakci na sau- 
k n j r  stav aplikace statistickych metod 
v sociologick6m vjrzkumu . Musim tu va- 
rovat pted pfesptilSnjm a hlavne ne- 
I ~ a l i f i k o v a n ~  pouiivinim testC a jinycll 
pmcedur matematick6 statistiky. Nekvali- 
fikovanb aplikace udeli obvykle vice lkod 
nei uiitku. Domnivb se, i e  aplikace 
maternatickl statistiky a matematiky viibec 
m6 veurjr vfzmrn pro analfzu dat i pro 
modelove dEely a vystavbu dilEich teorii, 
i e  se bez nich spoletenski veda, ktera chce 
kvalifikovani hodnotit jednotlivd rnetenl 
aspekty skutetnosti, neobejde; soudim 
vl;ak, i e  je tieba postupovat opatrne a od- 
borne. ChtS bych varovat pted magii Eisel 
a p k d  absolutimvinim Cetnmti jako dfi- 
kazov6ho materiau. D o u f h ,  i e  jsem 
uvedl dost dznfch okolnosti, ktere tako- 
vjrto ptistup zpochybiiuji. 

informace shme model umoSuje sniiit 
entropikost rozhodovaci situace. ~ a k e f o r -  
milni podoba neparametrickjrch techrlik 
tento fakt potvrzuje. Jsou to vPtBinou rne- 
tody zaloiend na potadi neb0 na k e  
tovdni n i s  tu n8.alc 'ch jeviL Kardinihi 
znalry pak% po&itiytakoYch t-- 
nalizuiemP. cog j~ocho~ i t e ln~ i?~ i i s tou  a- 
t=ma5e. Formihi strinka, kteri - 
vede k vyuiiti poiradi pozorovini vEak 
pfedurZuje neparametri- technikim 
velice Biokd pouiiti ve spolefenskjrch v5- 

C) Ba~esovs * piistup je zaloien na 
~ a ~ e a o v l  va67publikovane v mce 1763 . -.--.- -- 
Thomasem Bayesem). Tento ptistup farmu- 
luje hypotky HI . . . H, a piredpoklidi, Ze 
isou a priori @Fed sbkrem dat) m h y  
~ravdepodobnosti techto hypotiz; To ? riorni r vde ado nosti mivaji nejruz- 
n u w t e n t o  ,stup m i  
mnoho rhznjrch Bkol podle nizoru a a  
apriorni pravdepodobnosti. MSLieme snad 
souhrnnit iici, i e  a riorni ravdEpodob- 
nosti odrzeji stupikifiSii--iii'Slb~ti'~< 
zk-1 0 m~@-~~.~$~Z$;-af~~~ J; 
vyjad?ujeme empiriclry a na  eMad6 df-i- 
vijiich zkoumini, neb0 jalco subjektivni 
?&or; mohou reprezentovat take subjel- 
t i q i  dfiviru v platnost hypotezy. 

e_B.m~ci Bayesovy formule pak opravu- 

ddch - pnohdg toti? nejsme schopni zis- 
kivat kardindlni znaky a naie m8eni jsou 
ppuze potadoviho charakteru. ( N a p x e -  
jsme schopni mBiit schopnost idkfi, ale 
jsme schopni je podle schopnosti uspoti- 
dat.) Formulace fdohy je obdobnl -jake 
u. NeymaLn-Pearsonova p?istupu; zavddime 
t s  n--&ovou_a d t ~ a t i v n i  hypotdzu a chy- 
bx 1. a 2. d r u h y  Rozdil spotivd v tom, 
i e  zde neza,vldime earammet&$i? modely. 

7. Typs statisticlcfch hypotiz 

Pro lepli orientaci v rfiznych idohbch tes- 
Lovini hypotlz je moind rozaenit je do 

5. Vvbgry a dotazn i lcy  

Dalii otdzlcou je, zda vytvbieni vfbe- 
rovfch souborfi je vdbec ,spolehlivou 
vgdeckou metodou. Kromg toho expe- 
riment musi b)'t zhsadni opalcovateln)'. 
Specifilcem statistic1c)'ch experimentd 
vjal c-.jE;-T e"'n-&lze 'i-6ii7-e""F""i.ka-~,abcilit 

pFesn6. stejnfch vfiledkb, , n f b r z ,  jen 
velmi --~potloS;ri)'t~~. Zlcoumdni v)'blro- 
vfch-.s'6iibofc-'m6 bft  . . . o@kb'\i~fhi'n4, . . . . , 
jeho v)'sledky. viak mohou b)'t pouze 
navz6jem porovnatelnk, nikoli totoin$. 
DalSi poiadavek, kter)' se klade na 
viechny vgdeckk pokusy, je poZadayek 
v~znamlpsti!,~vyppvidaci schopnosti a dii- 
.lefitosti: musi s e  skuteen5 dok6zat to ,  
co'm6 bjst dolcbz6n0, nikoliv jen nico 
podobn6ho. 
Vratme se vhak zpet Ic 95% pravdZpo- 
dobnosti jistoty, ke stupni jistoty. Co si 
pod tim rn6me pfedstavit? Mdieme opkt 
pomyslit na rozdileni Eetnosti pod nor- 
m6lni kiivkou a piedpokl6dat soubor 
viech moZn)'ch v)'birovych soubord 
v rozsahu n jako norm6lni rozdglen)'. 
Pak 95% pravdepodobnost znamenb, 
i e  vfbgrov)' soubor, kter)' jsme pr6vE 
n6hodng vytvo"rli, je pi-6vk.v tolecanci 
95 %,.laer6 ddvaji stiedni hodnotu P, 
leiici mGim6lnl 20 od slcuteEniho 
prerniru p. 
Zda posts?! 9 5 . z  jistoty neb0 nikoliv. 
nelze iici,.,vjeobecn!. O--ttm, je., treba 
r6iFo'dnout v lcaid6m jednotliv6m pii- 
padl  samostatn6. Jestliie se nem6 vy- 
da t  moc peniz a postaii-li piibliin)' 
piehled (jako napi. u mnohjch ot6zelc 
prdzkumu trhu), je postaiujici 90% 
neb0 jGtl niEi jistota._~d,ez~-,,o-.~!Gf 
vfznamnk, velmi z6vazne rozhodnuti, 
bude ~ n a h ~ ~ d o s a h n o u t ~ 9 9 .  nebcje5tg 
vj;iHi pravdipodobn,osti. ..,., . Za,.posta{ujici 
se vEak zpravidla polcU6d6 95% pravdi- 
.podobnost. 
lestliie chceme dosohnout vyfii spole- 
hlivosti;.jk ht%<koumat vgtii vfbiro- 

v6 soubory. Neni-li t o  z nkjakfch dbvo- 
dd mofn6, pak take' nelze dosdhnout 
26daneho stupnl jistoty - a dost! 
Nepornohou i6dn6' poEetni triky i i  
olcliky a ani link konipliltovan6 lcejkle 
neposkytnou v)'chodisko. Rozsah vf- 
birov6ho souboru a spolehlivost vf- 
sledku v~birovCho souboru jsou takC 
v nejui5i logickg a matematiclcC sou- 
vislosti s Ilcazem, kter)' jsme pozorovali 
pii prvnim v)'lcladu binomickkho roz- 
dileni a Pascalova trojirhelnilcu: v pro- 
tikladu lc naivni piedstavi o ,,zakonu 
velkfch Eis'el" neexistuje sice piesn6 
usthleni vykyvb na oEekhvan4 hodnotg, 

piesto viak p i i  . rostoucim . . . . .>  :: ,.. rozsahu :. .. . v)'- _ 
birov6ho souboru se  budou , proporce 
v)'birov4ho., ..' ' .  :'..' " '  ' 

souboru relattvni (ne ab- 
, . . ,;. :.*-.-. .<-*.?,.-v.., 

solutng!) m ~ ~ , _ ~ l d ; ~ x ! p ~ . ~ ! , 5 . , ~ ! d . s k i ~ d n ~  
pr~p~~~.~. .sP~~r-u7~4k!ady?i ! !~-  
V rulete t o  napPiklad znamen6: je zcela 
dobie,,;mysI,it~n6, , r e ,  ye *..,, v)'bZr.o.vkm 
soiiboru" dvaceti,,pa, sob,$..,doucich her 
je I6  ' Eerveiykh,.*a, j = n  i ty~i. .~ern:6,  t o  
2namen~"~dchy lka .~ .0  ,..6. od ... oEelc&vank 
'hodnoty 10. Naproti tomu..je zcela vy- 
louieno;atjy z2000 her bylo 1600 Zer- 
ven)'cti a jen 400,c'ernfch. I pomir 1100 
ku 900' by 6j;i'velmi "epravdip,odobn)'. .;.;.,. '.'-.,.; '".."....-,"'"'. 

stoucim rozsahem v)'bZrov6ho sou- 
boru bude tedy st6le piesnBji zamifo- 
v6n skutein)' prdrnir z6kladniho sou- 
boru (kter)' v piipade rulety zn6me). 
Pi i  rozsahu v)'bGroveho souboru n = 
= 20 se rnohu velice zltlamat (napi. 
jako .u neuviiitelnkho vfsledku 16 Eer- 
ven)'ch, 4 rern6), p i i  n = 200 se viak 
mohu spolehnout, i e  nesko'nE,irn piilii 
daleko od p,ravdy. To je ,,zbkon velkfch 
Eisel" v teorii a praxi v)'bErov);ch sou- 
bore. 
~ravdgbodobnost ;)'bgrov&ho souboru 
mohu talc6 definovat z~ z6porn6ho 
hlediska a obdrzim , . . ,,rizlko . . . . cbyb"; . . 95% 
pravd ip~dobnos t  znamek16 5% riziko 

5.5 Spolehlivost vfbgrovfeh 
souborB -, intervaly 
spolehlivosti 

Pravdgpodobnost jistoty, spolehlivost, 
vypovidaci schopnost, pfesnost, inter- 
val spolehlivosti - je t o  vie totofn6? 
Polcusime se je% zfetelngji ulc6zat sou- 
vislosti a rozdily a piedeviim se nad 
temito pojmy pongkud zamyslime. 
Co je napiiklad spolehlivost? Zpraviclla 
jsrne-tiin mysleli onu spolehlivost. Icier6 
Fik6, i e  v)'povgcf je z 90 neb0 95 % 
spr6vnb.To je pravdCpodobnost jistoty, 
kter6 vymezuje talc6 interval spolehli- 
vosti a lcterou se buderne je i t l  zabfuat 
podrobngji. 
,,Spolehlivost" se viak mfiie vztahovat 
take na vSeobecnou kvalitu statistick4 
vfpovgdi. V tomto smyslu nap?. sys1.e- 
matick6 chyba naruEuje spolehlivost. 
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,.. . , . . 
5.6 Systematicl(6 chyby - , ,p iedbgin) '  v fpo te t "  

&b~.~hl4.~~!~~p-~.0~..~.~p.0~i.ti,~,~~~,',, a ,  ,,ne- tohoto norku. Mohu vytvoiit tii vzoricy 
gat i~ni ' '  dva rlzn6vfiazy,, stane re o rozsahu n, = 20, n, = I00 a n, = 500, 
situ%e jeit6 zmatenqii, kdy i  re zaEne kter6 (ndhodou) viechny majf Zetnost 
miuvit-o ~ . h l a d i n ~ , v ~ z ~ m n o s t i i ' .  . . .. . . .- Nen i  . vfb6roveho souboru p = 0.7 (tedy 
to  n l 6 i t  IciastnE zvolenf vfraz, ale 70 %) maku. AvLic kvalita, vypovidacl 
piesto je velmi roz i ien.  ,.Vfznamnort" schopnost. pravdGpodobnost jistoty m.- 
je pralcticky rot62 co pravd+Tob%-ost: . . . .:. . leho vfbErov4ho souboru budou pod- 
vfsiedek'je ,,statisticky vf inakn' j  iia statn6 n i i i i  ne i  u vgtiiho souboru. 
drovni 5 %",' protoie by jen . t i rou~ n6- 
hodou n~astal:v '95,%: I?rjp.a.de. gel6 
rozs6h16 oblast testovbni hypotGz,(viz 
kap. 6), lcterd n6s bude jejtk velmi za- 
mGstn6vat, se zaIt16d6 ,: , .2.4 - .. ,-,,...... na .-. ta'ko"fchto %.. - . - 
dvahdch a 'vfpo~tech: je neb0 neni --.. i 2-.:... . 
d o ~ ~ e n , '  \ i fs!ed.,u. i telnf.  s t o u  ne6o 
onou hygo~6zou? 
,,VYznamnost" neni tedy nic jinLho n G  
dohoda.mezi'dmi, kdo statiiticl(6-me- 
tody pouzivaji. -A zcela stejng jako 
u pravd$'odobn&sti ' Ize posu- 
zovat. 6roveii-vfznamnosti v zdvislosti 
na kladeni otdzelc. Zpravidla ' se v&- 
obecng jj~l&jd'&%;o'~e~' ,j % ( n a z ~ v a n ~  

tak'6'?%t0 dro~eii.95.%).za.,,v)irnamnC", 
lirovefi . 1 O/d2.:(99,,%) I'a ,;yyso& qf- z".hh..a"., . . ."' . - .. .. .., . . . 

- .... <.. 

'PravdEpodobnosti jistoty je talc6 z6- 
rovkii' urEen .interVaI.spolehlivijsti. Tento 
interval se m6i i  jalco smerodatnd od- 
chyllca normovcz::~~ normdlniho roz- 
d6leni neb0 take i v absolutnich hod- 

...,. .,.-... , . . .,>? .r,- . . 
not6ch. . .. ...... - . Mkli jsme jif.piil<la'dy -pro oba 
zpfiioby vyjddieni: .usPory., maji For-, 

P~Y I  r, = .? ko!elp-~r.~.~!ro..,:,,=.?~, 
interval spq!ehlivest!., (?5,,%)., od 
360 'do~~600 DM, t o t i i  od (480 - 2 4  & 
do ' ( 4 8 0 ' ' ~  zg), M6h ' '~$~eo/~'  jisi''y, rQ' 

ndhodn~ vyGanf,, rdlnik. p$ ,"ice nef 
.. ,- 

360 a mBnB. n.eL6.aPaPDM.Asp,~.c !... 

Pozn6mlta: Pozor na zdm6nu eravdgpo- 
dobnost jevu a pravdgpodobnost statis- 
tickiho rozboru. PravdEpodobnost tet- 
nosti n6jalc6ho znaltu zjiSt6n6 ve vzorku 
(~roporce vfbGrov6ho soub,oru p) je 
nez6vis16 no pravdgpodobnosti jistoty 

Interval spolehlivosti ve vfSi 4 % m6 rfiznou 
vdhu u malych a velkfch podilir. Jestiiie podil 
vzorltu elni nap?. 4 %, sahd interval spolehli- 
vosti od 2 do 6 %, 'tedy a i  do trojndsobku. 
tin[-li podil vzorku naproti tomu 35 %, je 
rozpgti ,,me21 33 a 37 %" dostatein; informa- 
tivni a piesnk; 37 % je tot i i  jen as1 o desetinu 
vSt5i nei  33 %. 
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STATISTICAL INFERENCE 

Now that we have established a background in probability and have seen what a 
normal distribution can reveal, what can a statistical test tell a researcher? It 
cannot prove that a change in one variable caused a change in another, but it 
can tell whether the difference in mean scores observed between those experien- 
cing one treatment and the usual population that did not could have occurred as 
a random event. If the test says that it is unlikely that the difference occurred by 
chance alone, it is still up to the researcher to prove that the one variable was the 
only possible cause. Statistical tests are like the 'idiot lights' on the dashboard of 

TURNING DATA INTO JNPORMATION USING STATISTICS 

your car: they only tell you that something has happened, but not exactly why. 
For example, if the oil light comes on, we assume something is not right. It could 
mean the engine is low on oil, the engine bearings have worn out, the oil pump 
has perished, the signal-sending device on the engine is broken, or a wire has 
shorted out to the light. The motorist obviously checks the oil level first, but 
if that is adequate, then it is time to call the mechanic, who will try to iind 
the reason for the light being on. In the social sciences, the researcher should 
plan a study such that when the light comes on (the statistics indicate that some- 
thing probably happened), then there is only one predicted, defensible link or 
potential cause. As seen in Chapters 1-7, designing a study to resolve such 
issues is not trivial. 

The term inferential statistics refers to the process of using data collected from 
samples to malce inferences about a larger population or populations. The 
research process introduces complications since: 

o most research involves samples (which are probably representative); 
the traits usually result in distributions of scores, thus the group characteris- 
tics or tendencies are best described as measures of central tendency, such as 
means; - the natural variability (with hopefully little error due to low reliability of the 
instrument) is best indicated by standard deviations. 

Using this information, there is a desire to compare groups to determine rela- 
tionships that will ultimately extend back to the original population(s). Thus 
any comparisons will require the nature of the distribution to be considered 
as weU as the central tendency of the group. M of this depends heavily upon 
probability, and it is never possible to speak about relationships with absolute 
certainty, a fact that causes a distinct amount of mental anguish for most people 
who feel that events should have some degree of certainty. 

There is a need to state the expected outcomes of inferential statistical 
research in terms of the nuNIzypothesis: that there will not be any statistically sig- 
nificant difference. In other words, it is expected that any differences or changes 
or relationships found will be attributable to chance alone. Even if the null 
hypothesis is rejected, it only means that the difference or occurrence witnessed 
probabljt did not occur by chance alone. This probability level traditionally has 
been set at a critical level of 5%, which basically means that if a statistical test 
says that the probability of this event occurring by chance alone is less than 5%, 

. then it probably did not occur as a random event. At this level, there is some- 
thing probably infiuencing the event@), or at least the event($ has/have 
occurred as the result of some external influence other than natural random fluc: 
tuation. Exactly what this influence is, is not made clear by the statistical test. As 
noted before, it is still up to the researcher to justify that what he or she did or 
the variables identified, were the only possible source of iduence. 

This section will bring together earlier concepts from probability and com- 
bine them with research questions and hypotheses, and apply them to the 
cases where the variables are normally distributed. Before the actual choice of 
statistical tests can be considered, it is necessary to take a brief mathematical 
look at what underlies statistical inference and significance. This will be done 
graphically as much as possible, since most decisions are made on the basis of 
where the means of sets of data are in a normal distribution. It will provide a 
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basis for later chapters that will continue the,review of inferential statistics t~y 
considering a variety of specific tests which can be used as part of experimental, 
quasi-experimental and ex post facto designs to decide the acceptability of 
stated hypotheses. 

FIGURE 13.6 
(a) The population 
distniution of IQ 
scores for all 3000 
11-year-olds in a 
local education 
authority &FA); @) 
a single exemplar 
sample dishibution 
of IQ scores of a 
random selection of 
40 11-year-olds in the 
LEA; and (c) the 
distribution of 
sample means for a 
number of such 
random samples of 1 40sNdents 
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tion of sampling means. 
The IQ score is used here simply because it is one distribution for which the 

population parameters are known, since the tests are designed to produce a 
mean of 100 and a standard deviation of 15. As will be seen later, this is the 
exception, since we rarely know what the population mean is. The situation 
where the populationmean is knownis used here primarily because it is the sim- 
plest and easiest to use to illustrate the principles behind statistical significance. 
Once this foundation is laid, all the others are basically variations on this ideal. 

Remember that when the termpopulation is used, it refers to a group sharing a 
limited set of common characteristics. In social sciences, these are often not 

Linkhg probabiIity to statistical inference 

Just as individual scores for a trait vary around a mean to form a normal dis- 
tribution, the means of samples themselves will vary if a number of represent,%- 
tive samples are taken from a population. Thus, if the frequencies of these 
means are plotted on a graph it is not surprising that we find yet another 
normal distribution. This distribution of sanipling means will be quite useful in 
making inferences about the population. This was introduced earlier in Chapter 
5 with reference to sampling error. Figure 13.6 shows all three types distribu- 
tions for IQ scores: (a) an exemplar population distribution with parameters 
provided; (b) a single-sample distribution with its statistics; and (c) a distribu- 

IQ Scores 
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obvious to the casual observer and require some form of detailed observation, 
measurement or questioning of the subjects. So initially, the issue is whether or 
not a sample as a group is simila~ enough to the population for the trait or char- 
acteristic in question to be considered representative. A statistical test should be 
able to resolve what is enough. 

The first thing to notice in Figure 13.6 is that the standard deviation (and 
width of the bell-shaped curve) for the distribution of sample means is relatively 
small compared to the standard deviations for the population and any single 
sample. Thus it is very unlikely that a truly representative sample will have a 
mean very different from that of the population. This fact is used in the most 
basic of inferential statistical tests, deciding whether a sample is to be considered 
part of a defined population, or part of some other population. To distinguish 
this standard deviation from that of a sample of the population, the standard 
deviation of the distribution of sampling means is used, which is known as 
the star~dard error of the meal1 (SEM). This will be designated by ui if it is cal- 
culated from the population parameter and is found by 

u 
0" 3 (13.2) 

where u is the population standard deviation (equation (12.2)), and 11 is the 
sample size. Obviously, the standard error of the mean depends on the 
sample size: for avery large sample size the standard error of the mean, and con- 
sequently the width of the curve for the sampling distribution, will be very small. 

It is illustrative to consider an example: in order to carry out a study, a 
researcher selects a sample of 40 students from the LEA population of 11- 
year-olds described in Figure 13.6. They are given an IQ test: the group mean 
is found to be 106. Is this group typical? Let us first state this question as a 
null hypothesis: 

Ho: There is no significant difference between the IQ of the sample group and 
&at - of the population. 

In everyday English, we would say that we expect that the sample is representa- 
tive of the population for this trait. Here the sample mean wiU be used to resolve 
the issue. To make the decision, it is necessary to zoom in on distribution (c) in 
Figure 13.6, the sample means, shown enlarged in Figure 13.7. The question 
now becomes one that is stated in terms of probabilities: 

What is the probability that a sample with a mean of 106 would be randomly 
chosen from the population? 

Recall that the area under the distribution for a range of scores represents the 
percentage of people having scores within that range (see Figure 12.21). In this 
situation, we are considering a distribution of sample means. Using Table B.l in 
Appendix B, the number of standard deviations of sampling means (SEMs) can 
be used to determine what percentage of sample means one would expect below 
this group's. Here, a sample mean of 106 is 2.40 standard deviations (SEMs) 
above the population mean, as marked on Figure 13.7. From Table B.l, this 
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FIGURE 13.7 
Distribution of 
sampling means 
(each sample size = 
M), showing the 94 96 98 11x1 102 IQ4 1f6 

position of a single P SA 

sample mean, 5& Mean IQ Scores of Samples 

tells us that 49.18% of the sample means would be expected to be between this 
score and the population mean. Add to  this the 50% below the population mean 
and we find that 99.18% of the sample means should be below this, as shown in 
Figure 13.7. To put it another way, the probability of this event or any one 
beyond it occurring as a random event is 100% - 99.18% = 0.82%, or 0.82 of 
a chance in 100 or 8.2 chances in 1000. Thus this sample mean does seem to 
be a highly unlikely outcome for a random sample, but what is unIilcely 
enough for researchers? 

HYPOTPZA o  SHOD^ DVQU ~ R O M G R O  PRO 
NEZWISLA A PAROVANA DATA: T-TESTY A EKV VALENTN 
NONPARAMETR CKC TES ANALYZE; procedury 
Compare means: one-sam -test; independent-samples totest, 
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youcan obtain this 
..clustered bar chart 
using the Graphs 
menu, as 
described on p. 
500. Select the 
variables educ, 
.satjob, and sex in 
: the Define 
Clustered Bar 
Summaries for 
Groups of Cases 
dialog box. 

You can obtain this 
chart by modifying 
Figure 5.4, as 
described in "Bar 
Charts" on p. 520 
n Appendix A. 
Activate- the char; 
into a chart ed~tor 
window and from 
the menus 
choose: 
Series 

Transpose Data 

Comparing Groups 8 1 

set of bars has separate bars for males and for females. The conclusions 
we reached based on the summary table are easier to see from this dis- 
play. By looking at a corresponding pair of bars, you can see if the aver- 
age years of education are similar for men and women within each 
category of job satisfaction. (Boxplots, which are a better way of compar- 
ing summary statistics for groups of cases, are described in Chapter 6.) 

Figure 5.4 Bar chart of education by job satisfaction and sex 

Mod saUanad Verydlsssllsned 

Job Satisfaction 

You can also group all of the bars for men and all of the bars for women 
together, as shown in Figure 5.5. 

Figure 5.5 Bar chart of education by sex and job satisfaction 

Now you have two subgroups: men and women. Within each subgroup, 
you see the four categories of job satisfaction. This plot makes it easy 
to see that the relationship between job satisfaction and education is not 
the same for men and women. 

Means and standard deviations for groups of cases can be displayed 
with error bar charts. See "Error Bar Chartsn on p. 523 in Appendix A. 

iw What problems are associated with calculating statistics for sub- 
&$ groups of cases? AS the number of subgroups you want to com- 
pare increases, the sample size in each of the subgroups diminishes. When 
your means are based on a small number of cases, they are not very reli- 
able. That is, the subgroup means can change substantially if you select 
another sample from the same population. You'll learn more about the 
variability of sample means in Part 3. .lam 

Summary 

3 
Job SaUsfaction 

14.0 ~~eryseUsl led  
01 
f ~ ~ o d  sstnfled 
c 
8 ~~rmedls6aUslIed 

1 135 ~ ~ e r y d l s s e ~ s l l s d  
Male Famle 

Testing a 
Two lnde 

How can you test th 
equal, based on the 

Why can't you use a one-sample t test? 
What assumptions are needed for the two independent-samples 
t test? 

* Can you prove the null hypothesis is true? 
What is power, and why is it important? 

You know how to test whether a single sample of data comes from a 
population with a Icnown mean. You've tested whether the average cho- 
lesterol level for CEO's is the same as the average for the general popu- 
lation, whether college graduates work a 40-hour week on average, and 
whether the average change in P-endorphin values is 0 during a half- 
marathon run. In Chapter 12, although you had pairs of observations, 
you analyzed the differences between the two values and tested the hy- 
pothesis that these dBerences come from a population with a mean of 0. 

In this chapter, you'll learn how to test whether two population means 
are equal based on the results observed in two independent samples- 
one from each of the populations of interest. You'll use a statistical tech- 
nique called the two independent-samples t test. You can use the two 
independent-samples t test to see if, in the population, men and women 
have the same scores on a test of physical dexterity or if two treatments 
for high cholesterol result in the same mean cholesterol levels. 

b This chapter uses the gssftsavdata file, which indudes only cases for 
people holding full-time jobs. For instructions on how to obtain the 
independent-samples t test output shown in this chapter, see "How to 
Obtain an Independent-Samples T Test" on p. 250. 

234 Chapter 13 

Looking at Age Differences 
In Part 2 of this book, you examined the relationship between job satis- 
faction, age, and education for full-time employees. You saw that the av- 
erage values of age and educatian vary among the different job 
satisfaction groups. That isn't surprising, since you know that even if the 
average ages and educational levels in the population are the same for all 
job satisfaction groups, the sample means will not be equal. Different 
samples from the same population result in different sample means and 
standard deviations. To determine if any of the observed sample differ- 
ences among groups might be real, that is, not simply the result of the 
usual variability of sample means from a single population, you need to 
determine if the observed sample means would be unusual when the pop- 
ulation means are equal. 

Let's consider what happens ii you form two independent groups of 
people-those who are very satisfied with their jobs and those who are 
not. You want to determine whether the population values for average 
age and average education are the same for the two groups. First we'll 
look at age. 

3v8 t*&@ What do you mean by independent groups? Samples from differ- 
.?--a ent groups are called independent if there is no relationship be- 
tween the people or objects in the different groups. For example, if you 
select a random sample of males and a random sample of females from 
a population, the two samples are independent. That's because selecting 
a person for one group in no way influences the selection of a person for 

" another group. The two groups in a paired design are not independent, 
since either the same people or closely matched people are in both 
groups. BEIM 

Since you have means from two independent groups, you can't use the 
one-sample t test to test the null hypothesis that two population means 
are equal. That's because you now have to cope with the variability of 
two sample means: the mean for very satisfied people and the mean for 
the not very  satisfied people. When you test whether a single sample 
comes from a population with a known mean, you only have to worry 
about how much individual means from the same population vary. The 
population value to which you compare your sample mean is a fixed, 
known number. It doesn't vary from sample to sample. You assumed 
that the value of 205 mgldL for the cholesterol of the general popula- 
tion is an established norm based on large-scale studies. Similarly, the 
value of 40 hours for a work week is a comrqody held bylief. 
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You can obtain 
these statistics 
using the Means 
orocedure, which 
is described in 
Chapter 5. Select 
the variables age 
sndsatiob2 in the 
Weans dalog 
 OX. 
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Fortunately, the Central Limit Theorem works for differences of Sam- 

ple means as well as for individual means. So if your data are samples from 
The two independent-samples t test is basically a modification of the 

one-sample t test that incorporates information about the variability of 
the two independent-sample means. The standard error of the mean dif- 
ference is no longer estimated from the variance and number of cases in 
a single group. Instead, it is estimated from the variances and sample sizes 
of the two independent groups. 

Descriptive Statistics 

Look at Figure 13.1, which shows descriptive statistics for the age vari- 
able, when full-time workers are classified into one of two distinct 
groups-the very satisfied and the not very satisfied. 

Figure 13.1 Descriptive statistics for age by job satisfaction cateeory 

Age of Respondent 

You see that the average age of the very satisfied group is 41.5 years,, 
while the average age of the not very  satisfied group is 39.6. The standard 
deviation of the very satisfied group, 11.5 years, is slightly larger than the 
standard deviation of the not very satisfied group, 10.8 years. In the Gen- 
eral Social Survey sample, the very satisfied people are on average 1.9 
years older than those less content with their jobs. Based on these sample 
results, what can you reasonably conclude about the population of Amer- 
ican adults who are employed full time? Can you conclude that there is a 
difference in average ages between the two groups? 

Job Satisfaction 
Very satisfied 

Not very satisfied 
Total 

Distribution of Differences 

To answer this question, you have to determine if your observed age dif- 
ference would be unusual if the two populations have the same average 
age. In the previous chapters, you answered similar questions by looking 
at the distribution of all possible means from a population. Now you'll 
look at the distribution of all possible differences between sample means 
from two independent groups. 

Mean 

41.50 

39.57 

40.41 

approximately normal populations, or your sample size is large enough so 
that the Central Limit Theorem holds, the distribution of differences be- 
tween two sample means is also normal. It's always a good idea to obtain 
stem-and-leaf plots or histograms for each of the two groups. From these, 
you can tell what the distribution of values looks like. 

Std. 
Deviation 

11.54 

10.79 

11.16 

Standard Error of the Mean Difference 

N 
325 

41 9 

744 

If two samples come from populations with the same mean, the mean of 
the distribution of differences is 0. However, that's not enough informa- 
tion to determine if the observed sample results are unusual. YOU also 
need to know how much the sample differences vary. The standard devi- 
ation of the difference between two sample means, the standard error of 
the mean difference, tells you that. When you have two independent 
groups, you must estimate the standard error of the mean dierence from 
the standard deviations and the sample sizes in each of the two groups. 

How do I estimate t h e  standard error of the  difference? #& The formula is 

where s~'  is the variance for the first sample and sZ2 is the variance for 
the second sample. The sample sizes for the two samples are n ,  and n2. 
I f  you look carefully at the formula, you'll see that the standard error of 
the mean difference depends on the standard errors of the two sample 
means. You square the standard error of the mean for each of the two 
groups. Next you sum them, and then take the square root. PMsl 

Computing the T Statistic 

Once you've estimated the standard error of the mean difference, you can 
compute the t statistic the same way as in the previous chapters. YOU 
divide the observed mean difference by the standard error of the differ- 
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ence. This tells you how many standard error units from the popularion 
mean of 0 your observed difference falls. That is, 

Equation 13.1 

If your observed difference is udilcely when the null hypothesis is true, 
you can reject the null hypothesis. 

How is this different from the one-sample r test? The idea is exact- 
ly the same. What differs is that you now have two independent- 

sample means, not one. SO you estimate the standard error of the mean 
difference based on two sample variances and two sample sues. D iti 

Output from the Two Independent-Samples T Test 

Look at Figure 13.2, which shows the results from SPSS of testing the null 
hypothesis that in the population the average age of very satisfied full- 
time workers and not very satisfied full-time workers is the same. 

Figure 13.2 Independent-samples t test of age by job 
satisfaction 

To obtain this 
output, from 
the menus 
choose: 

not 
assumed 

statistics 
Corn are Means b 

lngpendent 
Samples T Test. .. 

, 
: .:'.!-.,;' :::j, .L;,;.'::..jj;::.:<, 
;,;T(&:$$i;$$fo.K;, .?;!, 
..tt,-&d&&&mole'9, ...i:-, Lower .32 .30 :... 
d j p T g  <,..: $,yG2,-+,;::::; :::$.: Intewal of the Mean Upper 3.54 3.56 

Age of Respondent 
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Equal 

the t-test for Equality of t age and satjob2, 2.347 
as shown in Means d f  
Figure 73.8. 

742 
Sig. (2-tailed) 

I 

In the output, there are two slightly different versions of the t test. One 
makes the assumption that the variances in the two populations are 
equal; the other does not. This assumption affects how the standard error 
of the mean difference is calculated. You'll learn more about this distinc- 

Equal 
variances 

variances 
assumed 

,377 

,540 

Levene's Test for 
Equality of Variances 

tion later in this chapter. 
Consider the column labeled Equal variances assumed. You see that 

for the observed difference of 1.93 years, the t statistic is 2.35. (To cal- 
culate the t statistic, divide the observed dierence of 1.93 by 0.82, the 

F 

Sig, 

standard error of the difference estimate when the two population vari- 
ances are assumed to be equal.) The degrees of freedom for the t statistic 
are 742, the sum of the sample sizes in the two groups minus 2. 

The observed two-tailed sigdcance level is 0.019. This tells you that 
only 1.9% of the time would you expect to see a sample diierence of 1.93 
years or larger, when the two population means are equal. Since 1.9% is 
less than 5%, you reject the null hypothesis that the two groups of work- 
ers come from populations with the same average age. Your observed re- 
sults are unusual if the null hypothesis is true. 

Confidence Intervals for the Mean Difference 
Take another look at Figure 13.2. The 95% confidence interval for the 
true difference is from 0.32 years to 3.54 years. This tells you it's ricely 
that the true mean difference is anywhere from a third of a year to slightly 
more than three and one-half years. Since your observed siguficance level 

... for the test that the two population means are equal was less than 5%, 
you know that the 95% confidence interval will not cont& the value of 
0. (Remember, only likely values are included in a confidence interval. 
Since you found 0 to be an unliltely value, it won't be included in the con- 
fidence interval.) 

I f  I compute a 99% confidence interval for the  true mean differ- 

TO ca~cu~ata a ence, will it also not inclgde 01 ?&e 99% confidence interval for 
99% confidence the mean difference extends from -0.194 to 4.053. This interval does in- 
99 ~n the T Test clude the value of 0. That's because your observed sigdicance level is 
Options dialog 
box /see hgure 

greater than 1%. If your criterion for unusual is 1 in a 100 or less, you 
73.70). cannot reject the null hypothesis based on the t test or on the correspond- 

ing 99% confidence interval for the mean difference. m.81 
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Another Way of Looking a t  It 
Besting the Equality of Variances 

You found a small, but statistically significant, age difference between 
people who are very satisfied with their jobs and those who aren't. Since 
the observed sample difference is less than two years, it's tempting to dis- 
miss this finding as not particularly interesting. However, there are many 
different ways you can look at the relationships between the two vari- 
ables. Sometimes uninteresting information can become more interesting 
when looked at in another way. 

You saw that there are two different t values in Figure 13.2. That's be- 
cause there are two different ways to estimate the standud error of the 
difference. One of them assumes that the variances are equal in the two 
populations from which you are talcing samples, the other one does not. 

In Figure 13.1, you see that the observed standard deviations in the 
two samples are fairly similar. You can test the null hypothesis that the 
two samples come from populations with the same variances using the 
Levene test, which is shown in Figure 13.4. If the observed significance 
level for the Levene test is small, you can reject the null hypothesis that 
the two population variances are equal. 

For this example, you can't reject the equal variances hypothesis, since 
the obsemed s i d c a n c e  level for the Levene test is 0.54. That means you 
can use the results labeled equal variances in Figure 13.4. 

Figure 13.3 Crosstabulation of job satisfaction and age 
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you can obtain 
. '~sstabulations 
,, us~ng the 
"Crosstabs 
'procedure, as 
discussed in 
Chapter 7. % within 

Figure 13.4 Levene test for equality of variances 

To obtain this 
output, select the 
variables age and 
satiob-7 in the 

30-39 

4049 

50+ 

I I variances I not I 

age In four 
categories 
Count 

% w~thln 
age In four 
categories 

Count 

% w ~ t h ~ n  
age in four 
categones 

Count 

Age of Respondent 

Independent- 
Samples T Test 
dialog box, as 
shown 1n Figure 
13.8. 

Equal 

33.6%- 

112 

46.1 % 

89 

42 4% 

78 

Equal 
variances 

t-test for Equality of t 
Means df 

Std. Error Difference 

95% Confidence 

66 4% 

. 

Levene's Test for 
Equality of Variances 

l Lower 

100 0% 

assumed 
.377 

~ 5 4 0  

F 
Sig, 

Look at Figure 13.3, which is a crosstabulation of the two categories of 
job satisfaction and four categories of age. From the row percentages, you 
see that only 33.6% of people less than 30 are very satisfied with their 
jobs, while over 50% of people age 50 and over are v e y  satisfied. Over- 
all, 43.7% of full-time worlcers claim to be very satisfied with their jobs. 
The crosstabulation provides findings that are more interesting and easicr 
to interpret. (In Chapter 16, you'll learn how to test hypotheses that the 
two variables in a crosstabulation are independent.) 

assumed 

Interval of the Mean 
Upper 

131 

If the Levene test leads you to reject the null hypothesis that the two pop- 
ulation variances are equal, or if you are unsure, you should use the re- 
sults from the column labeled Equal variances not assumed in Figure 
13.4. Notice that the estimate of rhe standard error of the difference is not 
the same in the two columns. This affects the t value and confidence in- 

53 9% 

121 

57 6% 

76 
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100.0% 

210 

100 0% 

1 54 

group is more or less symmetric. One case stands out in the plot. That's 
the person who claims no formal education. For the not very satisfied 
group, the median is close to the bottom edge, indicating that there is a 
tail toward higher ed~:cational levels. If your sample is small, and the 
departures from normality are severe, you may want to substitute one of 
the nonparametric tests described in Chapter 17  for the independent- 
samples t test. In this case, the sample sizes are large, so the hdependent- 
samples t test should work just fine. 

Figure 13.5 Descriptive stztistics for education by job satisfaction 

: 32:6%~0fpGobIe 
, less then 30 are 
:'ye 'satlshed 
yhC/ ?elyiObs , ' i  7 ,  

terval. When you use the estimate of the standard error of the difference 
that does not assume that the two variances are equal, the degrees of free- 
dom for the t statistic are no longer the sum of the two sample sizes minus 
two. They are calculated based on both the sample sizes and the standard 
deviations in each of the groups. In this example, both t tests give very 
similar results, but that's not always the case. 

Why do you get different numbers for the standard error of the 
mean difference depending on the assumptions you make about the 

population variances? If you assume that the two population variances 
are equal, you can compute what's called a pooled estimate of the vari- 
ance. The idea is similar to that of averaging the variances in the two 
groups, taking into account the sample size. The formula for the pooled 

You can obtain Highsst Year of School Completed 
these statistics 
using the Means Deviation 
procedure, as 
discussed in Very satisfied 14.25 
Chapter 5. 

Not very satisfied 13.87 420 2.62 

variance is 

Figure 13.6 Boxplot of education by job satisfaction 

30 0 

Total 

You can obtain this 
boxolot ~ s l n g  the I 

14.04 

L 
9) 
Q. 
a 
S 

.$ Explore procedure, 
as discussed in 
Chapter 6. 

It is this pooled value that is substituted for both sI2 and S; in the 
equation on p. 236. If you do not assume that the two population vari- 
ances are equal, the individual sample variances are used in the equation 

I 8 / Comparing Education 

747 

From the previous analysis, you concluded that there appears to be a dif- 
ference in average ages between those who are very satisfied with their 
jobs and those who are not. Younger people tend to be less satisfied with 
their jobs than older people. Now consider education. As always, your 
first step should be to look at the data values in the two groups. Look at 
the distributions, and try to see if there's anything unusual going on. For 
small sample sizes, see if the distribution of data values is approximately 
normal. 

Figure 13.5 contains the descriptive statistics for the two groups. You 
see that the very satisfied people are somewhat berter educated (or at least 
went to school longer) than those who are not very satisfied. The differ- 
ence is slightly more than a third of a year. Figure 13.6 shows the distri- 
bution of education graphically. From the boxplot, you see that the 
variability of the two groups is similar. Since the median for the very sat- 
isfied group is in the middie of the box, the distribution of values for the 

2.70 ( 

Based on the Levene test in Figure 13.7, there is no reason to doubt that 
the population variances are equal, so you can use the t value in the col- 
umn labeled Equal variances assumed to test the null hypothesis that in 
the population, the average years of education are the same for those who 
are very satisfied with their jobs and those who are not. The two-tailed 
significance level is 0.057, so you don't reject the null hypothesis. AS ex- 
pected, the 95% confidence interval for the mean difference includes the 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



To obtain this output, 
select the variables 
educ and satjob2 in 
the hdependent- 
Samples T Test dialog 
box. (See Figure 13.8.) 
Then activate the 
pivot table and from 
the menus choose: 
Pivot 

Transpose Rows 
and Columns 
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value of 0. (The lower bound of the 95% confidence interval is given in 
scientific notation. The lower limit is -0.011 years.) 

What kind of number has an E in it? When SPSS displays a very $&"? ~~~k small or very large number, it uses scientific notation. The number 

that follows the letter E tells you how many places the decimal must be 
moved. If the number following E is negative, move the decimal to the 
lefc. If the number following E is positive, move the decimal point to the 
right. For example, -1.lE-02 is -0.011; -1.1E02 is -110. 

If you don't like the format SPSS uses to display a number, activate tlie 
pivot table, select the cell, and from the menus choose: 

Format 
Cell properties ... 

Select the format you prefer in the Value tab of the Cell properties dialog 
box. 8 11 B4 

Figure 13.7 Independent-samples t test of education by job 
satisfaction 

t-test for Equality of Means 

Levene's Test for Equality of 
Variances 

I Mean Difference , 

F 
Sig. 

Equal 

I ( Std. Error Difference 1 .20 1 .20 1 

JAK TESTOWAT MULOVOU MVPOT~ZU 0 SHOBE NEKOL 
POPWLACN CH PWOMERO. 

95% Confidence 
Interval of the Mean 

-1.lOE-02 

.77 

Lower 

Upper 

-1.42E-02 

.77 
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a What is analysis of variance? 
What assumptions about the data are needed to use analysis-of- 
variance techniques? 
How is the F ratio computed, and what does it tell you? 

* Why do you need multiple comparison procedures? 

You've already learned how to test hypotheses about two population 
means usingthe paired-samples t test and the independent-samples t test. 
Often, however, you want to compare more than two population 
means. For example, if you are studying four methods for teaching 
mathematics, you want to compare average test scores for all four 
groups. Or, if you are testing seven different treatments for lowering 
cholesterol, you may want to compare the average final cholesterol lev- 
els for all seven methods. In this chapter, you'll learn how to test the null 
hypothesis that several independent population means are equal. The 
technique you'll use is called analysis of variance, usually abbreviated as 
ANOVA. 

B This chapter uses the gssft.sav data file, which includes only people 
holding full-time jobs. For instructions on how to obtain the One- 
Way ANOVA output shown in the chapter, see "How to Obtain a 
One-Way Analysis of Variance" on p. 274. 

260 Chapter 14 

In Chapter 11, you looked at the average number of hours worked in a 
weelc by college graduates. Based on the results from the General Social 
Survey, you rejected the null hypothesis that the average work week is 40. 
hours. You found the 95% confidence interval for &e population value- 
for the average number of hours worked to be from 46.16 hours to 49.30 
hours. So it's not inconceivable that the average college graduate works 
almost an extra 8-hour day each week. 

An obvious question that arises is whether it's just college graduates 
who suffer from the expansion of the work week, or is everyone, regard- 
less of educational background, working more? Using the General Socia 
Survey, you can look at the average number of hours worked by full-time 
employees of various educational backgrounds. 

Describing the Data 

You see in Figure 14.1 that the average work week for all full-time em- 
ployees is 46.29 hours. (It's the entry in the column labeled Total.) The 
average work weelc ranges from a low of 43.69 hours for people without 
a high school diploma to a high of 50.27 hours for people with graduate 
degrees. 

Figure 14.1 Descriptive statistics for hours worked 

To obtain this 
output, from 
the menus 
choose: 
Statistics 

Compare Means b 
One-Way ANOVA ... 

Select the variables 
hrs I and degree, as 
shown in Figure 74.5. 

In the One-Way 
ANOVA Opt~ons 
dialog box, select 
Descriptive, as 
shown in 
Figure 14.7. 
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In the row labeled Std. Deviation, you see that the smallest variability 
in hours worked is for people with less than a high school diploma, 
while the largest is for people with bachelor's degrees. The next column, 
labeled Standard Error, tells you how much the sample means vary in 
repeated samples from the same population. For each group, it's the 
standard deviation divided by the square root of the sample size. The 
smallest standard'error is for high school graduates, since they are the 
largest group. 

Confidence Intervals for the Group Means 

You can obtain 
this error barchart 
using the Graphs 
menu, as 

' 

. 

HAS1 Number of Hours Worked Last Week 

DEGREE RS Highest Degree 

described in 
"Error Bar 
Charts" on p. 523 
1n Append~x A. 

, 

Less than 
HS 

52 

Mean 43.69 45.77 

8.72 10.68 

SM. Error 1.21 .54 

41.26 44.72 

46.12 46.83 

Minimum 20 

Maximum 70 80 

In the Define 
Simple Error Bar 
Summaries for 
Gmups of Cases 
dialog box, select 
the variables hrsl 
and degree. 

In the last two columns of Figure 14.1, you see for each group the 95% 
confidence interval for the population value of the average hours worked 
per week. You are 95% confident that the true worlc weelc for those with 
less than a high school diploma is between 41.26 and 46.12 hours. For 
those with a graduate degree, you are 95% confident that the true aver- 
age work week is between 47.82 and 52.72 hours. 

High school 

387 

45.87 

11.66 

1.59 

42.69 

49.05 

25 

80 

Figure 14.2 Plot of sample means and 95% confidence intervals 

Lassthm HS High scbd Judormllags Bachelor Qmdua~ 

Junior 
college 

54 

46.38 

12.89 

1.01 

44.38 

48.38 

5 

89 , 

Respondenfs Highest Degree 

Plots of the means and confidence intervals are shown in Figure 14.2. 
You see that the 95% confidence interval for high school graduates is the 
narrowest. That's because there are so many of them in the sample. Many 
of the confidence intervals in Figure 14.2 overlap. That tells you that 
some of the values that are plausible for the true work weelc in one group 
are also plausible for the true work week in the others. The exception is 
the confidence interval for those with graduate degrees. It doesn't overlap 

Bachelor 

162 

50.27 

11.44 

1.23 

47.82 

52.72 

34 

69 , 

the confidence interval for those with less than a high school education, 
nor the interval for those with a high school education. 

48.29 

11.27 

.41 

4 5 . 4 8 .  

47.10 

5 

89 , 

B Can you tell from the plot if the 40-hour work week is a reason- 
able guess for the true hours worked per week? Sure. Remember, 

if a value doesn't fall in the 95% confidence interval for the mean, you 
can reject the hypothesis that it's a plausible population value. You see in 
Figure 14.2 that the value 40 is not included in any of the confidence in- 
tervals. That means you can reject the hypothesis that it's a reasonable 
value for any of the groups. It appears that the 40-hour worlc week may 
be a thing of the past, regardless of your education level. P B ~  

Graduata 

86 

Besting the Null Hypothesis 

The descriptive statistics and plots suggest that there are differences in the 
average worlc week among the five education groups. Now you need to 
figure out whether the observed differences in the samples may be attrib- 
uted to just the natural variability among sample means or whether 
there's reason to believe that some of the five groups have different values 
in the population for average hours worked. 

The null hypothesis says that the population means for all five groups 
are the same. That is, there is no difference in the average hours worked for 
people in the five education categories. The alternative hypothesis is that 
there is a difference. The alternative hypothesis doesn't say which groups 
differ from one another. It just says that the groups means are not all the 
same in the population; at least one of the groups differs from the others. 

The statistical technique you'll use to test the null hypothesis is called 
analysis of variance (abbreviated ANOVA). It's called analysis of vari- 
ance because it examines the variability of the sample values. You look at 
how much the observations within each group vary as well as how much 
the group means vary. Based on these two estimates of variability, you 
can draw conclusions about the population means. If the sample means 
vary more than you expect based on the variability of the observations in 
the groups, you can conclude that the population means are not all equal. 

SPSS contains several different procedures that perform analysis of 
variance. In this chapter, you'll use the One-Way ANOVA procedure. It's 
called one-way analysis of variance because cases are assigned to different 
groups based on their values for one variable. In this example, you form 
the groups based on the values of the degree variable. The variable used 
to form groups is called a factor. In Chapter 15, you'll learn how to test 
hypotheses when cases are classified into groups based on their values for 
two factors. 

Total 

741 
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Assumptions Needed for Analysis of Variance 
Analysis of variance requires the following assumptions: . 

Independent random samples have been taken from each population, 
* The populations are normal. 

The population variances are all equal. 

fie Kruskal-Wa!lis 
test, descr~bed ~n Independence. The independence assumption means that there is no re- 
Chaprer requires lationship between the observations in the different groups and between more 11m1ted 
assumptions about the observations in the same group. For example, if you administer four 
the data. different treatments to each individual, you cannot use the one-way anal- 

ysis-of-variance procedure to analyze the data. Observations from the 
same individual appear in each of the groups, so they are not indepen- 
dent. (In this situation, you must use an extension of the paired-sampks 
t test. It's called repeated measures analysis of variance, a topic not cov- 
ered in this book.) Observations within a group are also not independent 
if conditions are changing with time. For example, if you are explainir~g 
a task to subjects and your instructions get better with time, early subjects 
may not perform as well as later subjects. In this situation, the response 
of the subject depends on the point in time he or she entered into the 
studjr. '~ons'ecutive subjects will be similar to each other. 

Normality. The normality assumption in analysis of variance can be 
checked by making histograms or normal probability plots for each of the 
groups. In practice, the analysis of variance is not heavily dependent on 
the normality assumption. As long as the data are not extremely non-nor- 
mall you do not have to worry. (If your sample sizes in the groups are 
small, you should be aware of the impact of unusual observations, which 
can have a big effect on the mean and standard deviation. You can rerun 
the analysis without the unusual point to make swe that you reach the 
same conclusions.) 

Equality of Variance. The equality of variance assumption can be 
checked by examining the spread of the observations in the box plot. You 
can also compute the Levene test for equality of variance, which is avaiJ.- 
able in the Explore and One-Way procedures. In practice, if the number 
of cases in each of the groups is similar, the equality of variance assump- 
tion is not too important. 
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Let's look a little more closely now at the two types of variability and how 
they are used to test the null hypothesis that the population values for av- 
erage hours worked per week are the same for people in the five education 
categories. The game plan is as follows: You want to know whether your 
sample means vary more than you would expect if the null hypothesis is 
true. First, you'll see how much the observations in a group vary, and then 
you'll see how much the sample means vary. If the sample means vary 
more than you expect, you'll reject the null hypothesis. 

Within-Groups Variability 

The within-groups estimate of variability, as its name suggests, tells you 
how much the observations within a group vary. The sample variance of 
each group estimates within-groups variability. One of the assumptions 
of analysis of variance is that all groups come from populations with the 
same variance. That makes it possible for you to average the variances in 
each of the groups to come up with a single number, which is the within- 
groups variance. (You'll see later how this averaging is done. You can't 
just add up the sample variances and divide by the number of groups.) 

You might wonder why you can't just put all of your observations to- 
gether and compute the variance. The reason is that you don't know if all 
of the groups have the same population mean. If they don't, pooling all 
the values together will give you the wrong answer. For example, suppose 
that all people without a high school diploma work exactly 40 hours a 
week; all people with a high school diploma work exactly 43 hours a 
week; and all people with a college degree worlc exactly 45 hours. The 
variance in each of the groups is 0, since the values within a group don't 
vary at all. The correct estimate of the within-groups variance is also 0. 
If you compute the variance for all cases together, it wouldn't be close to 
0. The observed variability would be the result of differences in the means 
of the three groups. 

Between-Groups Variability 

You have a sample mean for each of the groups in your study. If all of the 
groups have the same number of cases, you can find the standard devia- 
tion of the sample means. What would that tell you? If all the groups 
come from populations with the same mean and variance, the standard 
deviation of the sample means tells you how much sample means from 
the same population vary. The standard deviation of the sample means is 
an estimate of the standard error of the mean. 

What should I do if I suspect that my  data violate the necessary 
assumptions? Well, it depends on which assumption is being vio- 

lated. For example, if you're worriec! about the normality or equal- 
variance assumptions, sometimes you can transform your data so that the 
distribution of values is more normal or the variances in the groups are 
more similar. Taking logarithms or square roots of the data values is often 
helpful. If this fails, you can use a statistical test that makes fewer as- 
sumptions about the data. In paicicular, you may want to use the 
ICruslcal-Waliis test described in Chapter 17. 

The situation is considerably more complicated if you're worried 
about whether the groups are somehow biased. That is, you're concerned 
that one or more of your samples differs in some important way from the 
population of interest. For example, if you want to compare four medical 
treatments, and the participating physicians have assigned the sickest 
patients to a particular group, you've got a real problem. You may not be 
able to draw any correct conclusions from your data. That's why it's very 
important when comparing several treatments or conditions, to make 
sure that the subjects are randomly assigned to the different groups. 
Randomly doesn't mean haphazardly. It means that you must have a'well 
organized system for random assignment of cases. .PsB 

Anajyzing the Variability 

In analysis of variance, the observed variability in the sample is divided 
(partitioned, in statistical lingo) into two parts: variability of the obsema- 
tions within a group about the group mean, and variability between the 
group means. 

Why  are we talking about variability? Aren't w e  testing hypothe- 
ses about m e a d  Yes, we're testing hypotheses about population, 

means; but as you've seen in previous chapters, your conclusions about 
population means are always based on looking at the variability of sam- 
ple means. You have to determine if your sample mean is outside the usu- 
al range of variability of sample means from the population. 

In analysis of variance, you'll look at how much your observed sample 
means vary. You'll compare this observed variability to the expected vat]- 
ability if the null hypothesis that all population means are the same is - 
true. If the sample means vary more than you'd expect, you have reason 
to believe that this extra variability is because some of groups don't have; 
the same population mean. (If you have two independent groups, you'Ir 
get the same results using ANOVA or the equal variance t test.) P mP 
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From the standard error of the mean, you can estimate the standard 
deviztion of the observations. You do this by multiplying the standard er- 
ror of the mean by the square root of the number of cases in a group. 
.. -- $# Where did that come f r o m  The standard error of the mean is the 
31%~ standard deviation of the observations divided by the square root 

of the sample size. So, using simple algebra, the standard deviation is the 
standard error of the mean multiplied by the square root of the sample 
size. Thus, 

error = standard deviation 

J W k  
and 

standard deviation = standard error x j&$ziie mmn 

If you square the estimate of the standard deviation, you have a quan- 
tity that's called the between-groups estimate of variability. It's called 
the between-groups estimate of variabili.~ because it's based on how 
much sample means vary between the groups. 

Comparing the Two Estimates sf Variability 

YOU now have two estimates of how much the observations within a 
group vary: the within-groups estimate and the between-gro,ups estimate. 
These two estimates differ in a very important way: the between-groups 
estimate of variance will be correct only if the null hypothesis is true. If 
the null hypothesis is false, the between-groups estimate of variance will 
be too large. The observed variability of the sample means will be the re- 
sult of two factors: the variability of the observations within a group and 
the variability of the population means. The within-groups estimate of 
variability doesn't depend on the null hypothesis being true. It's always a 
good estimate. 

Your decision about the null hypothesis will be based on comparing 
the between-groups and the within-groups estimates of variability. You'll 
see how much the number of hours worked varies for individuals in the 
same education group. This will give you the within-groups estimate of 
variability. Then you'll see how much the means of the five groups vary. 
Based on this, you'll calculate the between-groups estimate of variability. 
If the between-groups estimate is sufficiently larger than the within- 
groups estimate, you'll reject the null hypothesis that all of the means are 
equal in the population. 
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The Analysis-of-Variance Table 

The estimates of variability that we've been taking about are usually dis- 
played in what's called an analysis-of-variance table. Figure 14.3 is the 
analysis-of-variance table for the test of the null hypothesis that the pop- 
ulation value for average hours worked per week is the same for people 
in five categories of education. By looking at this table, you'll be able to 
tell whether you have enough evidence to reject the n d  hypothesis. 

Figure 14.3 Analysis-of-variance table 

tain this,output, 
.r the variables 
md degree in the 
Way ANOVA 
r box, as shown 
ure 74.5. 

Sig. 

456.479 

" Ratio of mean 
'squares. 

Tne two estimates of variability are shown in the column labeled Mean 
Square. Their ratio is in the column labeled F. If the null hypothesis is 
true, you expect the ratio of the between-groups mean square to the 
within-groups mean square to be close to 1, since they are both esti- 
mates of the population variance. Large values for the P ratio indicate 
that the sample means vary more than you would expect if the null hy- 
pothesis were true. 

You can tell if your observed F ratio of 3.65 is large enough for you to 
reject the null hypothesis by looking at the observed sigdicance level, 
which is labeled Sig. You see that the probability of obtaining an P ratio 
of 3.65 or larger when the null hypothesis is true is 0.006. Only 6 times 
in 1000, when the null hypothesis is true, would you expect to see a ratio 
this large or larger. So you can reject the null hypothesis. It's unlilcely that 
the number of hours worked per week is the same for the five groups in 
the population. 

Now that you know the punch line, let's see where all the numbers are 
coming from. 

Estimating Within-Groups Variability 

You need three steps to compute the within-groups estimate of variability 

1. First, you must compute what's called the within-groups sum of 
squares. Take all of the standard deviations in Figure 14.1 and square 
them to obtain variances. Then multiply each variance by one less than 
the number of cases in the group. Finally, add up the values ior all of 
the groups. The within-groups sum of squares is: 

(8.722 x 51) + (10.58'~ 386) + ( 1 1 . 6 6 ~ ~  53) Equation 14.1 
+ ( 1 2 . ~ 9 ~  x 161) +(11.44~ x 85) = 92148.28 

You see this number in the second row of Figure 14.3 in the column la- 
beled Sum of Squares. (You have to use more decimal places for the 
standard deviation than shown above to get exactly the answer given.) 

2. Next, you must compute the degrees of freedom. That's easy to  do. For 
each group, you compute the number of cases minus 1, and then add 
up these numbers for all of the groups. In this example, the degrees of 
freedom are: 

degrees of freedom = 51 + 386 + 53 + 161 + 85 = 736 Equation 14.2 

This number is shown in the Within Groups row of Figure 14.3, in the 
column labeled df (for degrees of freedom). 

3. Finally, divide the sum of squares by its degrees of freedom, to get 
what's called a mean square. This is the estimate of the average vari- 
ability in the groups. It's really nothing more than an average of the 
variances in each of the groups, adjusted for the fact that thg number 
of observations in the groups differs. Your estimate of the variance for 
the number of hours worked, based on the variability of the observa- 
tions within each of the groups, is 125.20. 

Estimating Between-Groups Variability 

You also need three steps to calculate the between-groups esrimate of 
variability. 

1. First, you compute the between-groups sum of squares. Subtract the 
.overall mean (the mean of a l l  of the observations) from each group 
mean. Then square each difference, and multiply the square by the 
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number of observations in its group.Finally, add up all the results. For 
this example, the between-groups sum of squares is: 

Equation 14.3 

2. Next, you must compute the degrees of freedom. The degrees of free- 
dom for the between-groups sum of squares is just the number of 
groups minus 1. In this example, there are five education groups, so 
the degrees of freedom for the between-groups sum of squares is 4. 

3. Pially, calculate the between-groups mean square by dividing the be- 
tween-groups sum of squares by its degrees of freedom. The between- 
groups mean square is 456.48. 

1 %  I Calculating the F Ratio 
You now have the two estimates of the variability in the population: the 
withi-groups mean square and the between-groups mean square. The F 
ratio is simply the ratio of these two estimates. Take the between-groups 
mean square and divide it by the within-groups mean square: 

= between-groupsmean square = 456.48 - 3.65 Equation 14,4 
within-groups mean square 125.20 

(Remember, the within-groups mean square is based on how much the 
observations within each of the groups vary. The between-groups mean 
square is based on how much the group means vary among themselves.) 
If the null hypothesis that the average hours worked per week is the same 
for the five groups is true, the two numbers should be close to each other. 
If you divide one by the other, the result should be close to 1. 

As you see, the ratio of the two estimates is not 1. Does that mean you 
automatically reject the null hypothesis? No. You lcnow that your sample 
ratio will not be exactly 1, even if the null hypothesis is true. You need to 
figure out how often you would expect to see a sample value of 3.65 or 

greater when the null hypothesis is true. That is, you need to dettrmine 
whether your sample results are unlilcely if the null hypothesis is true. 

The observed significance level is calculated by comparing your ob- 
served F ratio to values of the F distribution. The observed signlfi 1 cance 
level depends on both the observed P ratio and the degrees of freedom for 
the two mean squaies. 

What's the F distribution? Like the normal and t distributions, the 
F distribution is defined mathematically. It's used when you want 

to test hypotheses about population variances. The Central L i t  Theo- 
rem doesn't worlc for variances. Their distributions are not normal. The 
ratio of two sample variances from normal populations has an F distri- 
bution. The F distribution is indexed by two values for the degrees of 
freedom, one for the numerator and one for the denominator. The de- 
grees of freedom depend on the number of observations used to calculate 
the two variances. .Pa 

In Figure 14.3, you see that the observed significance level for this ex- 
ample is 0.006. Since the value is small, you can reject the null hypoth- 
esis that the average hours worked per week in the population is the 
same for the five groups. The observed sample results are not lilcely to 
occur when the null hypothesis is true. 

MuBtipie Comparison Procedures 
. ... 

A sta&tically significant F ratio tells you only that it appears unlikely 
that all population means are equal. It doesn't tell you which groups are 
different from each other. You can reject the null hypothesis that all 
population means are equal in a variety of situations. For example, it 
may be that the average hours worked differs for all of the five groups. 
Or it may be that only one or two of the groups differ from the rest. 
Usually when you've rejected the null hypothesis, you w m t  to pinpoint 
exactly where the differences are. To do this, you must use multiple 
comparison procedures. 
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Why do you need yet another statistical technique? Why can't you 
just comnpnre all possible pairs of nzeans using t tests? The reason 

for not using many t tests is that when you make many comparisons in- 
volving the same means, the probability increases that one or more com- 
parisons will turn out to be statistically significant, even when all the 
population means ,are equal. This is known as the multiple comparison 
problem. 

For example, if you have 5 groups and compare all pairs of means, 
you're making 10 comparisons. When the null hypothesis is true, the 
probability that at least 1 of the 10 observed significance levels is less 
than 0.05 is about 0.29. With 10 means (45 comparisons), the probabil- 
ity of finding at least one significant difference is about 0.63. The more 
comparisons you make, the more likely it is that you'll find 1 or more 
pairs to be statistically different, even if all population means really are 
equal. 

Multiple comparison procedures protect you from calling differences 
significant when they really aren't. This is accomplished by adjusting the 
observed significance level for the number of comparisons that you are 
making, since each comparison provides another opportunity to reject 
the null hypothesis. The more comparisons you malte, the larger the dif- 
ference between pairs of means must be for a multiple comparison pro- 
cedure to call it statistically significant. That's why you should look only 
at differences between pairs of means that you are interested in. When 
you use a multiple comparison procedure, you can be more confident that 
you are finding true differences. mk%lBll 

Many multiple comparison procedures are available. They differ in how 
they adjust the observed significance level. One of the simplest is the 
Bonferroni procedure. It adjusts the observed significance level by mul- 
tiplying it by the number of comparisons being made. For example, if 
you are making five comparisons, the observed significance level for 
each comparison must be less than 0.0515, or 0.01, for the difference to 
be significant at the 0.05 level. 

272 Chapter 14 

To obtain the 
Bonferroni test, 
selectPostHocin 
the One-Way 
ANOVA dialog 
box. Then select 
Bonferroni, as 
shown rn Figure 
74.6. 

Figure 14.4 Bonferroni multiple comparison test on hours 
worked 

Dependent Variable: Number of Hours Worked Last Waak 

Bonferroni 

1 
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If you want to compare all five education groups to one another, you 
can form 10 unique pairs of groups. Statistics for all pairs of group com- 
parisons using the Bonferroni multiple comparison procedure are 
shown in Figure 14.4. There are a lot of numbers, but they're not hard 
to understand. Each row corresponds to a comparison of two groups. 
The first row is for the comparison of the less than high school group 
to the high school group. The last row is for the comparison of the grad- 
uate group to the bachelor's degree group. The difference in hours 
worked between the two groups is shown in the column labeled Mean 
Difference. Pairs of means that are significantly different from each oth- 
er are marked with an asterisk. You see that people with graduate de- 
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gees work significantly longer than people with less than a high school 
education and people with graduate degrees work significantly longer 
than people with just a high school education. No two other groups are 
significantly different from one another. The table shows all possible 
pairs of groups twice. There is a row for the comparison of bachelor to 
graduate and anorher row for the comparison of graduate to bachelor. 
These two rows are identical, except for the sign of the mean difference. 

The column labeled Std. Error (of the difference) is calculated from the 
within-groups estimate of the standard deviation and the sample sizes in 
each of the two groups. The observed signrficance level for the test of the 
null hypothesis that the two groups come from populations with the same 
mean is shown in the column labeled Sig. Looking down the column of 
observed significance levels, you see that four of them are less than 0.05. 
(Note that the mean differences for these pairs are marked with an aster- 
isk.) The 95% confidence interval for the mean difference gives you a 
range of values that you expect would include the true population differ- 
ence between the two groups. For example, it's possible that the true dif- 
ference between the hours worked by people with graduate degrees and 
people with less than a high school education is anywhere between 1 and 
12 hours. Note that the confidence intervals for the pairs that are signif- 
icantly different from one another do not include the value 0. The confi- 
dence intervals are also modified to take into account the fact that 10 
pairs of means are being compared. They are wider than they would be if 
only one pair of means was being compared. 

How come the graduate degree group isn't different from the jun- 
ior college group too? Whether a difference between two groups 

is statistically sigDlficant depends on how big the difference is between 
the two groups and how many cases there are in each of the groups. (The 
same estimate of variance is used for all groups.) The average hours 
worked for junior college grads is very similar to the average hours 
worked for high school grads. However, there are only 54  people with 
junior college degrees. It's possible that you'll find in the pairwise table 
of differences that smaller differences between two groups may be signif- 
icant, while larger differences between other groups are not. That's the 
result of differences in the sample sizes between the groups. H ~a a~ 

-8.73 

1.334 

2.174 

1.625 

1.758 

2.57 

,009 

1.000 

1.000 

1.000 

1.334 

1.943 

1.493 

,009 

1.000 

1.000 

1.000 

-12.11 

-2.57 

-4.67 

-3.56 

,008 

.239 

.094 

-1.04 
6.73 

4.48 

2.34 

426 

-3.94 

4.48 

-5.46 

-.74 

8.30 

4.87 

4.44 

.74 

-1.07 

-32 

826 

9.87 

8.09 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



ACE (modu ANAL\/ZE: procedupa Crasslabs 

6.3.1 Creating a Bivariate Frequency Distribution 

To illustrate how a table is constructed, Table 6.4 shows a tolerance score and a 
gender score for each of 13 fictitious individuals. The bivariate distribution is set 
up as shown, with the categories of tolerance (here two categories, high and low) 
down the stub or side of the table, and the categories of gender across the heatling 
at the top. 

This table is a 2 by 2 table, or fourfold table, because it has two rows and 
two columns (or four cells in the body of the table where the rows and columns 
intersect). Tables can, of course, have any number of rows and column (in general 
we refer to an r by c table where r refers to the number of rows and c to the number 
of columns); rand c depend upon the number of categories that are distinguished 
for row and column variables. 

The problem now is to count the number of cases that have various possible 
combinations of values on the two variables, and to enter these totals into the table 
to form a bivariate frequency distribution. Notice that 3 of the 13 cases in this 
sample are males who are "high" on tolerance, 3 are males who are "low" on 
tolerance, 5 are females who are "high" on tolerance, and 2 are females who are 
"low" on tolerance. These numbers are written in the boxes or cells in the body of 
the table corresponding to the appropriate row and column labels shown in Ta.ble 
6.4. Sometimes it is helpful to create a tally within each cell as a workmanlike way 
to assure accuracy. 

Each of the boxes in the table is called a cell and the frequency in a cell is 
called a cell frequency. Cell frequencies are sometimes symbolized by the small 
letter nu, where the first subscript (i) indicates the number of the row and the 
second subscript ( j )  indicates the number of the column, as follows: 

- 
Column I Column 2 Row Totals 

Row1 n11 n1: Zn1, 
Row 2 n2 I n,, zn2, 

Column totals $.nil . Fni2 N 

They indicate the number of cases in the total sample that fall in a certain category 
of the row and column variables as indicated by the row and column labels.' The 
cell frequencies indicate the number of cases with two characteristics simu1t;a- 
neously. Row and column totals each add up to 13, the total number of cases there 
were. The cell frequencies constitute the conditional distributions, and the row 
and column totals reflect the marginals or univariate distribution of each variabte. 

* Some authors use a different set of symbols for row and column totals, where a dot is used in 
place of a subscript for totals. Thus n., would be the sum of column 1 over all of the rows in 
the table (the row subscript is replaced by a dot) instead of C n,, .and n,. wouldsvmbolize the - - 
total of TOW one, instead of In,,. One could use nrather thin   or Z Z ~ , ~  to indicate the grand 

J total number of cases. 

16.3.2 Traditions of Table Layout 

As mentioned above (Section 6.3) tables usually are set up so that the dependent 
variable is the one with categories listed down thestub, or left side of the table, and 
the independent variable is listed across the top in the heading. This convention, of 
course, is not always kept, but it does tend to aid the examination of conditional 
distributions in each column to have it set up this way. Table 6.3 illustrates proper 
labeling of a table. Notice that low categories of the independent variable. where 
there are low categories on that variable, are listed at the left and the high 
categories at the right. For the dependent variable the high categories are at the 
top of the table and the low categories are at the bottom. This is similar tb the 
labeling of other graphs, although in the case of tables the convention is not as 
rigidly adhered to, and the investigator would do we! to double check the table 
layout before proceeding to make any interpretation. 

A table usually has a title that lists the dependent variable, whether the table 
contains frequencies or percentages (or some other measure), the independent 
variable(& and the kind of case upon which the measurements were taken. 
Table 6.3 contains data on 7,714 individuals. If the table is a percentaged table. 
it is important to indicate the base upon which the percentage was computed in 
brackets, at the bottom by the column total percentages*, when this is done, cell 
frequencies may be omitted from a percentaged table. The source of' data is 
indicated, typically, in a footnote to the table, and both the stub and heading are 
clearly marked with the variable and the name of each of the categories of each 
variable. 

Table 6.4 is a frequency table. It has categories of the tolerance variable 
down the side (the stub), and categories of the variable, gender, across the top. In 
this case, tolerance played the role of dependent variable. 

Notice that cell frequencies in columns are summed, and the sums are put a t  
the bottom of the table. Rows are also summed, and the totals put a t  the right-hand 
side. These row and column totals are called marginals, or simply row totals and 
m!urnn totals, and they are merely the univariate distribution of each variable 
separately. 

If the table shows percentages it is called a bivafiatepercentage distribution, 
and if frequencies are shown, it  is called a bivariate frequency distribution. 

Percentaged Tables 

Probably the most often used type of table is the percentaged table. Its value lies in 
the way it  helps one to make comparisons across the conditional distributions one 
wants to compare. The basic rule for computing percentages in a table is as follows: 

Computepercentages in  the direction of the independent uariable. 

This means that percentages should sum up to 100% for each category of the 
independent variable. For tables set up such as Table 6.3, the percentaging rule 

O then row ' This is true if column totals are the bases of percentages. If rows sum to 10Dh 
total frequencies are given. 
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leads to computation with column totals as the base of the percentage: thus 
column percentages add up to 100% for each column. If the independent variable 
and the dependent variable were switched around, the percentages would have to 
be run in the other direction. There are three ways that a table can be percentaged, 
as shown in Table 6.5, using the hypothetical data from Table 6.4. Tables could 
be percentaged with column totals as the base of percentages, with row totals 
as the base of percentages, and with the  grand total as the base of percentages. 
Since the dependent variable is down the stub of Table 6.4, the proper table to 
examine to see what differences there may be between categories of the gender 

variable would be  to percentage with column totals (the number of males or the 
number of Females) a s  the base of the percentages. One wants to tontrast the dis- 
tribution of the dependent variable between men and women, and the only way 
to do this is to take out the effect of different numbers of men and women by per- 
centaging down (in the direction of the independent variable). This type of opera- 
tion permits one to make comparisons in the other direction. Comparisons are 
made in the opposite direction from the way percentages are run. 

Independent Variable - COMPARE 

v 

TABLE 6.6 ILLU~TRATION OF DIFFERENT WAYS PERCENTAGES CAN BE COMPUTED ON 

TABLES 
7 

Oripinal Frequency Distribution from Table 6.4 

Gender 

ToleranceLecel Male Female Total 

High 3 5 8 
Low 3 2 5 - - - 
Total 6 7 13 

Comparisons are made in a percentaged table by examining differences 
between percentages. In Table 6.5A. for example, the difference between percent- . 

age "high" on tolerance among men and women is 2l94 (71% - 50% = 219;). This 
value is called epsilon, the percentage difference in a table. and it is  symbolized by 
the Greek letter E. For tables larger than a 2 by 2 table, there are a number of 
percentage contrasts o r  epsilons that may be computed and used in interpretation. 
Epsilon will be discussed further later on in this chapter. 

Sometimes an  investigator will compute percentages. as in Table 6.5C. with 
the total number of cases (N) as the base forallcellpercentages. Wherti this is done. 
we no longer can compare conditional distributions, but we can express the 
percentage of cases that have each of thedifferent combinations of characteristics 
labeled by the rows and columns. 

If it is not clear which variable is dependent or  independent, or if we could 

A. Percenfa~ine to Column Totals as the Base 

Gender 

Tolerance Leuel Male Female Total 

High 50% 71% 62% 
Low 50 - 29 - 38 - 
Total 100% 100% 100% think of the data in both ways, we might compute percentages to both row and 

column totals (as in Tables 6.5A and 6.5B) and examirte each table. Table 6.5.4 would 
permit us to say that females are more likely to be highkr on tolerance than are 
males. Table 6.5B would permit us to say that high-tolerance people are more likely 
to be remale than are low-tolerance people-a subtle shift with worlds of import, 
as we shall soon see. 

As shown in Table 6.5, percentaging down permits an examination of any 
influence gender may have on the distribution of tolerance; percentaging across . 
shows the possible recruitment pattern into tolerance levels from each gender, and 
percentaging to the grand total permits us to examine the joint percentage 
distribution of tolerance levels and gender. 

B. Percenla~in~ to Row Totals as the Base 

Gender 

ToleranceLeuel Male Female Total 

High 38% 62 100% 
Low 6 3  40 - looO/o - 
Total 46% 54 100% 

C. Percenta~in~ to Ouerall Grand Total as the Base 

Gender 

Tolerance Level Male Female Total 

High 23% 39% 62% 
Low 23% 15% - 38 
Total 46% 54 100% - 
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In the table below, however, there is no association between "toenail length" and 
"education," and this is shown by the fact that there is no difference in the 
percentage distribution of education (the dependent variable) regardless of the 
category of the independent variable within which we examine the dependent 
variable. 
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I s  I 6.4 FOUR CHARACTERISTICS OF AN ASSOCIATION 

Going back to a bivariate distribution such as that shown inTable6.3. we can think 
of that distribution as a relationship between two variables. Suppose we want to 
know how the distribution of the dependent variable varies as we move from 
category to category of the other variable. The way two variables relate to each 
other is called an association between the variables. In Table 6.3, as city size 
increased, the percentage of individuals showing higher tolerance increased. The 
two variables were associated in that particular fashion. 

We can speak of the association of any two variables and describe that 
association in terms of a percentaged table, as we have shown. There are other 
ways to summarize the association, however, and, in fact. there are four 
characteristics of an association that we will single out for summary. just as there 
are three characteristics of an univariate distribution that we summarized in 
terms of different index numbers (i.e., central tendency, variation. and form). The 
four aspects of a bivariate association are: 

Toenail Len~th 

Education Short Long Total 

High 33Ob 33% 33% 
Low 67 67 67 - - -  
Total 10O0!, 100% lOOq$ 

(521) (1756) (2277) 

In the following table i t  is clear that there is an association between social class 
and the number of arrests, because the percentage distributions, comparing across 
the way percentages were run, are different. 

1. Whether or not an association exists. 
2. The strength of that association. 
3. The direction of the association. 
4. The nature of the association. 

Social Class 
Number of 

Arrests Lou Medium Hi~h 

Each of these characteristics will be discussed in turn, and in the next 
chapter we will develop several alternative measures of them. In fact, we will 
create a single number that will be used to describe the f i s t  three features of an  
association listed above and in some cases a simple formula can be used as an 
efficient description of the last. 

None 1600 28% 45% 
Few 18 18 35 

54 20 Many 66 - - 
Total 100yO 100% 1M10/. 

(129) (129) (13) 

6.4.1 The Existence of an Association 
Recall that there is a name for these comparisons: epsilon ( E ) ,  which is the 

pert-atage difference computed across the way percentages wkre run in a table. In 
a table where all of the epsilons are 0, there is no association. If any epsilon iS non- 
0, there is an association in  the data even though we may not choose to consider the 
very small differences important enough to talk about. 

The second way to tell whether or not there is an associ~tion in a table is to 
compare the actual observed table frequencies k i th  the frequencies we would 
expect if there were no association, or expected frequencies. If the match 
between actual data and our model of no association is perfect, then there is no 
association in the actual data between/the two vaqables that were cross-tabulated 
in the table. 

An association is said to exist between two variables if the distribution of one 
variable differs in some respect between a t  least some of the categories of the other 
variable. This rather general statement can be pinned down in a number of ways, 
the first of which we have already discussed. If, after computing percentages in the 
appropriate direction in a table, there is any difference between percentage 
distributions, we would say that an  association exists in these data. In the table, 
below, the distribution of education is slightly different for men compared wit,h 
women. We know this by percentaging in the direction of the independent variable 
and comparing across. 

Education Men Women Total 
6.4.la No-Association Models 

A model of n o  association can be set up for a specific table as follows. 
Usually in setting up a model of the way frequencies in a table should look if there 
were no association, we assume that the marginal distribution of each variable is 
the way i t  is in the observed data table, and that the total number of cases is the 
same. The problem is to specify the pattern of cell frequencies in the body ~f the 

High 40% 38% 38% 
Low 60 62 62 - - -  
Total 100% 100% 100% 

(43) (56) (99) 
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table in a way that shows no association. As an example, suppose the marginals 
for variables X and Y,are as follows: 

(XI 

fY) Low High Total 

High a b 57 
Low c - d 50 - 
Total 34 73 107 

The problem is to find a pattern of frequencies for cells a, b, c, and d such that they 
exhibit no association between X and Y. The reasoning goes like this. If there is  no 
association in the table, then the ratio of "high" cell frequencies for variable Y as 
related to the corresponding column totals should be the same throughout the 
table, as it is in the overall distribution of Y itself, namely 57 to 107. In the table 
above. we would expect 571107th~ of the 34 cases in the "low" category of Xto be in 
the "high" category of Y. Furthermore, we would expect the same ratio, 57/107ths 
of the 73 cases in the high column of Xto  be in the top row. This would mean thal, 
relatively speaking, there is no difference between the proportion of cases in the 
top row for any column of the table. 

57 
-43.1) = .533(34) = 18.1 cases expected in cell a 
107 

57 
-473) = .533(73) = 38.9 cases expected in cell b 
107 

Given that one of the above cell Frequencies in a 2 by 2 table is computed, the other 
expected cell frequencies could be determined by subtraction. The resulting table 
of expected cell frequencies (expected if there were no association between the two 
variables X and Y for these 107 cases) is  shown below. 

-- 

"EXPECTED" CELL FREQUENCIES 

(XI 

IY) Low High Total 

High 18.1 38.9 57.0 
Low - 15.9 34.1 50.0 
Total 34.0 73.0 107.0 

This is a hypothetical tabulation showing no association and thus fractional 
frequencies are acceptable. 

Expected cell frequencies (f,) can be computed for a given cell by multiplying 
the row total for that cell by the column total for that cell and dividing by N, which 
is the operation explained above. 
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where f,,, refers here to the expected cell frequency for the cell in the ith row and 
jth column of the table; n,. is the total for the ith row and n., is the total for 
the j th column; and N is the total number of caaes. An expeated cell frequency is 
computed (or found by subtraction) for each cell in the table. 

Now the difference between the table of observed data and the model we 
could construct of how this table would look if there were no association can be 
compared. This comparison is made by subtracting an expected cell frequency, f,, 
from the corresponding observed cell frequency, f,. The difference is called delta, 
and in this text we will symbolize delta with the upper case Greek letter delta (A). 
For a given cell, 

A delta value can be computed for each cell in a table, regardless of the size of the 
table. If any of the deltas are not 0, then there is a t  least some association shown in 
the table. Whenever all deltas are 0, all epsilons will also be 0. Later we will discuss 
summary measures of association based on these ideas. 

In  summary, whether or not an association exists in a table of observed 
frequencies can be exactly determined in two ways that yield the same conclusidnk. 
One way is to compute percentages in one direction and compare across in the 
other direction, using epsilon. The other *ay is to creatd a table of expected cell 
frequencies and compare the observed and expected cell frepuencies, cell by 
corresponding cell, using delta. If all of the epsilons that can be computed in a 
table, or if all of the delta values for a table, amount to 0, then there is no 
association between the two variables cross-tabulated in the bivariate distribu- 
tion. This is called statist ical  independence. If, on the dther hand, there is any 
epsilon or any delta that is not 0, then there is an association in the observed 
frequency table, however slight or large that association might be. 

6.4.2 Degree (Strength) of Association 

Where the differences between percentages (epsilons) are large, or where the 
deltas are large, we speak of a strong degree of association between the two 
variables; that is, the dependent variable is distributed quite differently within 
the different conditional distributions defined by the independent variable. This 
can be contrasted with a weak association where there is v e e  little difference 
or where the epsilons and deltas are very small, approaching or equaling 0. 

Often investigators use epsilon (or delta) as a crude first indicator of the  
strength of association. The problem with both delta and epsilon is that i t  is 
difficult to determine what a given-sized delta or  epsilon means, other than that 
there is some association in the table. The reason for this is that both delta and 
epsilon values for any cell(s) canvary from 0 or near-0 up to a magnitude that is not, 
in general, fixed. They are not "normed" or standardized. Later, in this chapter and 
in the next, the problem of creating good standardized measures of thestrength of 
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association will be discussed and several alternative measures will be described. 
SuRce it to say here that some tables show a strong relationship between 
independent and dependent variables, and some show a weak association or no 
association at  all. 

6.4.3 Direction of Association 

Where the dependent and independent variables in a table are a t  least ordinal 
va~.iables, it makes sense to speak about the direction of an  association that may 
exist. If the tendency in the table asshown by the percentagedistribution is for the 
higher values of one variable to be associated with the higher values of the other 
variable (and the lower values of each variable also tend to go together). then the 
association is called a positice association. Height and weight tend to have a 
positive association, since taller persons tend to be heavier; in general. across the 
people in o general population. 

On the other hand, if the higher values of one variable are associated with 
lower values of the other (and the lower values of the first with higher values of the 
second). the association is said to be negative. Sociologists generally expect that 
the higher the educational level of people, the lower their degree of normlessness 
will be-a negative association. 

The association between city size and tolerance scores (see Table 6.3) is 
positive because the larger the city, in general, the higher the tolerance level 
becomes (i.e., the higher the percentage of people who have high tolerance scores). 
The older a person's age, in general, the fewer the years left until retirement, a 
negative association. 

6.4.4 The Nature of Associaiion 

Finally, the nature of an association is a feature of a bivariate distribution 
referring to the general pattern of the data in the table. This is often discovered by 
examining the pattern of percentages in a properly percentaged table. Often idhe 
pattern is irregular. and an investigator would cite many epsilons in describing 
where the various concentrations of cases are in the different categories of I.he 
independent variable. Sometimes there is a rather uniform progression in 
concentration of cases on the dependent variable as we move toward higher values 
of the independent variable. If, with an increase of one step in one variable, cases 
tend to move up (or down) a certain number of steps on the other variable we might 
call the nature of the association "linear." That is, the concentrations of cases on 
the dependent variable (the mode, for example) tend to fall along a straight. line 
that could be drawn through the table. 

The nature of association will be discussed at  length in the next chapter. 
Simple linear associations have an intrinsic interest to investigators as one of the 
simplest natures of association, but some associations are curvilinearin nature, or 
of some more complex patterning. In most cases the nature of association will be 
determined from a percentage table or a scatter plot, but in some cases nature can 
be described in terms of an equation. 
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At this point we should pause to examine several tables and describe them in 
terms of these four features of an association. Table 6.9 presents' a series of 
examples together with brief summary statements. 

TABLE 6.9A PERCENTAGE DISTRIBUTION OF TOTAL MONEY INCOVE FOB FAMILIES LIY 
ETHNIC BACKGROUND OF HOUSEHOLDER, 1983 

Income White Spanish Blnck Total 

S35.000 and over 3 2  15.1 13.2 

$25,000 to 34.999 &3 14.3 14.0 

Sl5,OOO to 24,999 23.i 27.0 21.5 
$ 7,500 to 14,999 16.0 - 23.6 23.; 
Under $7,500 - - = 8.; 20.0 2i.6 

Total 100.0 100.0 100.0 
N (millions) (53.9) (3.6) (6.7) 

Source: U.S. Bureau of the Census. (19851. 

1. Existence of Association. This table is ~ercentac~ed down in the directiod 
of the independent'variable, ethnicity, so that comparisons may be made across. 
The percentages across are different so that there is an association evident in the 
table. compare any row, say the row for incomes of $35,000 dr more; percentages 
range from a high of 31.5% down to 13.2%, all different frdfn 39.6%, the total for 
that income category. 

2. Strength of Association. Overall, if ethnicity makes any difference in the 
distribution of family income, we should find fairly substantial epsilon's. Here, the 
whiteblack epsilon for $35,000 and over incomes is 18.3. That for Spanish-black for 
the same income category is 1.9 and for white-Spanish is 16.4. These are all less 
than 100% but substantially larger than 0. 

3. Direction of Association. Here, ethnicity is anommal variable so that i t  is 
impossible to talk about direction of association. 

4. Nature of Association. To see the pattern of associationmost clea*ly, it id 
helpful to underline the highest percentages in  each row-wise comparison. Here, 
for the highest income category, 31.5% is clearly the largest percentage and is 
underlined. In the next row, 20.3% is largest and is  underlined; 21.0% is underlined 
in the third row. We will underline both the 23.6% and 23.7% in the fourth row 
because they are essentially equivalent in magnitude. Finally, 27.6% is underlined 
in the bottom row. Notice that we areunderlining the percentages from the body of 
the table, not the marginal distribution. The nature of adsociation is the pattern of 
white's having higher percentages in the highest two income groups, compared 
with the other two ethnic groups; Spanish have higher percentages in the next 
group and are tied in percentages in the $7,500 to  14,999 income category. Finally, 
the black group has highest percentages in the lowest -income categbry. The 
pattern of high and low percentages from comparisons across the way the 
percentages were run is the nature of the association of ethnicity afld income for 
families in 1983. 
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be. In this "occupational mobility" table, people in the upper left-hand area above 
the diagonal are downwardly mobile (fathers had higher status occupations than 
the child) and people in the lower right-hand area under thediagonal are upwardly 
mobile (child has a higher status occupation than father). 

4. Nature of Association. In this table, the nature of association (i.e., the 
pattern of concentration in  the table) tends to be almost linear. There is a 
relatively uniform shift toward higher status child's occupation with shifts upward 
in the category of father's occupation. There are no "reversals" in this general 
trend of concentration. Because the variables are ordinal, it would be more 
appropriate to speak of this nature of association as ~~mbnotonic" rather than 
linear. If distances were defined then one could determine whether in fact there is a 
constant amount of shift in values of one variable, given a fixed amount of differ- 
ence in the other. In ordinal variables one can odly say that the value of one 
variable remained the same or shifted in a fixed direction with increases in the 
other variable-a monotonic nature of association. Contrasted with this type of 
nature are those such as the one shown in Table 6.9C. 

TABLE 6.9C PERCENTAGE DISTRIBUTION OF BODY WEIGHT BY AGE FOR ~ E R S O N S  20 TEARS 
AND OLDER 

Percentage Aboue or 
Age 

BelowDesiredWeight 20-34 35-44 45-54 55-64 65-74 75+ 

30% or more above 10.7 16.7 21.8 2& 21.5 
20-29.9% above 7.8 11.0 13.3 13.9 13.3 
10-19.9% above 16.5 21.5 23.1 23.3 22.0 
5 9 . 9 %  above 12.6 13.1. 13.1 12.9 12.3 
Plus or minus 4.9% 27.6 22.5 18.1 18.9 18.1 

. 5-9.9% below - 11.6 8.0 5.7 5.0 6.2 
10% or more below 13.3 '1.2 4.9 4.1 6.6 - - - - -  
Total 100.0 100.0 100.0 1&.0 100.0 
N (1000's) (59.9) (28.9) (22.2) (22.b) (16.4) 

Sourcc National Center for Health Stntistics (1986). 

1. Existence of Association. In this table, age is treated as the independent 
variable and the amount by which one's weight is above or belo'w the desired 
weight is the dependent variable. Comparing across, there is a percentage 
difference, thus there is an association shown irl the table. , 2. Strength of Association. Among all the possible percentage comparisons, 
the strongest percentage difference should be evident in comparing the extreme 
categories of age for the extreme categories of percentage above or below desired 
weight. Taking the top row, the overall epsilon is only 1.1 and in the bottom row it 
is only 1.3. These are indeed small percentage differences. Yet, there are larger 
percentage differences in  the table; for example, the difference between the 20-34 
and45-54 age categories for the top row of the table. As we shall see, the pattern of 
association in this table is irregular, making the assessment of strength of 
association more complex. Even at its best, however, the percentage differences 
are rather small, suggesting a weak association between the two variables. 
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TABLE 6.9B PERCENTAGE DISTR~BUT~ON OF FATHER'S OCCUPATION BY ~ C C U P A T I O N  OF 
30- ~~-YEAR.OLD CHILD. SWEDEN. 1977 

Occupation of Child 
Occupntion 
of Father Fnrmer Worker Entrepreneur Middle Class Not Knbwn 

Middle Class 2 10 13 29 - 14 
Entrepreneur 6 10 23 15 10 - 
Worker 14 52 38 39 A 39 
Farmer - 77 24 21 14 21 
Notiinown - 4 - 5 - 8 - 16 - 
Total 109. 100. 100. 100. 100. 
N (211) (2964) (525) (2567) (166) 

Source: Adapted lrom Sundstrom (lYS6:3691. 

1. Existence of Association. This table presents the results of a Swedish 
survey of occupations of adult (30-69-year-old) children and their fathers. 
The table is percentaged in the direction of the child's occupation to show 
the distribution of fathers' occupation. Comparing across, the percentages 
are different, thus there is an association in the table. Note that this way of 
percentaging the table permits one to make statements about background 
occupational experience of children (e.g., their father's occupation). Per- 
centaging the table the other way would permit one to say something about 
the distribution of children's occupations for fathers in different occupations. 
Percentaging to the total would permit statements about the percentage of 
people who, for example, stayed in the same occupation that their father had. The 
way percentages are run permits quite different kinds of comparisons. 

2. Strength of Association. In this table, the highest epsilon ought to beseen 
in comparing extreme categories of child's occupation for the highest (or lowest) 
category of father's occupation. Taking the middle class fathers, the farmer to 
middle-class epsilon is 27%. For fathers who are farmers, the same epsilon 
comparison is 63%. These are both very substantial epsilons. The association is 
quite strong. 

3. Direction of Association. As an aid in finding the direction of an 
association between variables each of which is at least ordinal, auseful procedure 
is to make comparisons across the way percentages are run, underlining the 
highest percentage for each comparison. In this table we could make four 
comparisons (aside from the not known category that the author provides here). 
For the middle class row the highest percentage is "middle class." For the 
entrepreneur row, it is "entrepreneur"; it is "worker" for the worker row, and 
"farmer" for the farmer row. Notice that the highest percentage is for father 
having the same occupation as the child, or no social mobility between genera- 
tions. One could draw a diagonal line through the underlined percentages in the 
table. In this case, the line would extend from the "farmern-"farher" or loderi 
status occupational category to the highest category combination, "middle 
classn-"middle class." This indicates a positive association: the higher thq QCCU- 

pational status of the father, the higher the child's occupational status tends to 

3. Direction of Association. As before, we will underline the highest per- 
centages in each comparison, underlining more than one where percentages are 
very close in magnitude. Table 6.9C shows a pattern that moves generally from 
upper right to lower left, between overweight associated with older ages and 
underweight with younger ages, a generally "positive" association. 

4. Nature of Association. Although the overall pattern of association in- 
dicated by drawing a diagonal line through the underlined percentages (or the 
middle of several underlined percentages in a given comparison) is linear, there 
are other patterns that need to be examined. Notice that percentages are essen- 
tially tied from 4.5-74 years old for the top two rows but there is a clearer con- 
centration of high percentage in one column for the bottom three rows. There is a 
broader area of high percentages for overweight rows than for underweight rows. 
Notice too that the percentages along the bottom three or four rows drop down 
as one moves across from low to high age categories and then the percentages 
begin to rise again. If the second "high" is italicized for each of the bottom three 
rows one can see a more complex pattern emerging from the table. The nature of 
association hegins to appear "curvilinear." Underweight is concentrated in che 
lowest age bracket and to some extent in the oldest age bracket while overweight 
is more likely found in middle age categories. It was this curved nature of associa- 
tion that made an assessment of strength of association difficult to determine if 
we made epsilon comparisons as if we expected a monotonic relationship. We will 
have more to say about this later but suffice it to say that one needs to be aware 
of the nature of association in selecting measures of strength of association. 
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Counting Responses for 
Combinations of 

How can yo t~  study the relationship betwee71 twoF $@nore variables 
that have a snzall nzrrnber of possible vnbtes? E 

' w 
Why is a frequency table not enough? 
What is a crosstabulation? 

* What kinds of percentages can you compute for a crosstabulation, 
and how do you choose among them? 

0 What's a dependent. variable? An independent variable? 

What if you want to examine more than two variables together? 
How can you use a chart to display a crosstabulation? 

The Means and Explore procedures described in Chapter 5 and Chapter 
6 are useful only when statistics such as the mean and standard deviation 
are appropriate measures for the variable whose values you want to 
summarize. You can't use Means or Explore to look for relationships be- 
tween color of car driven and region of the country, since it doesn't 
make sense to compute an average color or region. When you want to 
look at the relationship between two variables that have a small number 
of values or categories (sometimes called categorical variables), you may 
want to use a crosstabulation, a table that contains counts of the number 
of times various combinations of values of two variables occur. For ex- 
ample, you can count how many men and how many women are in each 
of the job satisfaction categories, or you can see the distribution of car 
colors for various regions of the country. 

In this chapter, you'll use a crosstabulation to look at the relationship 
between job satisfaction and total family income, measured on a four- 
point scale. 

112 Chapter 7 

To obtain this 
frequency table, 
select the 
variable 
income4 in the 
Frequencies 
dialog box. See 
Chapter 3 for 
information on 
frequency 
tables. 

lncome and Job Satisfaction 
In the General Social Survey, respondents are asked to select the range of 
values into which their annual family income falls. There are 21 catego- 
ries, ranging from under $1,000 (assigned a code of 1) to $75,000 and 
over (assigned a code of 21). To look at the relationship between income 
and job satisfaction for full-time employees, you'll use four income 
groups with roughly the same number of cases. That is, you will use quar- 
tiles of income. (The variable income4 contains the income data recoded 
into quartile categories.) You see from Figure 7.1, which shows a fre- 
quency distribution of the four categories of income, that as expectedj 
roughly 25% of the people fall into each of the income groupings. 

Figure 7.1 Frequency table for income quartiles 

- 
Valld 

- 

To examine the relationship between income and job satisfaction, you 
want to count how many very satisfied, moderately satisfied, a little dis- 
satisfied, and very dissatisfied people there are in each of the income cat- 
egories. Figure 7.2 contains this information. The income groups make 
up the columns of the table. The rows are the job satisfaction categories. 
A cell appears in the table for each combination of values of the two vari- 
ables. The first cell, at the top left of the table, is for very satisfied people 
in the lowest income group. You see that 53 people fall into this cell. The 
cell in the second row of the first column is for moderately satisfied peo- 
ple in the lowest income category. There are 93 people in this cell. Simi- 
larly, the cell in the fourth row of the fourth column tells you that there 
are 7 very dissatisfied people in the highest income group. 

B This chapter continues to use the gssftsav file. For instructions on 
how to obtain the crosstabulation output shown in this chapter, see 
"HOW to Obtain a Crosstabulation" on p. 122. 
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24,999 or less 

25,000 to 39,999 26.0 49.3 

40.000 to 59,999 156 20.9 20.9 70.1 

60000 o m o e  1 ; 1 29.9 I 29.9 1 100.0 

Total 100.0 100.0 

I I Figure 7.2 Crosstabulation of job satisfaction by income 

To the right and at the bottom of the table are totals-often called 
marginal totals because they are in the table's margin. The margins on the 
table show the same information as frequency tables for each of the two 
variables. Inthe right margin, labeled To'tal, you have the total number of 
people who gave each of the job satisfaction answers. Similarly, the first 
column total of 174 is the number of people in the lowest income catego- 
ry. The very last number, 747, is the total number of people in the table. 

count 

f$E&J Will the marginal totals that I get in a crosstabulation table always 
*v be the same as those I would get from frequency tables for th,? 

variables individually? Not if you have missing values for either of the 
two variables in the crosstabulation. For example, the crosstabulation in 
Figure 7.2 includes only cases that have nonmissing values both for job 
satisfaction and for income. The marginal totals for income are therefore 
based on cases that have nonmissing values for both income and job sat- 
isfaction. When you make a frequency table for income, the only cases 
excluded from the valid percentages are those with missing values for 
income. Ed 88 IP 

If you look at the counts in the crosstabulation, you see that 53 people 
from the lowest income category said they are very satisfied with their 
jobs, 90 from the second income category, 74 from the third income cat- 

Total 
327 

320 

74 

26 

747 

TO obtaln this 
crosstabulatfon, 
from the menus 
choose' 

egory, and 110 from the highest income category. Can you tell from the 
counts just what the relationship is between income and a high level of 
job satisfaction? Of course not, since you can't just compare the counts 
when there are different numbers of people in the four income groups. 
To compare the groups you must look at percentages instead of counts. 
That is, you must l~olc at the percentage of people in each of the income 
groups who gave each of the job satisfaction responses. 

shown In Figure 7.9. 

Row and Column Percentages 

'rota1 Family lncome In quartiles 

Figure 7.3 contains both the counts and the column percentages. From 
the totals for each of the rows, you see that, overall, 43.8% of the sample 
are very satisfied with their jobs. You also see that 30.5% of the lowest 
income group, 46.4% of the second income group, 47.4% of the third in- 
come group, and 49.3% of the highest income group are very satisfied 
with their jobs. It appears that the lowest income people are less likely 
than average to be very satisfied, while the high income people are more 
lilcely than average to be very satisfied. , 

Statistics 
Summarize b 

Crosstabs ... 
In the Crosstabs 
d~alog box, select 
the vawbles satjob 
and fncome4, as 

To obtafn column 
percentages, 
select Cells in the 
Crosstabs dialog 
box. Then select 
Column, as shoynk 
m F~gure 7.1 1. 

60,000 or 
more 

Use the Pivot 
Table Editor to 
specify labels of 
your choice. 

40,000 to 
59.999 

24,999 or 
less 

Job 
Sat'sfaction 

Figure 7.3 Crosstabulation showing column percentages 

25,000 to 
39.999 

Very sat~sfled 53 90 74 110 

Mod satisfied 93 79 61 87 

A lltlle dlssatlsfled 24 17 14 19 

Very dlssebsfied 4 8 7 7 

Total 174 /I94 156 223 

ToWl 
327 

43.8% 

320 

Allllle 

'Jew 
dbsaUsned 

Tolal 

Total Femllv lncome In guedles 

Count 

4b wlthln Total 
Famllylncome 
In quaiUles 

Count 

Job 
Satlstnetlon 

% WIVlinTolal 
Famlly lncome 
In qusrtlles 

Count 

%within Tolal 
Famllylncnme 
In quartiles 

VerysaUsIitisd 

Mod saLfled 

vh wlIhln Total 
Family lncome 
In quartlles 

count 

%within Total 
Famlly lncome 
In q~B111186 

Count 

80,000 or 
more 

110 

49.3% 

87 

24,399 or 
lass 

53 

30.5% 

33 

53.4% 

24 

/ / 

100.0% 

13 8% 

4 

2.3% 

174 

25,000 to 
39.939 

90 

46.49h 

b73 

40.7% 

17 

100.0% 

/ 

40.000 to 
59,399 

74 

47.4% 

81 

8.8% 

8 

4.196 

194 

39.1% 

14 

100.0% 

3.02 

7 

4.5% 

155 

39.0% 

19 

100.0% 

428% 

74 

8.5% 

7 

3.1% 

223 

1000% 

9.9% 

20 

3 5% 

747 
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The percentages you used to make comparisons are lcnown as column 
percentages, since they express the number of cases in each cell of the 
table as a percentage of the column total. That is, for each income 
group, they tell you the distribution of job satisfaction. The column per- 
centages sum up to 100% for each of the columns. In Figure 7.3, you 
can see that 30.5% of people with incomes less than $25,000 are very 
satisfied with their jobs, while 49.3% of people with incomes of 
$60,000 and up are very satisfied. The percentage of people who are 
very dissatisfied or a little dissatisfied is largest in the lowest income cat- 
egory (16.1%). 

You can also calculate row percentages for the table. Row percentage:; 
tell you what percentage of the total cases of a row fall into each of the 
columns. For each job satisfaction category, they tell you the percentage 
of cases in each income category. (You.can also compute what are called 
totalpercentages. The count in each cell of the table is expressed as a per- 
centage of the total number of cases in the table.) Figure 7.4 contains 
counts and row percentages for our example. 

Figure 7.4 

To obtaln row 
percentages, select 
Cells in the 
Crosstabs dialog 
box. Then select 
Row. (See Figure 
7.71.) 

From the row percentages, you see that 16.2% of the very satisfied re- 
spondents are in the lowest income group, 27.5% are in the second in- 

. 

come group, 22.6% are in the &id income group, and 33.6% are in the 
fourth income group. The four row percentage values sum to 100 for 
each of the rows. In this example, the row percentages aren't very helpful, 
since you can't make much sense of them without taking into account the 
overall percentages of cases in each of the income categories. That is, you 
can't tell whether the percentage of high income cases in the very satisfied 
category is due to a large number of high income cases in your sample or 
to high satisfaction rates in that category. 

How can I tell whether a table contains row or ~ o k r n n  
percentages? If the column labeled Total shows all loo%, the ta- 

ble contains row percentages, which necessarily sum to a 100 for each 
row. If the row labeled Total contains loo%, the tables contains column 
percentages. IEmm 

For a particular table, you must determine whether the row or column 
percentages answer the question of interest. This can be done easily if 
one of the variables can be thought of as an independent variable and 
the other as a dependent variable. An independent variable is a variable 
that is thought to influence another variable, the dependent variable. 
For example, if you are studying the incidence of lung cancer in smokers 
and nonsmolcers, smolcing is the independent variable. Smoking influ- 
ences whether people get cancer, the dependent variable. Similarly, if 
you are studying the income categories of men and women, gender is the 
independent variable since it might influence how much you get paid. 

If you can identify one of your variables as independent and the other 
as dependent, then you should compute percentages so that they sum to 
100 for each category of the independent variable. In other words, what 
you want to see is the same number of people in each of the categories of 
the independent variable. Having the percentages sum to 100 for each 
category of the independent variable is the equivalent of having 100 cases 
in each category. For example, you want 100 smokers and 100 nonsmok- 
ers. Then you can compare the incidence of lung cancer in the two 
groups. In the current example, income category is the independent vari- 
able and job satisfaction is the dependent variable. That means you'd like 
to see 100 people in each of the income categories. Since income is the 
column variable in Figure 7.3, you use column percentages that sum to 
100 for each category of income. 

I / 

Total 

---."","----- -- ---- 
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Can't you analyze these data using the Means procedure? The 
General Social Survey codes income in unequal intervals. For ex- 

ample, the interval from $8,000 to $9,999 is coded 8, but the interval 
$60,000 to $74,999 is coded 20. So you don't want to compute means 
for these codes. Instead, if you want to compute average family income, 
you must change the coding scheme so that the code for a case is the mid- 
point of the appropriate income interval. For example, an income any- 
where in the range of $8,000 to $9,999 would be assigned a code of 
$9,000. Similarly, incomes in the range of $60,000 to $74,999 would be 
assigned a code of $67,500, the midpoint of the interval. You can then 
compute descriptive statistics for the recoded incomes. Of course, the 
means won't be the same as those you would get if you had the exact in- 

Row 

Count 

Row 
pelcsnls 

come for each person, but they're the best you can do given the limita- 
tions of the data. m.. 

Bar Charts 

15.4% 

174 

23.3% 

You can obtain this 
hnr chart usino the 

30.8% 

104 

26.0% 

-- . 
Graphs menu:as 
described !n "Bar 
Charts" on p. 520 
m  append!,^ A. In 
the Clustered Bar 
Summaries for 

26.9% 

156 

20.9% 

Groups of Cases 
dialog box select 
the variables 
income4 and 
satiob. 

26.& 

1 3  

a.8'~ 

You can display the results of a crosstabulation in a clustered bar chart. 
Consider Figure 7.5, which is a bar chart of family income by job satis- 
faction. The length of a bar tells you the number of cases in a category. 

ioo.o% 
1 

747 

100.0% 

Figure 7.5 Bar chart of income by job satisfaction 

! 
Job Satislaclion 

m v e r y  saelled 

Nbd rsbsfled 

0 LllUe dlsrattsflsd 

~ ~ e r y d i s s a U d i e d  

--,"- - -. 
25.000 10 39.999 60,000 of mom 

Total Family Income 

There is a cluster of bars for each of the four income categories. Within 
each cluster, there is a bar for each of the job satisfaction categories. 

Since there are unequal numbers of people in the income categories, 
comparing bar lengths across income categories presents the same prob- 
lem as looking at  simple counts in a crosstabulation. All you can really 
do with this bar chart is compare bar lengths within a cluster and see 
whether the patterns are the same across clusters. 

Figure 7.6 Stacked bar chart  

You can obtarn this 
chart by modiiyrng 
Figure 7.5, as 
described in "Bar 
~ h a % ' ~ i n  p. 520 
in Appendix A. 
From the Chart 200 
Editor menus - 
choose: c 

Gallery 21 ~ o b  Salisfaclion 
Ear. .. 100 -very dlssansflod 

in the Bar Charts 
dialog box select a ~ l ! J e  chsstisfled 

Stacked. M M o d  ssusflsd 

0 ~ ~ e ~ s e U s l l s d  
24.999 orlssl 40,000 ID 59.999 

25.000 m39.999 60.000 or mom 

Total Famlly Income 

Stacked Bar Charts 

You can stack the bars in a clustered bar chart one on top of the other. 
The result is the stacked bar chart in Figure 7.6. Now it's easier to see for 

Y 
each income category the proportion of people in each of the job satisfac- 
tion categories. However, the lengths of the bars aren't equal for the four 
income categories, so that still gets in the way. 

Ideally, you want each of the bars to be of the same length, so you can 
easily compare the areas across bars. What you'd really like to see is a 
plot of the column percentages from Figure 7.3. You can do this by turn- 
ing the counts in each bar into percentages, as shown in Figure 7.7. Now 
each of the bars has the same length-100%-and you can easily com- 
pare the job satisfaction distributions across bars. You see that people in 
the lowest income group are least likely to be very satisfied with their 
jobs. They are also least likely to be very dissatisfied. The distribution of 
job satisfaction categories seems to be very similar for the other three in- 
come groups. The proportion of very satisfied people doesn't Increase 
with income for these three groups. You can also see that the sum of the 
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percentages for very satisfied and moderately satisfied is very similar for 
the four groups. 

I Figure 7.7 Stacked bar chart with percentage scale 
You can obtain this 

I choose: 25.000 10 38,888 BO,WO ormom 

- - 
2 
at 
U 
Z 
5 

22 
LZ 
L" 

g 
QL 
5 
'8 .- 

series 
Transpose Data 

to cluster bars 
within income 
categories. 

bar chart using the 100 
Graphs menu, as 
described in "Bar 80 

Charts" on p. 520 h 80 
Appendix A. In the 
Clustered Bar 70 

Summaries for 
Groups of Cases 
dialog box, select 

P 
the variables $ 40 ~ o b  SattsfaoUan 

; 
income4andsarjc~b. 
Or you can select 30 ~~erydIssaUsfled 
Display clustered 20 
bar charts in the 

~ L I l u s  dlssotlsfled 

Crosstabs dialog 10 m ~ o d s a U s f i e d  

box. From the Chart o ~verysausfiod 
Editor menus 

Total Family Income 
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Summary 

Comparing 
Expected C 

Hotu can you test the n re 
independent? 

What are observed and expected counts? 
How do you compute the chi-square statistic? 
What assumptions are needed for the chi-square test of 
independence? 
What is a one-sample chi-square test? 

* Why is sample size important? 

You know how to test a variety of hypotheses about population means. 
However, these tests are useful only when it makes sense to compute a 
mean for a variable. If you want to look at the relationship between pref- 
erence among car colors and region of the country, or between type of 
treatment and remission of symptoms, you can't use a t test because it 
doesn't make sense to compare means. Rather, such variables are best 
summarized by a crosstabulation. In this chapter, you'll use the chi- 
square test to examine hypotheses about data that are best summarized 
by a crosstabulation. 

b This chapter uses the gss.sav data file. The chi-square test output 
shown can be obtained using the SPSS Crosstabs procedure. (For 
more information on Crosstabs, see Chapter 7.) 

Education and Anornia 
The French sociologist Emile Durlcheim introduced the concept of 
anomie to represent the feelings of alienation and rootlessness common 
in the modern world. The General Social Survey attempts to measure 
such feelings with a scale called anomia. One item on this scale asks re- 
spondents whether they agree or disagree with the following statement: 

310 Chapter 16 

"In spite of what some people say, the lot of the average man is getting 
worse, not better." Let's consider whether education is related to the like- 
lihood of agreeing with this statement. 

Figure 16.1 Crosstabulation of anomia and education 

You can obtain a 
crosstabuletion 
using the 
Crosstabs 
procedure, as 
discussed in 
Chapter 7. 
Select anomia5 
and degree2 in 
the Crosstabs 
dialog box. 

College Degree 
No I 

Column VO 26.0% 41.1% 1 31.1% 

Total 735 1 224 1 959 

Figure 16.1 is a crosstabulation of responses to the statement for those 
with and without college degrees. You see that 72% of respondents 

. - -, who have not completed college agree with the statement, while 58.9% 
of respondents with college degrees agree with this statement. Based on 
these results, do you think that, in the population, there is a difference 
between college graduates and non-college graduates in the perception 
of the lot of the average man? Certainly in this sample, college gradu- 
ates are less pessimistic than nongraduates. But as usual, the sample re- 
sults are not what you're interested in. You want to know what you can 
conclude about the population based on the observed sample results. 
You want to know whether you have enough evidence to reject the null 
hypothesis that, in the population, the same percentage of college grad- 
uates and nongraduates agree with the statement. 

Lot of average man 
getting worse 

Observed and Expected Counts 

coliige 
degree 

529 

,72.0% 

/ 206 

The basic element of a crosstabulation table is the count of the number 
of cases in each cell of the table. The statistical procedure.you'll use to test 
the null hypothesis is based on comparing the observed count in each of . 

Agree 

Disagree 

Collage 
degree 

132 

56.9% 

92 

Count 

Column % 

Count 

Total 
661 

68.9% 

298 
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the cells to the expected c~unt .  The expected count is simply the number 
of cases you would expect to find in a cell if the null hypothesis is tme. 
Here's how the expected counts are calculated. 

Calculating Expected Counts 

If the n d  hypothesis is true, you expect college graduates and nongrad- 
uates to answer the question in the same way. That is, you expect the bey- 
centage agreeing with the statement to be the same fo; the G o  goups of 
cases. You don't expect the same number of graduates and nonwaduates 
to agree with the statement, since you don't have the same number of 
~eople in the two education categories. 

From the row marginals in Figure 16.1, you see that in the sample, 
68.9% of the respondents agreed with the statement and 31.1% dis- 
agreed. If the null hypothesis is true, these are the best estimates for the 
percentages you would expect for both graduates and nongraduates. To 
convert the percentages to the actual number of cases in each of the cells, 
multiply the expected percentages by the numbers of graduates and non- 
graduates. For example, the expected number of nongraduates agreeing 
with the statement is 

68.93% x 735 = 506.6 Equation 1 6.1 

Similarly, the expected number of nongraduates disagreeing with the 
statement is 

31.07% x 735 = 228.4 Equation 16.2 

For college graduates, the expected values are calculated in the same way, 
substituting the number of college graduates (224) for the number of non- 
graduates (735) in the above G o  equations. 

I 
Is there a simple way I can remember how to calculate expected 
values? Sure. The following rule is equivalent to what you've just 

done: To calculate the expected number of cases in any cell of a crosstab- 
ulation, multiply the number of cases in the cell's row by the number of 
cases in the cell's column and divide by the total number of cases in the 
table. Try it. You'll see it always works. BBt%l 

312 Chapter 16 

To obtain 
observed and 
expected 
counts, select 
Cells in the 
Crc~sstabs 
dia!og box. 
See Chapter 7 
for more 
information. 

Figure 16.2 Observed and expected counts 

I College Degree 

You see in Figure 16.2 the observed and expeaed counts for all four 
cells. The last entry in a cell is the residual, the difference between the 
observed and expected counts. A positive residual means that you ob- 
served more cases in a cell than you would expect if the null hypothesis 
were true. A negative residual indicates that you observed fewer cases 
than you would expect if the null hypothesis were true. 

The sum of the expected counts for any row or column is the same as 
the observed count for that row or column. For example, the expected 
counts for college graduates add up to the observed number of college 
graduates. Similarly, the expected counts for the number agreeing add up 
to the observed number of cases agreeing. Another way of saying this is 
that the residuals add up to 0 across any row and any column. 

The Chi-Square Statistic 

When you test the null hypothesis that two population means are equal, 
you compute the t statistic, and then, using the t distribution, calculate 
how unusual the observed value is if the null hypothesis is true. To test 
hypotheses about data that are counts, you compute what's cajled a chi- 

314 Chapter 16 
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square statistic and compare its value to the chi- square distribution to see 
how unlikely the observed value is if the null hypothesis is true. 

What assunzptions are needed to use the chi-square test? AU of 
your observations must be independent. That implies that an indi- 

vidual can appear only once in a table. You can't let a person choose two 
favorite car colors and then make a table of color preference by gender. 
(Each person would appear twice in such a table.) It also means that the 
categories of a variable can't overlap. (For example, you can't use the age 
groups less than 30,2540, 35-90.) Also, most of the expected counts 
must be greater than 5, and none less than 1. SPBB 

To compute the Pearson chi-square statistic, do the following: 

1. For each cell, calculate the expected count by multiplying the number 
of cases in the cell's row by the number of cases in the cell's column 
and dividing the result by the total count. 

2. Find the difference between the observed and expected counts. 

3. Square the difference. 

4. Divide the squared difference & the expected count for the cell. 

5. Add up the results of the previous step for all of the cells. 
To obtain the 
Pearson chi- 

In the current example, the value for the Pearson chi-square statistic is square test 
2 2 along with a 

(529 - 506.6) + (132 - 154.4$ + (206- 228.41~ + (92 - 69.6) = 13,64 crosstabulation, 

506.6 selsct StatlStI~S 154.4 228.4 69.6 in the Crosstabs 

Equation 16.3 

If the null hypothesis is true, the observed and expected values should be 
similar. Of course, even if the null hypothesis is true, the observed and ex- 
pected values won't be identical, since the results you observe in a sample 
vary somewhat around the true population value. As before, you have to 
determine how often to expect a chi-square value at least as large as the 
one you've calculated, if the null hypothesis is true. 

To determine whether a chi-square value of 13.64 is unusual, you 
compare it to the chi-square distribution. Like the t distribution, the chi- 
square distribution depends on the parameter called the degrees of free- 
dom. The degrees of freedom for rhe chi-square statistic depend not on 
the number of cases in your sample, as they did for the t statistic, but on 

dialog box. 
See Cha~fer 7 
for more 
information. 

tile number of rows and columns in your crosstabulation. The degreeso& 
freedom for the chi-square statistic are 

(number of rows in the table - 1) x (number of columns in the table - 1:) 
Equation 16.$ 

For this example, there is one degree of freedom, since there are two 
rows and two columns. 

s What's the logic behind the calculation of the degrees of freedom? 
For any row or column of a crosstabulation, the residuals sum to 

0. That means that you can tell what the expected values must be for the 
last row and last column of a table without doing any calculations other 
than summing the expected values in the preceding rows or columns. The 
number of cells for which you have to calculate expected values is equd 
to the number of cells when you remove the last row and the last column 
from your table. The number of cells in a table when one row and one coE 
umn are removed is the number of rows minus 1 multiplied by the number 
of columns minus 1, which is the formula for the degrees of freedom.8 m 

Figure 16.3 Pearson chi-square test for anomia by education 

In Figure 16.3, you see that the observed s idicance level for. the Pear- 
son chi-square value of 13.64 is less than 0.0005. This means that, if the 
null hypothesis is true, you expect to see a chi-square value at least as 
large as 13.64 less than five times out of 10,000. Since the observed sig- 
nificance level is small, you can reject the null hypothesis that college 

Exact Sig. 
(I-sided) 

, , 

- .- . __ _.. 
Pearson 
Chi-Square 

Asyrnp. 
Sig. 

(2-sided) 

,000. 

Continuity 
Correction 

Likelihood Ratio 

Fisher's Exact 
Test 

Linear-by-Linear 
Association 

N of Valid Cases 

Exact Sig. 
' 12-sided) 

13.036 ,~ .OOO 

13.201 .OOO 

' .ooo .ooo 

13.624 ,000 

969 

Value 

13'639 \ 

\ 

iif 

1 
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graduates and those who did not graduate from college give the same 
responses to the question. It appears that college graduates are more op- 
rimistic about the lot of the common man than high school graduates. 

What's all that other stuff in Figure 16.3 along with the Pearson 
chi-square? The continuity-corrected chi-square is a modifica- 

tion of the Pearson chi-sqvare for two-by-two tables. Most statisticians 
agree that the modification is unnecessary, so you can ignore it. The 
likelihood-ratio chi-square is a statistic very similar to the Pearson chi- 
square. For large sample sizes, the two statistics are close in value. The 
Linear-by-Linear Association test is a measure of the linear association 
between the row and column variables. It's useful only if both the row 
and column variables are ordered from smallest to largest. Ignore it in 
other situations. 

If you have a table with two rows and two columns, you'll also find 
something labeled Fisher's Exact Test on your output. The advantage 
of Fisher's exact test is that it is appropriate for 2 x 2 tables in which 
the expected value in one or more cells is small. The disadvantage is 
that it requires a very restrictive assumption about the data: that you 
know in advance the number of cases in the margins. There's contro- 
versy among statisticians about the appropriateness of Fisher's exact 
test when this assumption is not met. In general, Fisher's exact test is 
less lilcely to find true differences than it should. Statistically, a test like 
this is called conservative. EmP1 

College Degrees and Perception of Life 
In the previous example, you tested whether college graduates and those 
who are not college graduates respond in rhe same way to the question 
about the lot of the average man. The null hypothesis can be stated in sev- 
eral equivalent ways. You can say the null hypothesis is that the percentage 
agreeing with the statement is the same for the two categories of education. 
Another way of stating the null hypothesis is that educational status and 
response are independent. 

Independence means that lulowing the value of one of the variables for a 
case tells you nothing about the value of the other variable. For example, if 
marital status and happiness with life are independent, knowing a person's 
marital status gives you no information about how bappy they are with life. 
College education and uercevtion of the lot of m a  on the other hand don't " A & 

seem to be independent. If you know that a person is a college graduate, you 
know that he or she is less likely to agree with the pessimiitic statement about 
the lot of the average man than is a person who is not a college graduate. 

ti16 Chapter 16 

A Larger Table 
The chi-square test can be used to test the hypothesis of independence for 
a table w~th any number of rows and columns. The idea is the same as for 
the two-row and two-column table. As an example, let's look at the rel& 
tionship between highest degree earned and whether life is perceived as 
excltlng, routine, or dull. 

Figure 16.4 is a crosstabulation of highest degree earned and the re- 
sponse to the perception of life question. 

Figure 16.4 Crosstabulation o f  education and life 

Highest I Degree I Expected Count I 12.0 / 86.8 1 88.2 1 186.0~,1 

ROW % 12.9% 51.6% 35.6% 100.0'& 

-- 

AS 1 Less than HS 1 Count 

Expected Count 1 ~ f ? o W %  1 ~~~~{~~~ ~ ~ l l O ? ~ ~ /  
Res~duai 

Junior college Count 

Expected Count 4.0 28.6 29.4 620 

Row % 3.2% 53.2% 43.5% 100.0% 

- 
Is l~ fe  exciting of dull 

Dull 1 Routine 1 Exciting 

24 1 96 ( 66 

Residual 

Residual -2.0 4.4 -2.4 

Bachelor 1 count 58 1 , 97 1 i n  
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1 

12.0 

From the row percentages, you see that almost 70% of people with grad- 
uate degrees find life exciting. (They   rob ably don't read or write statis- 
tics books!) Only 36% of people with less than a high school diploma 
find life exciting. In fact, as education increases, so does the likelihood of 
finding life exciting. (Don't be alarmed by the large number of missing 
observations. Not all people in the General Social Survey were aslced the 
question.) 

To test the null hypothesis that highest degree and perception of life 
are independent, youcompute a chi-square statistic for this table the same 
way you did for a 2 x 2 table. For example, if the null hypothesis is true, 
the expected number of people without high school diplomas who find 
life exciting is 88.2. (That can be calculated by multiplying the overall 
percentage of peoplewho find life exciting, 47.4%, by the number of peo- 
ple without high school diplomas, 186.) 

The Pearson chi-square value for the table is shown in Figure 16.5. 
You see that the observed sigdicance level is less than 0.0005, which 
leads you to reject the null hypothesis that degree and perception of life 
are independent. By looking at the residuals in Figure 16.4, you see that 
college graduates have large positive residuals for the response Exciting. 
That means that the observed number of college graduates in those cells 
is larger than that predicted by the independence hypothesis. By examin- 
ing the residuals in a crosstabulation, you can tell where the departures 
from independence are. 

Total 

186' 

High school 1 Count 35 1 251 1 231 ( 517 

Figure 16.5 Pearson chi-square for crosstabulation of education 
and life 

' 

10.2 

, 

Sig. 
Value df Widedl 

Peanon Chi-square 1 53.962' 1 8 1 .OOO 

-22.2 
'! 

Likelihood Ratio 55.874 .OOO 

Linear-by-Linear 
Association 

N of Valid Cases 995 

1. 2 cells (13.3%) have expected count less than 5. The minimum 
I / expected count is 3.99. 

After the chi-square statistics are printed, SPSS tells you what the small 
est expected count is in any cell of the table. In this example, the Mini. 
mum Expected Frequency is 3.99. This is important because, if too 
many of the expected values in a table are less than 5, the observed sig- 
nificance level based on the chi-square distribution may not be correct. 
As a general rule, you should not use the chi-square test if more than 
20% of the cells have expected values less than 5, or if the minimum ex. 
pected frequency is less than 1. 

P What should I do if one of these conditions is not satisfied? If your 
table has more than two rows and two columns, you can see if it 

malces sense to combine some of the rows or columns. For example, if 
you have few people with graduate degrees, you can combine them into 
a single category with bachelor's degrees. Similarly, if necessary, you can 
combine the junior college graduates with the high school graduates, 
since their responses appear to be similar. man 

A One-Sample Chi-Square Test 
So far, you've used the chi-square test to test for independence in a 
crosstabulation of two variables. You can also use the chi- square test to 
test null hypotheses about the distribution of values of a single variable. 
T h q i 2  you can see whether the distribution of observed counts in a fre- 
quency table is compatible with a set of expected counts. The expected 
counts are specified by the null hypothesis that you want to test. For ex- 
ample, you can test the hypothesis that people are equally lilcely to find 
life exciting, routine, or dull. Or you can test the null hypothesis that 
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YOU can obtain 
h i s  output Using 
the Chi-Square 
~estpmcedure, as 
descr~bed in "Chi- 
Square Test"onp. 
337 in  Chapter 17. 
Select the variable 
life and Al l  
categories equalin 
h e  Chi-Square 
dialog box. 

there are twice as many people without college degrees as there are with 
college degrees. 

Figure 16.6 Chi-square test for life 

Routine iToul 1 i:! 1 332.3 \;26.7 1 
Exciting 332.3 140.7 

I Observed N ( Expected N, I Residual 

Is life 
exciting or 

Chi-square 322.965 

Asymp. Sig. ,000 

Dull 

Look at  Figure 16.6, which shows counts of the number of people who 
find life exciting, routine, and dull. Before you loolted at the data, you 
might have thought that people were equally likely to find life exciting, 
routine, or dull. To test the null hypothesis that the three responses are 
equally likely in the population, you have to determine the expected 
counts for each of the categories. That's easy to do. For this hypothesis, 
the expected count for each category is just the total number of cases 
divided by 3. 

You calculate the chi-square statistic the same way as before. Square 
each of the residuals (difference between observed and expected), divide 
by the expected count, and sum up for all of the cells. In Figure 16.6, you 
see that the chi-square value is a whopping 322.86. Its degrees of freedom 
are 2, one less than the number of categaries in the table. Based on the 
observed significance level, you can handily reject the null hypothesis. 

Let's try another test, this time specifying unequal numbers of expea- 
ed counts for the categories. You want to test the null hypothesis that 
there are twice as many people in the population without college degrees 
as there are people with college degrees. That means you expect two- 

65 1 332.3\1 -267.3 

thirds of the people not to have college degrees and one-third to have col- 
lege degrees. The expected counts for the two cells are 997.3 and 498.7. 

Figure 16.7 Chi-square test for degree 

/ Observed N /Expected N ( Residual 

No Col le~e deoree I 1149 1 997.3 1 151.7 

College 
Degree 

Asyrnp. Sig. .OO 

- - 
College degree 

Total 

The results of this test are shown in Figure 16.7. You see that the expected 
count for people without a degree is twice as large as it is for people with 
a college degree. From the residuals, you see that the two-to-one-ratio hy- 
pothesis predicts more college graduates than you observe. In the sample, 
the ratio is slightly larger than three to one. Again the chi-square statisticis 
large and the observed significance level is small, so you reject the null hy- 
pothesis that in the population, non-college graduates are twice as common 
as college graduates. 

Power Concerns 

347 

1496 

You know that your ability to reject the null hypothesis when it's false, 
the power of a test, depends not only on the size of the discrepancy from 
the null hypothesis, but also on the sample size. The same is true, of 
course, for chi-square tests. The value of the &-square statistic depends 
on the number of observations in the sample. For example, if you leave 
the table percentages unchanged but multiply the number of cases in each 
cell by 10, the chi-square value will be multiplied by 10 as well. This 
means that if you have small sample sizes, you may not be able to reject 
the null hypothesis even when it's false. Similarly, for large sample sizes, 
YOU will find yourself rejecting the null hypothesis even when the depar- 
tures from independence are quite small. 

Comparing Observed and Expected Counts 321 

498.7 

When one or both of the variables in your crosstabulation is measured 
on an ordinal scale (for example, goodlbet-ter/best), the chi-square test is 
not as powerful as some other statistics for detecting departures from inde- 
pendence. These other statistics make use of the additional information 
available for ordinal variables to measure both the strength and the djec- 
tion of the relationship between two variables. If examination of the resid- 
uals in such a table leads you to suspect that there are departures from 
independence, you should use one of the measures describedin Chapter 18. 

-151.7 

Summary 
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Tnblc 11.5 Guldellncs for sclecllng mensures of  nssoclnllon 

Level o l  measuremenl 01 variables Appropriale methods Approprlale descriptive Appropriolc ~nlcrcr!\r~\ 
summary slalislics slatlsl~c 

1 I lnlervalllnlerval Bolh variable Crosslabulal~ons i Pcarsotis I Tesl lor s~~n i l i canca 
will1 srnall o l  r 
ntlrnbcr of 
cillcyorics 

i 2  lnlervalllnlerval Al leasl one Scallergram I Pcarson's r 
variable wilh ii .Regress~on 
many 
celcgories 

Tnble 10.15 Characlerlsllcs of various measures of assoclatlon 
I ..-, I Approprirle I Range I Direclional I Symmetric Olher l ca l~~ res  

lable size 
I I t I 

Phi I 2 x 2  I 0 .  1121 I no -1 
I Cramer's V larger than no I yes 1 m 1 More scr~silivc l o  a wicl(!l r;itl(jc o l  l o - I  I I 2 x 2  relalionships Ihnn larr111tla I 
Yule's 0 no Yes 

- 
any sizet1' no  yes',') 

1. tiigher co-ellicienls lhan phi 
2 Same as grrnnia 2 11y 2,casc 
3 Alw;iys l 00 il :In ntril,ly cctll -- -- -- - - . -- -- - 
lnsensilive arid Illcrclorc! rlol 
recommended 

I Goodman and I any size I I More sensilivc than larnl~da bul no1 
Kruskal's tau available or1 SPSS I 
Gamma any size 0- 1 Yes yes yes Gives higher co-elltc~enls Ilian Kcn!lall's 

Tau,, or Tau, 

I Kendall's Tau. squarelables I 0-1 I onlv I 

-- 

Notes: ( I )  i e. given Ihe q~~alilicalions in sccliori 10 1 5 
(2)  Under certain condiliorrs Ihc'maxirri~~nl rnay bc  lcss Illan 1 (sce Guillord. 1965 336) 
(3) Will only be il lhere is perlecl associalion and i f  Ille indcperitlcnl variable has llie same number ol calegor~es as Ihc 

dependenl variable 
(4) There is bolh a symmelric and asymmelric version 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



they can be identified quickly. The output also prints the exact significance level (P) which is Now, move rnarl~ach to the Y axis and grades to the X axis (the dependent variable goes on 

redundant with the asterisk so you wouldn't report both in a thesis or paper. 
the Y aris). 

For Options, obtain Means and standard deviations, and Exclude cases pairwise. Click on Options and make sure gxclnde cases listwise is highlighted (see Fig. 9.5). 
Click on Continue. 

Tnis will produce Output 9.2, which was reduced in size to fit on the page. To see if you are Next, click on Titles (in Fig. 9.4) and m e  "Correlation of math achievement with high 

doing ine work right, compare your own syntax file and output to Output 9.2. 
school grades" (see Fig. 9.6). 
Click on Continue then on OIL You will get an output chart which looks like Fig. 9.7. 

Problerrr 3: Correlations lf'ilh Pnirwise Exclnsiotis 

Next, rerun the same analysis, except: 
Click offMeans and standard deviation (in the Options window). Pig. 9.5. Options. 
Changc Exclude cases paimise to Exclude cases listwise (under Missing Values). 

Now, compare the correlations in Output 9.3 (listwise exclusion ofparticipants with any missing 
data) to the Pearson correlations in Output 9.2 (pairwise deletion). Are they the same? 

Probtetrr 4: Scatterplots - Mathach Wit11 Grades 

Let's now work on developing a scatterplot of the correlations of matl~ach with grades. Follow 
these commands: 

Graphs => Scatter. This will give you Fig. 9.3. 
Click on Simple then Define which will bring you to Fig. 9.4. 

Correlation of Math Achievement 
wth High School Grades 

30 

Now let's put the regression lines on the scatterplot so we can get a better sense of the correlation 
and how much scatter or deviation from the line there is. 

Double click on the chart in the output file. You will see a dialog box like Fig. 9.8. 
Select Chart => Options until you see Fig. 9.9. 
Click on Total in the Fit Line box and Show sunflowers; there is no need to change the 
Sunflower Options. The sunflowers indicate, by the number of petals, how many 
participants had essentially the same point on the scatterplot. 
Next, click on the Fit Options button, which will give youFig. 9.10. 
Ensure that the Linear Regression box is highlighted. 
Then check the Individual box and Display R-Square in legend box. Check to be sure your 
window is like Fig. 9.10. 
Click on Continue then OK. 

Fig. 9.8. SPSS chart 
editor. 

Fig. 9.9. Scatterplot options. 

Pig. 9.6. Titles. 

Fig. 9.7. Scatterplot 
output 

Pig. 9.10. Chart: 
Scatterplot. 

Now, if the points on the scatterplot do not lie close to the regression line, it could be that the 
data were curvilinear (better fit a curved line). If so, you could (in Fig. 9.10) click on Quadratic 
and possibly the Cubic regression boxes (one at a time) to and see what the fit and r2 look like. 
If the quadratic andlor cubic r2 are quite a bit higher, a linear Pearson correlation is not the best 
statistic to use. Output 9.4 shows the quadratic and cubic regression lines as well as the linear 
chart. Check your syntax and output against Output 9.4. 

Now try the following scatterplots by doing the same steps as Problem 3. Don't forget to change 
the title before you run each scalierplot. 

1. Mosaic @) with rrlathach Q. 
2. hfnthcls (X) with n~athach Q. 

Do your syntax and output look like the ones in Output 9.5 and 9.6? 

Print, Save, and Exit 
. z- 
-' -- * Phi > ocr outprrl if you \\art. 

* S a ~ e  your data file as hsbdataE (FiIe => Save As). 
Save the SPSS log files as hsbIogE. 
Exit SPSS. 

Interpretation Questions 

1. In Output 9.1: a) What do the correlation coefficients tell us? b) What is r2 for the Pearson 
correlation? What does it mean? c) Compare the Pearsou, Kendall, and Spearman correlations 
oil both coxelation size and significance level. d) When should you use which type? 

2. In Output 9.2. how many of the Pearson correlation coefficients are significant? 

3. In Output 9.3: aj How man). Pearson correlations are there? b) How many are significant? 
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4. Write an interpretation of a) one of the significant and b) one of the nonsignificant correlations 
in Output 9.3. Include whether or not the correlation is significant, your decision about the 
null hypothesis, and a sentence or two describing the correlations in nontechnical tem~s. 

5. What is the difference between the pairwise and lisiwise correlation matrixes? 

6.  Using Outputs 9.5, and 9.6, inspect the scatterplots. a) What is rZ? b) Is the linear relationship 
as good as a curvilinear (quadratic) one? c) Why should one do scatterplots? 

Outputs and Interpretations 
GET 
FILE='A:\hsbdataD.savl. 
EmCUTE . 

Output 9.1: Pearson, Spearman, and Kendall's Tau-b Correlations 

Svntax fo r  Pearson correlation of math achievement with grades i n  h . ~ .  

CORRELATIONS 
/VARIABLES=mathach grades 
/PRINT=TWOTAIL SIG 
/STATISTICS DESCRIPTIVES 
/MISSING=PAIRWISE . 

Output 9.2: Pearson Correlation Matrix (Pairwise Exclusion) 
Syntax for  Pearson correlation matrixes (pairwise exclusion of missinq data1 

CORRELATIONS 
/VARIABLES-mathach visual  mosaic mathcrs pleasure competnc motivatn 
/PRINT-TWOTAIL NOSIG 
/STATISTICS OESCRIPTIVES 

Descriptive Statistics 

Mean Std. Deviation N 
math achievement 12.5645 6.6703 75 
visualization score 5.2433 3.9120 75 
mosaic, pattern test 27.413 9.574 75 
Math course taken 2.1 1 1.67 75 
Pleasure scale 3.2267 .6300 75 
Competence scale 3.2945 .6645 73 
Motivation scale 2.8744 5382 73 

Descriptive Statistics 

Correlations 

I 

math achievement 
grades in h.s. 

~ - - . . - . - . . . -. . . 1 Correlation orades in h. I " -. -. - - . . . . . . - . 
I 

Sig. math achievement 
@-tailed) O M C I ~ S  in h s 

Mean 
12.5645 

5.68 

---- ... ...-. I 
N math achievement 

grades ir ' 

STrntax for  Kendall's Tau-b and Spearman Rho correlations of math achievement with grades i n  h.s.  

NONPAR CORR 
/VARIABLES=mathach grades 
/PRINT=BOTH TWOTAIL NOSIG 
/MISSING=PAIRWISE . 

Std. Deviation 
6.6703 

1.57 

Nonparametric Correlations 

N 
75 
75 

Correlatlons 

I 1 math 1 gradesin i 

tau-b 
1.000 

Coefficient grades In h.s. 

(z-tailed) grades in h.s. 

75 75 
grades In h.s. 

Spearman's Correlation math achlevement 
mo Coefficient grades in h.s. 

Slg. math achievement 
(2-tailed) grades In h.s. 
N math achievement 

correlations 

I grades In h.s. I 75 

Malh wuna laken 
Pleasum scale 
Corn~lelence scale 

75 
1.000 
.481" 

.OOO 
75 

75 

Mollvallon scale ,006 ,695 ,487 ,010 .W9 ,000 

N math achlevement 75 75 75 75 75 73 73 

vl~uallzalbn swm 75 75 75 75 75 73 73 

75 
.481h 

1.000 
,000 

75 

". Correlation Is slgniRcant at the .01 level (2-tailed). 

mosab, paltam teal 75 75 75 75 75 73 73 

Malh vlune taken 75 75 75 75 75 73 73 

Pleasure scale 75 75 75 75 75 73 73 

Cornpelenw sale 73 73 73 73 73 73 71 

Motlvatlon scale 73 73 73 73 73 71 73 

". CorrelaUon is signlflcant at the 0.01 level (2-tailed). 
'. Correlation Is significant at the 0.05 level (2-tailed). 

Output 9.3: Pearson Correlation Matrix (Listwise Exclusion) 
Syntax fo r  Pearson corre la t ion  matrix 

CORRELATIONS 
/VARIABLES=mathach visual  mosaic mathcrs pleasure competnc motivatn 
/PBINT=TWOTAIL N O S I G  
/MISSI%=LISTWISE . 
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NepravP korelace 

V indi evropsk$h regionP bylo zjiSCno, i e  Eirn vice EdpP iije v u e i d  krajini, tim vySSi je 

tam porodnost KorelaEni koeficienty byly tak \jmamn6, ie je velice nepravdipodobn8, f e  

j i l E n i  souvislost je nihodni. Jsme tedy ochomi piijmout hypotdzu, i e  Eipi pkce jen nosi 

dEti? Asi some Ale pak je naSi povinnosd navrhnout hypodzu, k ~ r i  by uspokojivE 

vysvEtlovala namEknou souvislost. 

Graf 1.2. 

N e p r a v i  korelace 
Jak se to jevl: Jak to je: 

X X 

U \ 
Y 

L/= 
Y 

Toto je klasicw p'nlclad neprav8 korehce ("spurious correlation"). Zkresleni vznikii tehdy, 

kdyi tied nepozorovani neb0 neanalymvani promknni ovliviiuje ngjak ob5 pmm6nn6 X a Y. 

Neprava korelace je skuteEngm n e h w m  ve v@kumu. Ned to anl tak technlcq problh  anal$~y. 

ale spRe problem lidskd kvallty vfzkumnlka. . 

V.SvoiovP sekvence 

Tak n a v l m e  zkresled, zpCsobend faktem, Ze promQn6 X. kterii ovliviruje Y, je urEov6na 

piedch5zejzejll. ale nepomsovnnou promEnnou 2. 

Graf 1.3. 

V jvo jov i  sekvence 

Jak se to jevl: Jak to je: & I'.. 
Y Y 

Takovi situace je skuEn5  naprosto nevyhnutelni. Kaidi phzina m i  totii jinou pHEinu, ta 

u s e  jinou pXinu, her6 m i  opit svoji pEiinu, a tak bychom mohli pokrnEovat n i  k oktu 

stvoieni, neb0 k tornu, co astronomov8 nazfvaji Big Bang. To je probl6m velmi doh% m h f  

filozofh, kteii ho obvykle nazfvaji "regresus ad infinitivum" 
her8 studujeme. 

NicmBnE, nikdy .miiie piedEasn6 pkruSeni k a u ~ n f h o  ietEzce vdst k mylni  interpretaci. 

CviEeni 1.3. NEkted studie tvrdi, Ze Eetba pomogratickd literatury vyvoliivtl nisiln6 choviM mu?; k 

Podivejre se peElivC nu graf 1.2., popisujici nepravou korelaci. Navrhneie, w mS?e &t to 
tajemnC 2. 

k n h .  Nelze vSak vylouEit, i e  je zde nEjW p7edch6zejicf Einitel, jako kup?. autoritativni 

metoda socinlimce respondents v dststvl, kte j vyvolal silnf ziijern jedince o pornografii. 

Tnkovf omyl jr. zSvainf zejmdna tehdy, kdyi cflem vfzkurnu je sociilni intervence. 

JisE nlm nehrozl nebezpeti, Ze bychom piijdi hypoEzu, 2e EEpi uosi diSti. Ale piedstavme si, Ze ' 

nepravii korelace se zdi pohmvat nn6i oblibenou hypoEzu. Potom vgzkumnnt musi mit objektivnost 

mdlS1a aQEliv0St nerostn&o krystolu, nby pmcn5 znbil to, co se pa rnLice pokuuSel dok5znt. 

Tak je oznnEov6na situace, kde mezi nezMsle prominnou X a zivislou Y je jeHrE: prom6nni 

Z, kterou jsme nezahmuli do analfzy. Graf 1.3. tuto situaci jasnE popisuje. Je to opit 

k ~ ~ g u r a c e ,  kteri je t6miP v5udypHtornnP. Kdybychom se jakousi sociologickou lupou 

podivali, co se dije rnezi nEjakou pXinou a jejim nhledkem, existuje jeSti fada mezikrokh. 

?asto mPieme tyto elementy ignorovat bez rizika zkresleni. Ne vSak vidycky. . 

Graf' 1.4. 

ChybEjici stiedni Elen 

kekn~me, i e  X reprezentuje pohlavi respondenti a Y jejich sk6re v testu inteligence. Je 

mofn8, Ze jrsledky ien, a to zejmdna Zen piisluSejlcich k niEh sociilnfm tiidah, by byly 

signi6kantnE niiBi, nei  vqsledky muiii. 

Dvoii ~ i i E n a  

Talcto mliieme oznaEit situaci, kdy zivisl5 promknni Y m i  dvE piEiny, ale jenom jedna 

z nich. X, byla zahrnuta do vfzkurnu. Toro je asi nejEastEjH1 probl6m v)izkumu v soci6lnich 

vEdLh. PravdZpodobnE neexistuje ibdnf sociblnf jev, kce j by mil jedinou pFiEinu. I v naSem 

nesmirni zmenSen8m vesmim, sloiendm jenom ze tii promEnn~ch, si mPteme piedstavit. jak8 

zkresleni mliie vyvolnt, neni-li tato dalS1 piiEina znhrnuta do analfzy. 

Graf 1.5. 

Dvo j i  pfiEina 

CviEeni 1.5. . r , 
Piedstavme si tieba, i e  X je vzdtl6nijedince a i e  Y je jeho picem Pokud piepoklridhe, & 
se vzde'l6nimp~emporoste, m h l i  bychom dirtit, b souvislost je velice nizkr, neb0 dokonce 
nulovd. Co m h l o  vyvolat toto zkresleni? 

CviEeni 1.4. 

Zamyslete se, prosim nrulpiedchozim odrtavcem a navrhntte ulternativnihypotizu, ukaacjici 
mu%!+m Sbvinis th  ie rakovi jsiedXy nepotvnuji superioritu nris, pprind tvorstva 

Zkresleni tohoto typu miie  bft nebezpeEn8. Mfikme je Easto najit v quasivedec~ch pracich, 

podpo~jicfch rasismus, v nikte jch politickjch pamfletech atd. Mnoh6 noviny se dopouSEji 

tohoto hiichu z nevSdomosti, kdyi publikujf vjsledky statisticqch Setieni 

Teoreticky by bylo moind namitnout, i e  v nikteejch situacich nemEeni promEnni Z mP% 

posilovat vliv piziny X. Ale to je krajnE nepravdEpodobnd. Jak vidime z p f u  1.4.. mezi X 

a Y neni iidnf pXEinn9 vztah. I n d e  cviEeni 1.5. je plat116 jenom uvnit? ndeho nerealistick~ 

miniaturizovandho sysemu tii promEnnfch. Je jnsnd, f e  realisticky by bylo tieba zahrnout 

dalSi prominnou "vik", ktertl ovliviiuje vzdElfini, a prostiednic'ivim "zkuSenosti". "seniorily" 

i pXjem. 
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9.1. Pr& tabulka nemusf bi t  plaenti 

N s d y  neni Eikb zapochybovaf ie s uEi.itou jiJEnou souvislosti neni v-mhno v poiidku. 

Zkjminn je snadn6 poznstavit se nad nEkterjmi niUezy, publikovanjmi v dennfm tisku. 

Toronto Stor jsou dobri a seri6mi noviny, jedny z nejlepxich v Kana& a moini  i v celi 

Americe. Je proto vysoce pravdipodobn6,ie zpr$va, ze kted u v M h e  vfBatek, nenf plodem 

novinEovy fantnzie, ale je zaloiena na ponEkud s v i r h i  interpretaci skuMnE existujlcfio 

v)szkumu. 

TEMPE, A&. (AFP) 

Ve studii sponzorovan8 US vkidou se uvtidi, l e  osoby, kter8 
d d y  jedi hamburgy, miluji av8 rodiny, svoji prdci 
a niboh-istvi. .. LabuZnici, ktefi d v a j i  pfednost tistficim 
a kaviiiru, majf obecnli ateisti& a Iiberdld postoje.. 

Toronto Stnr, 9.litopadu 1981. 

NesnaZili jsme se  obdriet pbvodni data, ale tn mohla mit tieba mkovou distribuci, j&o 

v tabulce 9.1. 

LAMBDA = .420 

Tahle data ukazuji, i e  rnezi obima pmmtm$ni existuje povdilivd souvislost. Kdybphom 

tuto souvislost inlerpretovdi joko kaudni ,  znamennlo by to v sociologii $Inou revoluci. 

Sotva by nikdo z nbs by byla piipraven obhajovat teorii o biochemicljch determinantich 

postojb neb0 experimentilni testovat moinosf jak m i n y  v died m t n i  jednotlivcow 

rnorfiucu. VSichni si vEas vzpomeneme na klasicw p"3kkd s Ebpy a porodnosti, na koncept 

nepravi souvislosti. ~ e a  jde jen o to navrhnout, co je ten t k d  fakcor, kterj vyvolal soubEin6 

mEny v obou naSich promZnnfch, a hlavnt dokrizat, i e  souvislost namEen6 v nd f  tabulce 

je v @jake podst3ZnEj~i mEe vyvolba &to faktorern. 

905 

595 - 
1500 

* 
Preferovane jidlo: 

Naltizt nEco, co ovliviiuje privv6 ti& vzorce preferenci ve stravi, jnko postoje k ndboienstvi, 

rodini ntd., nebude tnk Bike navrhnout. Bude to pravdZpodobni iivotnl sol. 

Operacionnliovat Evotnl sty1 by bylo obtEnd. Tak si zjednoduSime situaci Urn, i e  prominnou 

"Evomi styl" nechdme zastupovnt prornZnnou "vzdE1biu. Osoby s vyZ5h vzdilhiim - despoii 

v severoamerickt! spoldnosti - jsou spge ochotny p"&naf ie to s jejich ndboienstvim neni 

tnk ihavt. VfSe vzd8lank osoby majf v8Ginou tak6 vy3i  plat, taEe si mohou dovolit - 
alespoii obEas - koviir, neb0 dstiice. A nby nnSe diskuse byle oprnvdu piehlednd, piedsUrejme, 

Ze prominnd "vzd818ni" mi5 jen dvi kategorie. 

Zboinost: HAMBURGY 

78% 
780 

22% 
220 

Celkem: 
1000 

~ e z  zbfv8 u i  jen jedno: dokdmt. ie souvislost pozorovand v tabulce 9.1. je nepravb, Ze je 

vyvolha vlivem vzdilhd na oboji, na "zboinost" n nu "prefemvnnou straw". JednoduchP 

technikn, kterou mhZerne pouiit, se nazjrvd kontrola daliim faktorem ("control for test 

factor"). Tady je nivod: 

KAVIAR 

25% 
125 

75% 
375 

100% 
500 

Kontrola pro dalsi faktor: 

(1) NaS vzorek rozdalime do tollka podsouborh, kolik kategodi ma promenni, jejii vliv 

kontralujeme. VSlchnl jedincl v I&dem podsoubo~  budou mitv teto prom6nnestejnou 

hodnotu. (V naSem piipad6 ziskame jeden podsoubor, ve  kter6rn budou v5lchnl)edinci 

mit jenom "nizke" vzdi?lAni a v druhem podsoubon! budou jenom jedlnci s "vysokqm" 

vzd6lanirn.) 

(2) Pak z k o n s t ~ ~ j e m e  pro kaidg podsoubor tabulku, Mera ma stelnou f o n u  jako phvodni 

tabulka poplsujicisowlslost, o jejii platnosti pochybujeme. (V hagern piipadB buderne 

rnit dv6 tabulky, forrnou shodne s tabulkou 9.1. V ledn6 budou jen osoby s nizkgrn 

vzd8ianim, v d ~ h e  ]en s vysokvm.) 

(3) Porovname intenZltU S O U V ~ S ~ O S ~ ~  v pljvodni tabulce s e  souvislosti zjiit6nou v noech 

tabulkich. Je-li souvlslost v pfivodni tabulce funkci tyetiho faktonr, v no j c h  tabulkiich 

souvislost mezi pOvodnimi daty zrnizi, neb0 je alespoii podstatn6 oslabena. 

Tabulka 9.2. 

C .- 
5 

Osoby s nizwrn vzd6linim 

A tei to rnfiierne vyzkouHet Tabulka 9.2. obsahuje data o osobdch s "nizkgrn" vzdClinim, 

tabulka 9.3. data o osobbch s vysokfm vzd816nim: 

Preferovane jidlo: 

Zboinost: HAMBURGY ( KAVIAR 

nizka 22% 22% 

LAMBDA = 0 

Tabulka 9.3. 

Osoby s vysokjrn vzdilinirn 

Preferovane jfdlo: 

Zbotnost: HAMBURGY 

LAMBDA = 0 

Vfsledky jsou docela jasnk: souvislost mezi pevodnimi dvEma prom6nnfmi 6pln6 mizela. 

Lambda v obou novych tabulkich klesla na nulu. V'idirne to i bez jakthokoliv miyenf sfly 

souvislosti: procento zboinfch je v obou zcela shodnC pro ty, kteX dhajf piednost kavi;lru, 

jako pro ty, kteii maji rodiji hamburgy. Mhieme tedy uzaviit, i e  pbvodnf souvislost rnezi 

zboinosti a jidlem byla jen n jen funkci tieti promEnni, funkcf vzdEiinf. 

Jisg u i  vite, ie to tak p i h i  vySlo jen proto, ie jsrne piipravili data tak, aby bylo viechno 

jasni a prhhlednti. Ve skutetnosti by n h  kontrola daliich faktorii v novgch tabulk6ch nedala 

nulovou souvislo&~iivotni sty1 maie bfi nndto ovlivn6n dnlSimi faktory, tfeba dm, zda 

respondent iije ve v e E m  m h t i  neb0 na venkovi. Ale i takovt situnce mhie kontrolu dalSiho 

fabrroru zvlddnout Tady je nivod, jak kontrolovat souvislost mezi stravou a zbo'snostf pro dva 

dalgf faktory (vzdBfini a misto bydlife) souEasn6: 
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Kontrola dalgich dvou fektorfi 

(1) Nejdiive rozdelirne nag vzorek na dv6 skupiny. V jedne budou jenom 
respondenti iljici ve rnBslv8, ve druhe jenorn tl, kteii ilji na venkovg. 

(2) Pak kaidou skuplnu rozdelirne do dvou pod sou bod^ podle vzdelhni respondentfi. 
V);siedkem budou Etyii skupiny dat. 

(3) Pro kaidou skuplnu zkonstruujeme tabulku shodnou v jeji form6 s phvodni 
tabulkou 9.1. Buderne rnit tedy Wri tabulky. V jedn6 budou data o jedlncich, 
iijicich ve m&t& a rnajicich vysok4 vzd618ni. Ve druhe budou data o tech, kdo 
iiji ve rnGst6, ale rnaji nizk6 vzd618ni. Ve tieti tabulce budou data o 
respondentech iijicich na venkove a majicich vysoke vzd818ni. v posledni 
tabulce pak budou respondenti, kteii Siji na venkovv8 a maji nizke vzdeldni. 

(4) Posledni krok bude stejn); jako piedtim: porovnlme souvislosti v noqich 
tabulkach se souvislosti zjiSt6nou v phvodni tabulce. 

A nyni by ndrn u i  mEla bgt jasni logika testovini dalSiho faktom: 

-- 

Vytvoienfm novech tabulek je testovane 
faktor udrZov6n na konstantni hodnote. 
Tim je souvislost mezi pilvodnimi 
prominn$mi oEiMna od  zkreslujiciho 
vlivu !&to d a l 3  prominne. 

Teoreticky n e m h e  diivod, proE omezit tuto kontrolu' na jednu nebo dv8 d d i i  promEnn6. ' 

Popsani logika mi ik  bgt aplikovina i na vySSi poEet testovangch faktorii. .. 

Dr.Watson: 

VjbomB Me' v@ycQ mji~nalo, jak vzrlezrleMnf ovlivn'uje rozhorlnuri, pro 
b h o  buhu li& hlasovnr ve volbdch a re2 to m h u  Zjixiit mnohem 
jasnZji. Budrr kontrolovar typ vzde'ffini, povoldni, pPijem a velibst obce. 
a take' to, jak respondent hboval  v minu&ch volbrich a oviem pohhvi 
a vM 

Teoreticky m i  dr. Watson pravdu. Prakticky je v tom hdEek. Podivejrne se, co vSechno by n S  

p I d  muse1 pro navrienou kontrolu udaat. kekn~me,  ?ie by promEnnb "volebni preference" 

mela jenom 6 kategorii, a promznnl "nd%nf" jenom pet; pfivodni tabulkn by mEla tedy 30 

polf. Abychom mohli kontrolovat pro "typ vzdElinfl museli bychom pfivodnf tabulku 

opakovat'pm kaidou, ieknEme ze 4 kategorif &to pmm6nnb. Mime te i  4 tab* s e  12b poii 

Pak mushne tuto sdrii 4 tabulek opnkovat pro kaidou z kategorii prom6nn6 "povolilnf". AIe 

iez se to 16 shiv& tcochu nepkhlednb. Shrneme si to tedy do tabelimi formy: 

Promlnn6: P G e t  kategorii: PoEet goli: 

preferovanh strana 6 
vzdelani 5 
typ vzdglani 4 
povolini 5 
piijem 5 
velikost obce 4 
strana volena v rninulpch volbach 6 
v6k 3 
pohlavi 2 

Tak toNe by opravdu neSlo. Co bychom si poEali s 7.200 tabulek? Takovd rnnoistvi tnbulek 

by vfibec nebylo m o b 6  interpretovat Ale hlavn6, pm ukovdhle cviEeni n e m h e  dost lidf! 

I kdyby dr. Watson mEl hodnE StEdr6ho sponzora a mohl si dovolit vzorek s dvEma tisici 

jedinci, vice nei  99% poli v jeho tabulk6ch by bylo priizdnfch. 

Zkusme tedy podstatni skromnijSi pXstup. Budeme kontrolovat jen ty promEnnd, kerb jsou 

snad nejditleiitijli: povolhi a pohlnvi. ~ e a  bychom skonEili s 300 poli v deseti tabuklch. 

I zde by vzorek 2.W jedincu soma staEi1. Teoreticky by na kaZd6 pole v tabulkbh pfipndlo 

o neco mbni ne i  7 pozorovinf. To by nemuselo bj t  dost Prkdnr i  pole v tabulce, jakoi 

i poles velice nizkfm poEtem pozorovimi, mohou podstatnl: zkreslit vfznam koeficientii, 

mEiicich souvislost 

PoEet faktorii, kter6 si miiieme dovolit kontrolovat nezdvki ovSern jen na poEtu promEr~nn(rch, 

ale i na pd tu  kafegorii kaid6 z nich. Tnk kdybychom kontrolovali povoldni a pohlavi naSi 

tabulku 9.1. a dostali bychom ve eslednjch deseti tabulkdch jen 80 polia pii stejnb velikosti 

vzorku by na h i d 6  pole piipadnlo v p r h 8 r u  25 pozorovini. To u i  je podstatng leplf, ale kdo 

si kdy m E e  dovolit dvoutisicov~ vzorek? 

Nikdy n8m.vlak i kontrola jedin6ho d a i h o  faktoru m b k  podstatn8 prosp?:t Naphiud jsme 

zapojeni do vgzkumu trhu a studujeme, Zdn baleni typu A je atraktivnEjEi, nei bnlenf B. Pwni 

$sledicy jsou v tabulce 9.4.: 

Tabulka 9.4. 

Ale tabulka 9.6. n h  podfivd docela jin); obraz: 

asi by 
koupll 

asi ne 

Data ziejmi5 ukazuji. i e  typy baleni nemii vliv na dmysl zakoupir vjrobek. Piesnii slejnd 

procento respondentti vyjddFilo dmysl koupit, a i  j i i  by1 vjrobek uveden v baleni a nebo B. 

Ale je tomu opravdu tak? Podivejme se, co se  stane, kdyi budeme kontrolovat pohlavi 

respondentb. 

Tabulka 9.5. shmuje ddaje pro muie. Na prvj pohled se zd& i e  se nic nezmi5nilo: promBnnd 

"typ balenf' a prom8nnd "dmysl koupil" jsou vzdjemn?: naprosto nez;ivisl8: 

Tabulkn 9.5. 

Muii: 

Celkern: 

LAMBDA = 0 

40% 
80 

60% 
120 

Baleni A Baleni B Celkem: 

asi ne 

loo 

LAMBDA = 0 

40% 
160 

60% 
240 

240 

360 

2eny: 

P 

as1 by 
koupll 

asi ne 

400 

LAMBDA = .625 

100% 
100 

0% 
0 

20% 
60 

80% 
240 

160 

240 
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VIechny ieny ve vzorku vyj6diily dmysl zakoupit vfrobek v baleni A a jen @ins z nich 

v baqni B. Pro mnrketing to je jistii velice uiiteEnb informace, kteri byla zceh neviditelnd 

v phodnf tnbulce 9.4. 

1. 
Pro keZdi3ho jedince jsou pozorovanb hodnoty ndsobeny koeficienty odpovldajlcfrni 
koaficienty prv4 diskrirninantnf iunkce. (To jsou ta Elsla v p ~ b r n  sloupci tabulky 9.9.) 
SouEet tiichto ndsobkd reprezentuje jednotlivcovu pozici na prv6 diskrirninaEnl 
funkci. 

Pro nis je tenhle poznatek tak6 ~ 8 x 1 8  dbleii@: ukazuje ndm, jak statistickii analfza vice 

prominngch souEasnE mcie odhalit nejen nepravou souvislost, produkovanou nEj&gm 

faktorem, ale mbie i odkdt nepravou neziivislost mezi prom8nnfmi. Ki:inou toboto typu 

zkresleni mi% b9t fnkt, ie souvislost exismje pouze v u e i e  EPti vzorku, v nJem 

specifick6m pXpad8 jen mezi ienami. Zde mhie bft konuola dnlHich faktod velice Einnfm 

nluojem. 

2. 
Stejnou operaci opakujeme s koeficienty druhb funkce a obdFilrne jeho pozici na t6ro 
funkci. 

3. 
~ e a  rndrne pro jedince dvFi souiadnice a rndieme ho zakreslit do rnapy, odpovldajlcl 
map6 v grafu 9.7. 

4. 
Pak ui  zb@d jen jedno, rozhodnout ke kterernu z centroidd ja jednotlivcova pozice 
nejblEe a zaiadit ho do ti3 skupiny. (Ve skuteEnosti jsou i obg poslednl operace 
provddiiny rnaternaticky.) NicmCn5, musime-li pncovat najednou s mnohn promEnnfmi, konlrnla dnlSiho faktoru brzy 

ztrhi dech. To jsme si u i  demowuovali. Musime se ady porozhl6dnout po jinfch postupech. 

kted by umokily dr. Watsonovi renlizovat jeho volebni projekt 
Tabulka 9.11. shrnuje esledky takov6 M a s S h w  

Tabulka 9.11. 

Z poselstviVogona Jetze. Elena Plftnovaciho j b 0 ~  pro 
galaktlckg nadprostor: 
"Bohuiei, vaSe planeta Je jednou z tech, ktere byly 
uteny pro dernolici. Tento proces zapoEne za necele 
dve vaSe pozemske rnlnuty. Nepodlehejte panice! 
Ditkuji varn. 

~kuteEn4 Elensrvl Odhadnuti3 Elenstvi 
Arnerika StFednl Evropa ltdlie 

Amerika 66% 14% 20% 
SWLdni Evropa 13% 69 % 18% 
ltdlie 25% 21 % 53% 

Daueks Adams, The Hifch-Hlksrs Guide lo Ule Gallwy, 1978. p.30 

On to bude vic nei Ety3ozmErnP prostor, ale nepmikSte. i kdyi opence, o kte j c h  budeme 

hovoiit, ma$ vzneieni a lehce hrozivd jmknn, jnko vicerozm5rnfi regresnf annlfzo, "path 

analysis", faktorovi nnnlfza atd. Jejich logika a jejich interpretace nenf sloiitd. Sloiiti jl: 

jen logika jejich j p & u  a logika zdbvodn6nl echto vgpoEtu. Ale tim se zde nehudeme 

zabfrvat s tGn se setk5te. a?, budete studovat skuteEnou statistiku. 

Z celkov6ho poEtu 2273 jedlnca bylo spdvn8 klasifikovzho 65 %. U v ~ m e - l i  charaktm 

pouiitjch prediiori~, je to opravdu doceia pozoruhodnf vjsledek. Soci6I1-18 psychologicki? 

rozdfly podrninEn.4 rozdfinou kulturou a rozdflnfm politicko-ekonomicl$m syst6mem jsou 

daleko silngjsi, ne2 jsme oEeEvali. Ale tIm se opct dostivrime do obsahov6 oblasti, a ta., 

bohiel, nepaef do n d i  kniiky. 

V podstntE zndnou Eht toho, o Eem tu budeme mluvit, u i  zndte. Zde to jen troShv roziriime. 

Napi. ui  dovedeme pomoci regrese odhadnout jednotlivcfiv piijem, kdyi mime jeho vzdZVhi. 

Ale pqem nezivisi jenom na vzdElini, ale i na d6lce odbornd praxe, povolhi atd. Zkwme. 

zda je mob6 aplikovat postup, kte j 16 znbme, i nu vice prom5nnfch. 

Tak nezbjvi nei poznamenat, i e  diskriminaEni analyza je nejen zajimavi, ale i velice 

uiitei5ni hraEka a piejit k posledni ze statisticljch technik, kterC zde budeme probirat. 
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INTERPRETATION, the second part of the elaboration paradigm, is the search for a 
control variable (Z) that causally interuenes between the independent variable 
(X) and the dependent variable (Y). Figure 16.9 diagrams the differences between 
explanation and interpretation as they mod@ the original relationship between 
the independent and dependent variables. An INTERVENINGVARIABLE must  be related 
to both the independent and the dependent variable, and it must be plausible to 
think of it as somehow a result of the independent variable that, i n  turn, affects 
the dependent variable. Figure 16.10 illustrates the effects of a n  intervening 
variable. 

Searching for an intervening variable that might explain the relationship be- 
tween abortion attitude and size of birthplace (Figure 16.8), one might 
hypothesize that towns '2nd citiei,promote very different kinds of political and 
social idkologies, which ii tum'might account for the cityitown differences in 
abortion attitudes. In effect, people bom i n  towns are more likely to be conserva- 
tive than are people born in cities, and conservatives are more likely than liberals 
to oppose abortion. Note in Figure 16.10 that there are no longer any differences 
in abortion attitudes between town people and city people in either subtable; all 
townlcity differences have been accounted for by subdividing the sample into 
conservatives and liberals. Hence we have successfully interpreted the relation- 
ship by locating an intervening variable. 

Compare Figure 16.7 with Figure 16.10. Notice that the results have the same 
statistical form; that is, the introduction of a control variable makes the original 

FIGURE 16.8 The Bivariate Relationship between Abortion Attitude and Size of Birth 
Place 

Size of Birthplace 
Town Citv 

"Should it be 82% 18% 
possible for -1 
a woman to (41 0) 
obta~n an 
abort~on on 

Yes 1 l o ,  1 82% / 
z (410) 

demand!" 
Total 100°/o 100% 

(500) (500) 

INTERPRETATION. Figure 16.8, a cross-tabulation of therelationship between at- 
titudes to~uard abortion and size of one's birthplace, shows persons from cities 
much more likely (82 percent) to endorse the right of women to obtain an abor- 
tion than are persons from towns (18 percent). Suppose, as in the previous exam- 
ple, we try to explain away the relationship but fail to discover any control variable 
that meets both requirements (i.e., associated with and causally prior to both 
original variables). When explanation fails to reduce such a nonobvious relation- 
ship between two variables, there still exists the possibility that we can uncover a 
third factor to help clarify the chain of circumstances that connects the two var- 
iables to one another. 

relationship disappear. Hence the difference between explanation and interpreta- 
tion rests in the underlying lopic, not in the statistics. We now turn to a third form 
of elaboration, referred to as SPECIFICATION, i n  which the objective is not to make 
the original relationship disappear. but rather to specify the conditions under 
which the strength of the original relationship varies in intensity. 

FIGURE 16.9 Models Iuustrating the Distinction Between Explanation and Interpretation 
SPECIFICATION. Figure 16.1 1 reexamines the relationship between size of birth- 
place atntudes toward abortion whSe controllingfor a thirdvariable, the region 
ofthe co&try in which a person was born. Here the original relationship changes 
(compare with Figure 16.8) but does not disappear; instead, it takes on a different 
form from one subtable to the next. The original relationship disappears for per- 
sons born in the South, where town and  city people show identical attitudes 

Original relationship 

FIGURE 16.10 The Relationship Between Abortion Attitude and Size of Birthplace Con- 
trolling for Political Ideology: an Example of Interpretation 

Political Ideology 
Conservative I Liberal 

Interpretation Size of Birthplace I Size of Birthplace 
Town City Town City 

90% 90% 
(15) (405) 

"Should i t  be No 
possible for 
a woman to 
obtain an 
abortion on 
demand?" 

Explanation 

x = Independent variable 
Y = Dependent variable 
z = Control variable 
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toward abortion; it remains strong in the West, where town people are more likely 
than city people to oppose abortion (86 percent versus 21 percent); and it inten- 
sifies in the North, where differences between town and city people regarding 
abortion attitudes are most pronounced (89 percent versus 0 percent oppose 
abortion). Introducing a control variable has enabled us to analyze the relation- 
ship between size of birthplace and attitude loward abortion more precisely, pin- 
pointing the circumstances under which the association holds. This is an exam- 
ple of specification. 

It is entirely possible that the use of a control variable for specification of a 
relationship, as in Figure 16.11, may produce fundamentally different relation- 
ships in different subtables. It is conceivable that town persons might favor abor- 
tion more than city persons in one region, and yet the opposite might be true in 
another area When this occurs, there is good reason to suspect that other, undis- 
covered factors are affecting the relationship. A specification that results in such 
markedly different subtables is an invitation to pursue the analysis further, as the 
following case illustrates. 

SUPPRESSOR VARIABLES. Suppose we have a table in which no relationship ap- 
pears, even though we had good reason to expect to find an association. In Figure 
16.1 1 the data for the West and the North indicate a strong association between size 
of birthplace and abortion attitude; yet the association disappears in data for the 
South. Why? It is possible that some hidden third factor is suppressing the true 
relationship between the two original variables. Such a factor is referred to as a 
sUppnEssonvARIABLE, because it hides the actual relationship until it is controlled. 

Figure 16.12 reanalyzes this data for the South, controlling for another vari- 
able, percentage of persons in the community who are black. Whereas the origi- 
nal data showed no relationship between size of birthplace and abortion attitude, 
these two subtables each show strong (but opposite) associations. Subtable 2 
shows data that are consistent with the overall findings presentedin Figure 16.11, 
while subtable 1 isolates the deviant cases. When the two subtables are com- 
bined, as they were in Figure 16.1 1, the relationship is no longer discernible. 

FIGURE 16.11 The Relationship Between Abortion Attitudes and Size of Birthplace. 
Controlling for Region of Birthplace: Example of Specification 

Region 01 Birthplace 

South j West j North 

Size 01 Birthplace I Size of Birthplace I Size of Birthplace 

"Should It be 
possible for No 
a woman to 

obtain an 
abortion on Ye5 

demand?" 
Total 

Town City 

No 

Yes 

Town City Town City 

(210) 

(1 80) 

100% 100% 100% 100% 
(185) (240) (235) (180) 

FIGURE 16.12 A Three-Way Table Illustrating the Effect of Intmducing a Suppressor 
Variable 

Percent Black in Community of Birth 
for Respondents Born in South 

High 1 Low 

Size of Birthplace I Size oi Birthplace 

Town City 
"Should it be 
possible for a No 
woman to 
obtain an 
abortion 
on demand?' 

100% 100% 100% 100% 
Total 

(40) (40) I (40) (40) 

(Subtable 1) I (Subtable 2) 

The data we have presented in this discussion of various methods of elabora- 
tion (Figures 16.6 to 16.8 and 16.10 to 16.12) are hypothetical and exaggerated to 
illustrate points of analysis. In actual research, relationships are seldom so strong, 
nor are distinctions between types of elaboration so clear. However. the logic that 
underlies these idealized examples embodies the range of possibilities for analysis 
that you will encounter in real research, and a thorough knowledge of these 
classifications will serve as a useful guide. 

For the sake of simplicity we have developed elaborations around dichoto- 
mies-variables with only two'values. The same logic applies to more complex 
variables: but when tables get larger, the elaborations soon .become unwieldy. 
Indee3;:it ,is often desirable to control for the effects of more than one variable, 
but we find ourselves confronted with the same practical difficulty. Just as corre- 
lation analysis was introduced to solve the analogous problem for two-variable 
tables with many cells, a technique called partial correlation exists to aid in the 
analysis of more complex elaborations. 

120 Chapter 7 

Adding Control Variables 
So far, you've considered the relationship between income and job satis- 
faction for the entire sample. It's possible that if you consider additional 
variables, the relationship you've seen between the two variables may 
change. For example, it may be that the relationship between income add 
job satisfaction is different for men and women. To test this, you can 
make separate tables of income and job satisfaction for men and for 
women. Gender is then called a control variable, since its effect is re- 
moved, or "controlied" for, in each of the separate tables. Figure 7.8 
shows separate crosstabulation tables for men and women. 

To obtain these 
separate 
or layered- 
crosstabulations, 
select sex as a 
layer variable, as 
shown in Figure 
7.10. 

Fieure 7.8 job satisfaction by income for men and women 

Each cell contains counts and column percentages. An interesting differ- 
ence emerges between the two tables. For women, job satisfaction seems 

,t_o increase with income. h o s t  twice as many women in the highest in- 
come category (53.5%) are very satisfied compared to women in the low- 
est income category (26.1%). For men, the difference is not as striking. 
Almost 35% of men in the lowest income category are very satisfied, 
compared to 46% of the men in the highest income category. 
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542 Appendix B 

This opens the Select Cases dialog box, as shown in Figure B.12. 

Figure B. I2 Select Cases dialog box 
Select If 
condition is 
satisfied 

Specify 
temporary or 
permanent 
selection 

Temporary or Permanent Selection 

Case Selection 
Sometimes you want to analyze only part of your cases. For example, 
some of the analyses described in this book look only at full-time workers 
or only at college graduates. 

The Selen Cases dialog box allows you to restrict your analysis to a 
specific group of cases. There are a number of options for selecting cases: 

You can choose cases according to a logical condition based on their 
data values. 
You can select a random sample of the cases in your file. 
You can select a range of cases according to their order in the file. 
You can select those cases that are marked with a non-zero value for a 
"filter variable." 

b From the menus choose: 
Data 
Select Cases ... 

The Select Cases dialog box offers a choice between filtering cases (selea- 
ing temporarily) or deleting cases (selecting permanently). The distinction 
between temporary and permanent case selection is important to under- 
stand. 

When you filter cases, or select a temporary subset, the unselected cases 
remain in the working data file. You can regain all the original cases at 
any h e .  
When you delete cases, or select a permanent subset, SPSS deletes them 
forever from your working data file. If you save the working data file, 
replacing the copy on your disk, the deleted cases are gone forever from 
that file, too. This can be useM because it allows you to save a smaller 
data file. 

If you haven't saved the working data file, you can often "undo" a per- 
manent case selection by reopening the original data file. If you have 
saved the working data file there is no way to get back cases that have 
been deleted, unless you have a backup copy of the data file. 

Transforming and Selecting Data 543 544 r\ppendlx s 

I I Example: Selecting Full-Time Employees 

Many of the analyses in this boolc that use the GSS data restrict the anal- 
ysis to full-time workers. In the gss.sav file, respondents who are em- 
ployed full time are coded 1 for the variable wrkstat T o  select full-time 
employees: 

B From the Data Editor menus choose: 

Data 
Select Cases ... 

B Select If condition is satisfied alternative in the Select Cases dialog 
box (see Figure B.12). 

I !  I b Select Filtered in the Unselected Cases Are group. 

This assures that the unselected cases will remain in the worlcing data file 
if you want to use them in future analyses. 

b Click If. 

This opens the Select Cases If dialog box, as shown in Figure B.13. This 
dialog box, which strongly resembles the Compute Variable if  Cases di- 
alog box shown in Figure B.9, allows you to specify a conditional 
expression. 

Figure 8.1 3 Select Cases If dialog box 

l g  I b Enter the expression wrkstat = I. 

I 2. -1. B Click Continue ro return to the Select Cases dialog box. 

b Click OK. 

Cases for people who work full time are now selected. In the Data Editor, 
unselected cases are indicated by a slash mark over the row number. 

b To turn off case selection, open the Select Cases dialog box again, se- 
lect All cases, and click OK. 

Examole: Selecting Coliege Graduates - - 
In the gss.sav and gssftsav data files, the variable degree indicates the 
highest degree earned by each respondent. Pour-year college graduates 
are coded 3 (for bachelor's degree) or 4 (for advanced degree). To select 
people with bachelor's or advanced degrees: 

b Open the Select Cases dialog box as described a b o v ~  

b Select Filtered in the Unselected Cases Are group. 

B Select If condition is satisfied and click If. 

b Enter degree >= 3 in the Numeric Expression box. 

This expression specifies that cases should be selected "if degree is greater 
than -.. or equal to 3." 

k ~li"dc Continue to return to the Select Cases dialog box and click OK. 

Other Selection Methods 
Other o~ t ions  available in the Select Cases dialog box include: 

Random sample. Sometimes you want a random subset of cases. You 
have no particular criterion for choosing which cases to process, but you 
don't want the whole data file. 

Based on time or  case range. Under some circumstances, it is desirable 
to select a range of cases according to the order of cases, as displayed in 
the Data Editor. This can be useful for time series data files. 

Use filter variable. A filter variable is simply a variable that indicates 
whethir or not a particular case should by s + ~ e d .  Cves  for which the 
specified ffiter variable has a valid non-zero vafue are retained. Cases for 
&ich it is 0 or missing Lre dropped. 
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Testing for intervening variables 

The quest for intervening variables is different from the search for potentially 
spurious relationships. An intervening variable is one that is both a product of 
the independent variable and a cause of the dependent variable. Taking the data 
examined in Table 10.1, the sequence depicted in Figure 10.2 might be imag- 
ined. The analysis presented in Table 10.4 strongly suggests that the level of 
people's interest in their work is an intervening variable. As with Tables 10.2 
and 10.3, we partition the sample into two groups (this time those who report 
that they are interested and those reporting no interest in their work) and exam- 
ine the relationship between work variety and job satisfaction for each group. 
Again, we can compare d ,  in Table 10.1 with dl and d, in Table 10.4. In Table 
10.1 dl is 56 per cent, but in Table 10.4 dl and d, are 13 per cent and 20 per 
cent respectively. Clearly, d, and d2 in Table 10.3 have not been reduced to zero 
(which would suggest that the whole of the relationship was through interest 

Intervening 
variable 

Work 
variety 

Multivariate analysis: exploring relationships 241 

in work), but they are also much lower than the 56 per cent Merence in Table 
10.1. If d, and 4 in Table 10.4 had remained at or around 56 per cent, we would 
conclude that interest in work is not an intervening variable. 

The sequence in Figure 10.2 suggests that variety in work affects the degree 
of interest in work that people experience, which in turn affects their level of 
job satisfaction. This pattern differs from that depicted in Figure 10.1 in that if 
the analysis supported the hypothesized sequence, it suggests that there is a 
relationship between amount of variety in work and job satisfaction, but the 
relationship is not direct. The search for intervening variables is often referred 
to as explanation and it is easy to see why. If we find that a test variable acts 
as an intervening variable, we are able to gain some explanatory leverage on 
the bivariate relationship. Thus, we find that there is a relationship between 
amount of variety in work and job satisfaction and then ask why that relation- 
ship might exist. We speculate  at it may be because those who have varied 
worlc become more interested in their work, which heightens their job 
satisfaction. 

It should be apparent that the computation of a test for an intervening vari- 
able is identical to a test for spuriousness. How, then, do we know which is 
which? If we carry out an analysis like those shown in Tables 10.2, 10.3 and 
10.4, how can we be sure that what we are taking to be an intervening variable 
is not in fact an indication that the relationship is spurious? The answer is that 
there should be only one logical possibility, that is, only one that makes sense. 
If we take the trio of variables in Figure 10.1, to argue that the test variable - 
size of firm - could be an intervening variable would mean that we would have 
to suggest that a person's level of work variety affects the size of the iirm in ' 

which he or she worlcs - an unlikely scenario. Similarly, to argue that the trio 
in Figure 10.2 could point to a test for spuriousness, would mean that we would 
have to accept that the test variable - interest in work - can affect the amount 
of variety in a person's work. This too makes much less sense,than to perceive 
it as an intervening variable. c .  

One further point should be registered. It is clear that controlling for inter- 
est in worlc in Table 10.4 has not totally eliminated the difference between those 

Interest 
In work 

reporting varied work and those whose work is not varied, in terms of job sat- 
isfaction. It, would seem, therefore, that there are aspects of the relationship 
between amount of variety in work and job satisfaction that are not totally 
explained by the test variable, interest in work. 

Testing for moderated relationships 

* 

Figure 10.2 Is the relationship between work variety and job satisfaction affected by an A moderated relationship occurs when a relationship is found to hold for some 
intervening variable? categories of a sample but not others. Diagrammatically this can be displayed 

ds in Figure 10.3. We may even find the character of a relationship can differ 
- 2  

for categories of the test variable. We might find that for one category those 
who report varied work exhibit greater job satisfaction, but for another category 

Job 
satisfaction 
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Figure 10.3 is the relationship between work variety and job satisfaction moderated by 
gender? 

of people the reverse may be true (i.e. varied work seems to engender lower 
levels of job satisfaction than work that is not varied). 

Table 10.5 looks at the relationship between variety in work and job satisfac- 
tion for men and women. Once again, we can compare dl (56 per cent) in Table 
10.1 with d, and d2 in Table 10.5, which are 85 per cent and 12 per cent respec- 
tively. The bulk of the 56 percentage point difference between those reporting var- 
ied workand those reporting thatworkis notvariedinTable 10.1 appears to derive 
from the relationship between variety in worlc and job satisfaction being far 
stronger for men than women and there being more men (300) than women (200) 
inthe sample. Table 10.5 demonstrates the importance of searching formoderated 
relationships in that they allow the researcher to avoid inferring that a set of find- 
ings pertains to a sample as a whole, when in fact it only really applies to a por- 
tion of thzt sample:-The term interaction effect is often employed to refer to the 
situation in which a relationship between two variables differs substantially for 
categories of the test variable. This kind of occurrence was also addressed in 
Chapter 9. The discovery of such an effect often inaugurates a new line of inquiry 
in that it stimulates reflection about the likely reasons for such variations. 

The discovery of moderated relationships can occur by design or by chance. 
When they occur by design, the researcher has usually anticipated the possi- 
bility that a relationship may be moderated (though he or she may be wrong of 
course). They can occur by chance when the researcher conducts a test for an 
intervening variable or a test for spuriousness and finds a marked contrast in 
findings for dserent categories of the test variable. 

Job 
satisfaction Work variety 

Gender 

A 
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I : , ~ u l t i ~ l e  causation 

Work variety CI 
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0 
-a 
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Participation 
at work 

Dependent variables in the social sciences are rarely determined by one vari- 
'able alone, so that two or more potential independent variables can usefully be 
'considered in conjunction. Figure 10.4 suggests that whether someone is 
-allowed participation in decision-making at work also affects their level of job 
hsatisfaction. It is misleading to refer to participation in decision-making as a 

Job satisfaction L__1 
Ii I Figure 10.4 Worlc variety and participation at worlc 
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test variable in this context, since it is really a second independent variable. 
What, then, is the impact of amount of variety in work on job satisfaction when 
we control the effects of participation? 

Again, we compare d, in Table 10.1 (56 per cent) with d, and d, in Table 
10.6. The latter are 19 and 18 per cent respectively. This suggests that although 
the effect of amount of variety in worlc has not been reduced to zero or nearly 
zero, its impact has been reduced considerably. Participation in decision-mak- 
ing appears to be a more important cause of variation in job satisfaction. Por 
example, compare the percentages in cells 1 and 3 in Table 10.6: among those 
respondents who report that they perform varied work, 93 per cent of those who 
experience participation exhibit job satisfaction, whereas only 30 per cent of 
those who do not experience participation are satisfied. 

One reason for this pattern of findings is that most people who experience par- 
ticipation in decision-making also have varied jobs, that is (cell1 + ce115) - 
(cell2 + cell6). Likewise, most people who do not experience participation have 
work whichjs not varied, that is (cell4 + cell8) - (cell3 + cell7). Could this 
mean that the relationship between variety in work and job satisfaction is really 
spurious, when participation in decision-making is employed as the test variable? 
The answer is that this is unlikely, since it would mean that participation in deci: 
sion-making would have to cause variation in the amount of variety in work, 
which is a less likely possibility (since technological conditions tend to be the 
major influence on variables like work variety). Once again, we have to resort to 
a combination of intuitive logic and theoretical reflection in order to discount 
such a possibility. We will return to this kind of issue in the context of an exam- 
ination of the use of multivariate analysis through correlation and regression. 

I 
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3.2.4. Partial Correlafion 

3.2.4.7. The Theory behind Part and Partial Correlation 

I mentioned earlier that there is a type of correlation that can 
be done that allows you to loolc at the relationship between 
two variables when the effects of a third variable are held 
constant. For example, analyses of the exam anxiety data (in 

the file ExamAnxsav) showed that exam performance was negatively 
related to exam anxiety, but positively related to revision time, and 
revision time itself was negatively related to exam anxiety. This scenario 
is complex, but given that we know that revision time is related to both 
exam anxiety and exam performance, then if we want a pure measure of 
the relationship between exam anxiety and exam perfonnance we need 
to take account of the influence of revision time. Using the values of R2 
for these relationships, we know that exam anxiety accounts for 19.4% of 
the variance in exam performance, that revision time accounts for 15.7% 
of the variance in exam performance, and that repion time accounts for 
50.2% of the variance in exam anxiety. If revision time accounts for half 
of the variance in exam anxiety, then it seems feasible that at least some 
of the 19.4% of variance in exam performance that is accounted for by 
anxiety is the same variance that is accounted for by revision time. As 
such, some of the variance in exam performance explained by exam 
anxiety is not unique and can be accounted for by revision time. A 
correlation between two variables in which the effects of other variables 
are held constant is known as a partial correlation 
Figure 3.13 illustrates the prhaple behind partial correlation. In pi& 1 

of the diagram there is a box labelled exam performance that represents 
the total variation in exam scores (this value would be the variance of 
exam performance). There is also a box that represents the variation in 
exam anxiety (again, this is the variance of that variable). We know 
already that exam anxiety and exam performance share 19.4% of their 
variation (this value is the correlation coefficient squared). Therefore, 
the variations of. these two variables overlap (because they share 
variance) creating a third box (the one with diagonal lines). The overlap 
of the boxes representing exam performance and exam anxiety is the 
common variance. Likewise, in part 2 of the diagram the shared 

Correlation 

variation between exam performance and revision time is illustrated. 
Revision time shares 15.7% of the variation in exam scores. This shared 
variation is represented by the area of overlap (filled with diagonal 
lines). We lmow that revision time and exam anxiety also share 50% of 
their variation: therefore, it is very probable that some of the variation in 
exam performance shared by exam anxiety is the same as the variance 
shared by revision time. 
Part 3 of the diagram shows the complete picture. The first thing to 

note is that the boxes representing exam anxiety and revision iime have 
a large overlap (this is because they share 50% of their variation). More 
important, when we loolc at how revision time and anxiety contribute to 
exam performance we see that there is a portion of exam performance 
that is shared by both anxiety and revision time (the dotted area). 
However, there are still small chunks of the variance in exam 
performance that are unique to the other two variables. So, although in 
part 1 exam anxiety shared a large chunk of variation in exam 
perfonnance, some of this overlap is also shared by revision time. If we 
remove the portion of variation that is also shared by revision time, we 
get a measure of the unique relationship between exam performance 
and exam anxiety. We use partial correlations to find out the size of the 
unique portion of variance. Therefore, we could conduct a partial 
correlation between exam anxiety and exam performance while 
'controlling' the effect of revision time. Lilcewise, we could carry out a 
partial correlation between revision time and exam performance 
'controlling' for the effects of exam anxiety. 

Discovering Statisfics Using SPSSfor Windows 

Variance Accounted 
for by Exam Anxiety Anxiety 

(1 9.4%) 

Variance Accounted for by 
Revision Time (15.7%) 

Figure 3.13. Diagram showing the principle of partial correlation 

Correlation 

3.2.4.2. Partial Correlation Using SPSS 

To conduct a partial correlation on the exam performance data select the 
Correlate option from the Aiuilyze menu and then select Pa-rtial - 
malyze=.Correlate=d%&l) and the dialog box in Figure 3.14 will be 
activated. This dialog box lists all of the variables in the data editor on 
the left-hand side and there are two empty spaces on the right-hand 
side. The first space is for listing the variables that you want to correlate 
and the second is for declaring any variables the effects of which you 
want to control. In the example I have described, we want to look at the 
unique effect of exam anxiety on exam performance and so we want to 
correlate the variables exam and anxiety, while controlling for * revise. then 
Figure 3.14 shows the completed dialog box. If you cliclc on- 
another dialog box appears as shown in Figure 3.15. 

I . .  . 
) Gandei Lqerda11 

F i p e  3.14: Main dialog box for conducting a partial currelation 

-- 

F i , w  3.15: Options for partial correlation 

These further options are similar to those in bivariate correlation except 
that you can choose to display zero-order correlations. Zero-order 
correlations are the bivariate correlation coefficients without controlling 
for any other variables. So, in our example, if we select the tick-box for 
zero-order correlations SPSS will produce a correlation ma& of 
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anxiety, exam and revise. If you haven't conducted bivariate 
correlations before the partial correlation theq this k a US& way to 
compare the correlations that haven't been controlled against those that 
have. This comparison gives you some insight into the contibution of 
different variables. Tick the box for zero-ord& correlations but leave the 
rest of the options as they are. 

I E m  ANXIETY REVISE 

- 

EXAM 1.0000 -.4410 . - i q K 7  

PARTIAL CORRELATION COEFFICIENTS 

Zero Order Par t i a l s  

(Coefficient / (D.F. / 1-tai led Significance) 

PARTIAL CORRELATION COEFFICIENTS 

Controlling for. . REVISE 

EXAM 1.0000 -.2467 

( 0 )  ( 100)  
P= . P= .006  

ANXIETY -.2467 1 .0000  

! 1 0 0 )  0)  
P= .006 P= , 

(coefficient / (D.F. / 1-tai led Significance) 

SPSS Output 3.6 shows the output for the partial correlation of exam 
anxiety and exam performance controlling for revision time. The first 
t h iy  to notice is the ma& of zero-order correlations, w M  we asked 
for using the uptiom dialog box. The correlationr displayed hpre are 
.identical to those obtained &om the Pearson correlation procedure 
(compare this mahix with the one in SPSS Output 3.2). Underneath the 
zero-order correl+tions is a matrix of correlations for the variables 

anxiety and exam but controlling for the effect of revision. In this 
instance we have controlled for one variable and so this is known as a 
first-order partial correlation. It is possible to control for the effects of 
two variables at the same time (a second-order partial correlation) or 
control three variables (a third-order partial correlation) and so on. First, 
notice that the partial correlation between exam performance and exam 
anxiety is -0.2467, which is considerably less than the correlation when 
the effed of revision time is not controlled for (r = -0.4410). In fact, the 
correlation coefficient is nearly half what it was before. Although this 
correlation is still statistically significant (its p value is still below 0.05), 
the relationship is diminished. In tenns of variance, the value of R2 for 
the partial correlation is 0.06, which.means that exam anxiety can now 
account for only 6% of the variance in exam performance. When the 
effects of revision time were not controlled for, exam anxiety shared 
19.4% of the variation in exam scores and so the inclusion of revision 
time has swerely diminished the amount of variation in exam scores 
shared by anxiety. As such, a truer measure of the role of exam anxiety 
has been obtained. R-g this d y s i s  has shown us that exam 
anxiety alone does explain much of the variation in exam scores, and we 
have discovered a complex relationship between anxiety and revision 
that might otherwise have been ignored. Although causality is still not 
certain, because relevant variables are being included, the third variable 
problem is, at least, being addressed in some fonn. 

3. ,~~$.3.  semi-partial (or Part) Correlations 

In the n u t  chapter, we come aaoss another form of correlation known 
as a s--phd correlation (also referred to as a part correlation). While 
I'm babbling on about p& carrelatiom it is wonh me wp1-g the 
difference between this type of correlation and a semi-pdd 
correlation, When we do a partial correlation between two variables, we 
control for the effects of a third vadable. Specifically, the effect Uiaf the 
third variable has on both variables in the correlation is controned. 0 a 
~ e ~ - ~ a r t i i i l  correlation we control for the efkrt  that the W d  variable 
has on only one of the variables in the correlation Figue 3.16 illustrates 
thw pddple  for the exam per formmce data. The partid correlation that 
we calculated took account not onh, of the effect of redion on exam 
performance, but also of the effect of revision on anxiety. If we were to 
calculate the semi-partid correlation for the same data, then this wodd 
control for only the effed of revirion on exam pedomance (the effect of 
revision on exam anxiety is ignored). Partial correlatiofi are 
most useful for looking at the unique relationship between 
two variables when other variables are ruled out. Swi-  
partial conelatiom are, therdore, useful when +g to 
explain the variance b one particular variable (an outcome) horn a set of 
medictor variables. This idea leads us &ely toward Chapter 4 . .. 
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be Regression 

4.1. An Introduction to Regression 

Correlations can be a very useful research tool but they tell us nothing 
about the predictive power of variables. In regression analysis we fit a 
predictive model to our data and use that model to predict values of the 
dependent variable (DV) from one or more independent variables (TVs).' 
sGple regression seeks to predict an outcome-from a single predictor 
whereas multiple regression seeks to predict an outcome from several 
predictors. This is an incredibly useful tool because it allows us to go a 
step beyond the data that we actually possess. The model that we fit to 
our data is a linear one and can be imagined by trying to summarize a 
data set with a straight line (think back to Figure 1.5). 
With any data set there are a number of lines that could be used to 

summarize the general trend and so we need a way to decide which of 
many possible lines to chose. For the sake of drawing accurate 

conclusions we want to fit a model that 

How fit a best describes the data. There are 
straight line several ways to fit a straight line to 

the data you have collected. The 
way wouldbe to use your eye 

to gauge a line that looks as though it 
summarizes the data well. However, the 'eyeball' 
method is very subjective and so offers no assurance that 

the model is the best one that could have been chosen. 
Instead, we use a mathematical technique to establish the line that best 
descriies the data collected. This method is called the method of least 
squares. 

1 Unfortunately, you wiU come across people (and SPSS for that matter) 
referring to regression variables as dependent and independent variables (as in 
controlled experiments). However, correlational research by its nature seldom 
controls the independent variables to measure the effect on a dependent 
vadable. Instead, variables are measured simultaneously and without strict 
control. It is, therefore, inaccurate to label regression variables in this way. For 
this reason I label 'independent variables' as predictors, and the 'dependent 
variable' as  the outcome. 

Discona+i~g SStntistics Using SPSS for Windows 

4.1. I .  Some lmporfant Information about Straight Lines 

To use linear regression it is important that you know a few algebraic 
details of straight lines. Any straight line can be drawn if you know two 
things: (1) the slope (or gradient) of the line, and (2) the point at which 
the line crosses the vertical axis of the graph (latown as the intercept of 
the line). The equatioi~ of a straight line is defined in equation (4.1), in 
which Y is the outcome variable that we want to predict and Xi is the ith 
subject's score on the predictor variable. fi is the gradient of the straight 
line fitted to the data and is the intercept of that line. There is a 
residual term, E;, which represents the difference between the score 
predicted by the line for subject i and the score that subject i actually 
obtained. The equation is often conceptualized without this residual 
term (so, ignore it if it's upsetting you); however, it is worth knowing 
that this term represents the fact our model will not fit perfectly the data 
collected. 

Y=/30+/31X,+~i (4.1) 

A particular h e  has a specific intercept and gradient. Figure 4.1 shows a 
set of lines that have the same intercept but different gradients, and a set, 
of lines that have the same gradient but different intercepts. Figure 4.1 
also illustrates another useful point: that the gradient of the line tells us 
something about the nature of the relationship being described. In 
Chapter _3 we saw how relationships can be either positive or negative 
(and I don't mean the difference between getting on well with yon 
girIfciend and arguing all the time!). A Line that has a gradient with a 
positive value describes a positive relationship, whereas a line with a 
negative gradient describes a negative relationship. So, if you look at the 
graph in Figure 4.1 in which the gradients M e r  but the intercepts are 
the same, then the thicker line describes a positive  elations ship whereas 
the thinner line describes a negative relationship. 
If it is possible to describe a line knowing only the gradient and the 

intercept of that h e ,  then we can use these values to describe our model 
(because in linear regression the model we use is a straight line). So, the 
model that we fit to our data in linear regression can be conceptualized 
as a straight line that can be described mathematically by equation (4.1). 
With regression we strive to find the line that best describes the data 
collected, then estimate the gradient and intercept of that line. Having 
defined these values, we can insert Merent values of our predictor 
variable into the model to estimate the vaIue of the outcome variable. 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Regression 

Same intercept, Uerent  slopes Same slope, different intercepts 
Figure 42 Shows lines with the same gradients but different intercepts, and 
lines that share the same intercept but have different gradients 

4.1.2. The Method of Least Squares 

I have already mentioned that the method of least squares is a way of 
finding the line that best fits the data (ie. finding a line that goes 
through, or as close to, as many of the data points as possible). This 'line 
of best fit' is found by ascertaining which h e ,  of all of the possible lines 
that could be drawn, results in the least amount of difference between 
the observed data points and the line. Figure 4.2 shows that when any 
line is fitted to a set of data, there will be small differences between the 
values predicted by the line, and the data that were actually observed. 
We are interested in the vertical differences between the line and the 
actual data because we are using the line to predict values of Y from 
values of the X variable. Although some data points fall exactly on the 
line, others lie above and below the line, indicating that there is a 
difference between the model fitted to these data and the data collected. 
Some of these differences are positive (they are above the line, indicating 
that the model underestimates their value) and some are negative (they 
are below the line, indicating that the model overestimates their value). 
These differences are usually called residuals. In the discussion of 
variance in section 1.1.3.1 I explained that if we sum positive and 
negative differences then they tend to cancel each other out. To avoid 
this problem we square the differences before adding them up. These 
squared differences provide a gauge of how well a particular line fits the 
data: if the squared differences are large, the line is not represmtative of 
the data; if the squared differences are small then the line is 
representative. The sum of squared differences (or sum of squares for 
shod) can be calculated for any line that is fitted to some data; the 
'goodness-of-fit' of each line can then be compared by looking at the 
sum of squares for each. The method of least squares works by selecting 
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the line that has the lowest sum of squared differences (so it chooses the 
line that best represents the observed data). One way to select this 
optimal line would be to fit every possible line to a set of data, calculate 
the sum of squared differences for each line, and then choose the line for 
which this value is smallest. This would take quite a long time to do! 
Fortunately, there is a mathematical techiique for finding maxima and 
minima a n d  this technique (calculus) is used to find the h e  that 
minimizes the sum of squared differences. The end result is that the 
value of the slope and intercept of the 'line of best fit' can be estimated. 
Social scienfists generally refer to this line of best fit as a regression line. 

45 

40 

Size of Spider (cm) 

Figure 4.2: This graph shows a scatterplot of some data with a line representing 
the general hnd.  The vertical lines (dotted) represent the differences (or 
residuals) between the line and the actual data 

4.1.3. Assessing the Goodness-of-Fit: Sums of Squares, R and R? 

Once we have found the line of best fit it is important that we assess 
how well this line fits the actual data (we assess the goodness-Of$t of the 
model). In section 1.1.3.1 we saw that one measure of the adequacy of a 
model is the sum of squared differences. Sticking with this theme, there 
are several sums of squares that can be calculated to help us gauge the 
contribution of our model to predicting the outcome. Imagine that I was 
interested in predicting record sales (Y) from the amount of money 
spent advertising that record (X). One day my boss came in to my office 
and said 'Andy, how many records will we sell if we spend £100,000 on 
advertising? If I didn't have an accurate model of the relationship 
between record sales and advertising, what would my best guess be? 

' ,  
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Well, probably the best answer I could 
would be the mean number of record sales 
(say, 200,000) because on average that's 
how many records we expect to sell. This 
response might well satisfy a brainless 
record company executive. However, what 
had asked 'How many records will we sell if we spend 
£1 on advertising?' Again, in the absence of any accurate 
information, my best guess would be to give the average 
number of sales (200,000). There is a problem: whatever 
amount of money is spent on advertising I always predict the same 
levels of sales. It should be pretty clear then that the mean is fairly 
useless as a model of a relationship between two variables-but it is the 
simplest model available. 
So, as a basic strategy for predicting the outcome, we might choose to 

use the mean, because on average (sic) it will be a fairly good guess of an 
outcome. Using the mean as a model, we can calculate the difference 
between the observed values, and the values predicted by the mean. We 
saw in section 1.1.3.1 that we square all of these differences to give us 
the sum of squared differences. This sum of squared differences is 
known as the total sum of squares (denoted SS) because it is the total 
amount of differences present when the most basic model is applied to 
the data. This value represents how good the mean is as a model of the 
observed data Now, if we fit the more sophisticated model to the data, 
such as a line of best fit, we can again work out the diiferences between 
this new model and the observed data In the previ~us section we saw 
that the method of least squares finds the best possible line to describe a 
set of data by minimizing the difference between the model fitted to the 
data and the data themselves. However, even with this optimal model 
there is still some inaccuracy, which is represented by the differences 
between each observed data point and the value predicted by the 
regression line. As before, these difEerences are squared before they are 
added up so that the directions of the differences do not cancel out. The 
result is lmown as the sum of squared residuals (SSR). This value represents 
the degree of inaccuracy when the best model is fitted to the data. We 
can use these two values to calculate how much better the regression 
line (the line of best fit) is than just using the mean as a model (i.e. how 
much better is the best possible model than the worst model?). The 
improvement in prediction resulting from using the regression model 
rather than the mean is calculated by calculating the difference between 
SST and 3%. This difference shows us the reduction in the inaccuracy of 
the model resulting from fitting the regression model to the data This 
improvement is the model strm of spares (SSM). Figure 4.3 shows each 
sum of squares graphically. 

X 
X 

SS, uses the differences between SS, uses the differences between 
the observed data and the mean the observed data and the 

regression line 

*- 

0 2 4 6 0 1 0  X 

SS, uses the differences 

* between the mean value of Y 
and the regression line 

Figure 4.8: Diagram showing &om where the regression sums of squares derive 

If the value of SSM is large then the regression model is very different 
from using the mean to predict the outcome variable. This implies that 
the regression model has made a big improvement to how well the 
outcome variable can be predicted. However, if SSM is small then using 
the regression model is little better than using the mean (i.e. the 
regression model IS no better than taking our 'best guess'). A useful 
measure arising from these sums of squares is the proportion of 
improvement due to the model. This is easily calculated by dividing the 
sum of squares for the model by the total sum of squares. The resulting 
value is called Rz and to express this value as a percentage you should 
multiply it by 100. So, X? represents the amount of variance in the 
outcome explained by the model (SSM) relative to how much variation 
there was to explain in the first place (5%). Therdore, as a percentage, it 
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represents the percentage of the variation in the outcome that can be 
explained by the modeL 

R2 =SShl 
SS, (4.2) 

Interestingly, this value is the same as the R2 we met in Chapter 3 
(section 3.2.3.3) and you'll notice that it is interpreted in the same way. 
Therefore, in simple regression we can take the square root of this value 
to obtain the Pearson correlation coefficient. As such, the correlation 
coefficient provides us with a good estimate of the overall fit of the 
regression model, and R2 provides us with a good gauge of the 
substantive size of the relationship. 
A second use of the sums of squares in assessing the model is through 

the F-test. The F-test is something we will cover in greater depth in 
Chapter 7, but briefly this test is based upon the ratio of the 
improvement due to the model (SSM) and the difference between the 
model and the observed data (SSR). In fact, rather than using the sums of 
squares themselves, we take the mean sums of squares (referred to as 
the mean squares or MS). To work out the mean sums of squares it is 
necessary to divide by the degrees of freedom (this is comparable to 
calculating the variance from the sums of squares--see section 1.1.3.1). 
For SShl the degrees of freedom are simply the number of variables in 
the model, and for SSR they are the nwnber of obsenrations minus the 
number of parameters being estimated (i.e. the number of beta 
coefficients including the constant). The result is the mean squares for 
the model (MSM) and the residual mean squares (MSR). At this stage it 
isn't essential that you understand how the mean squares are derived (it 
is explained in Chapter 7). However, it is important that you understand 
that the F-ratio (equation (43)) is a measure of how much the model has 
improved the prediction of the outcome compared to the level of 
inaccuraq of the model. 

F,MS, 
m, (4.3) 

If a model is good, then we expect the improvement in prediction due to 
the model to be large (so, EM will be large) and the difference between 
the model and the observed data to be small (so, MSR will be small). In 
short, a good model should have a large F-ratio (greater than one at 
least) because the top half of equation (4.3) will be bigger than the 
bottom. The exact magnitude of this F-ratio can be assessed using critical 
values for the corresponding degrees of freedom 
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l i  I Figure 45: Main dialogbox for regression 
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To do the analysis you need to access the main dialog box by using the 
halyze+&egressian*gme x... menu pa& Figure 4.5 shows the - 
resulting dialog box. There is a space labelled Qepazdent in which you 
should place the outcome variable (in this example sales). So, select 
sales from the list on the left-hand side, and transfer it by clicking on a, There is another space labelled independent(s) in which any predictor 
variable should be placed. In simple regression we use only one 
predictor (in this example adverts) and so you should select adverts 
from the list and click on to transfer it to the list of predictors. There 
are a variety of options available, but these will be explored within the 
context of multiple regression (see section 4.2). For &$time being just 
click on= to run toe basic analysis. 

The first table provided by SPSS is a summary of the model. This 
summary table provides 

Modal summan, the value of R and Rz for 

.$ 

L 
0 ai .4 P 
Q a 

1 I I I I std. Error I the model that has been 

4.1.5. Output from SPSS 

4.1.5.1, Overall Fit df the Model 

Adjusted R of lhe 
M o d  1 R I R Squara 1 Squam I E5timale I For these 

.578' ,335 331 65.9014 
R has a value of 0.578 

a P C :  ~ s g  ~ ~ ~ ~ ~ t ~ ~ ~ ~ ~ d ~  and'e~au'e thme is 
or pounds) one predictor, this value 

represents the simple 

4.1.4. Simple Regression on SPSS 

So far, we have seen a little of the theory behind regression, albeit 
restricted to the situation in which there is only one predictor. To help 
clarify what we have learnt so far, we will go through an example of a 
simple regression on SPSS. Earlier on I asked you to imagine that I 
worked for a record company and that my boss was interested in 
predicting record sales froin advertising. There are some data for this 
example in the fie Recordl.sav. This data file has 200 rows, each one 
representing a different record. There are also two columns, one 
representing the sales of each record in the week after release and the 
other representing the amount (in pounds) spent promoting the record 
before release. T-his is the format for entering regression data: the 
outcome variable and any predictors should be entered in merent 
columns, and each row should represent independent values of those 
variables. The pattern of the data is shown in Figure 4.4 and it should be 
clear that a positive relationship exists: so, the more money spent 
advertising the record, the more it is likely to sell. Of course there are 
some records that sell well regardless of advertising (top left of 
scatterplot), but there are none that sell badly when advertising levels 
are high (bottom right of scatterplot). The scatterplot also shows the line 
of best fit for these data: bearing in mind that the mean would be 
represented by a flat line at around the 200,000 sales mark, the 
regression line is noticeable different. 

Prediclurs ofWaekiy Record Sales 
x 2 % X I  x I 

O D 0 4  on0 mmlm I W . _ O O  1m.m ~ & D D  

Adve~tlslng Budget (pounds) 

Figure 44: Scatterplot showing the relationship between record sales and the 
amount spent promoting the record 

To find out the parameters that describe the regression line, and to see 
whether this line is a useful model, we need to run a regression analysis. 
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correlation between advertising and record sales (you can confirm this 
by running a correlation using what you were taught in Chapter 3). The 
value of R2 is 0.335, which tells us that advertising expenditure can 
account for 33.5% of the variation in record sales. In other words, if we 
are trying to explain why some records sell more than others, we c m  
look at the variation in sales of different records. There might be many, 
factors that can explain this variation, but our model, which includes 
only advertising expenditure, can explain 33% of it. This means that 66% 
of the variation in record sales cannot be explained by advertising alone. 
Therefore, there must be other variables that have an influence also. 

The next part of the output reports an analysis of variance (ANOVA- 
see Chapter 7). The s m a r y  table shows the various sums of squares 
described in Figure 4.3 and the degrees of freedom assodated with each. 
From these two values, the average sums of squares (the mean squares) 
can be calculated by dividing the sums of squares by the associated 
degrees of freedom. The most important part of the table is the F-ratio, 
which is calculated using equation (4.3), and the associated sigruficance 
value of that F-ratio. For these data, F is 99.59, which is sigruficant at p < 
0.001 (because the value in the column labelled Sig. is less than 0.001). 
This result tells us that there is less than a 0.1% chance that an F-ratio 
this large would happen by chance alone. Therefore, we can conclude 
that our regession model results in significantly better prediction of 
record sales than if we used the mean value of record sales. In short, the 
regression model overall predicts record sales sigruficantly well. 

Sum of Mean 
Squads df Squera 

I 

SPSS output 4 2  

4.1.5.2. Model Parameters 

The ANOVA tells us whether the model, overall, results in a 
significantly good degree of prediction of the outcome variable. 
However, the ANOVA doesn't tell us about the individual contribution 
of variables in the model (although in this simple case there is only one 
variable in the model and so we can infer that this variable is a good 
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predictor). The table in SPSS Output 4.3 

How do I provides details of the model 
interpret p parameters (the beta values) and 

@ a - % s&&,@d~l values? saw the in significance equation (4.1) of that these values. was the We Y 

intercept and this value is the value B for the 
constant. So, £corn the table, we can say that PO is 134.14, - and this can be interpreted as meaning that when no 

money is spent on advertising (when X = O), the model 
predicts that 134,140 records will be sold (remember that our unit of 
measurement was thousands of records). We can also read off the value 
of fi &om the table and this value represents the gradient of the 
regression line. It is 9.612 E-02, which m unabbreviated form is 0.09612.2 
Although this value is the slope of the regression line, it is more useful 
to think of this value as representing fhe change in flze outcome associated 
with a unit change in the predictor. Therefore, if our predictor variable is 
increased by 1 unit (if the advertising budget is increased by I), then our 
model predicts that 0.096 extra records will be sold. Our units of 
measurement were thousands of pounds and thousands of records sold, 
so we can say that for an increase in advertising of £1000 the model 
predicts 96 (0.096 x 1000 = 96) extra record sales. As you might imagine, 
this investment is pretty bad for the record company: they invest £1000 
and get only 96 extra sales! Fortunately, as we already know, advertising 
accounts for only one-third of record sales! 

Model 

f (Constant) 

SPSS Output 43 

- Advertislog Budget 
(thousands of pounds) 

2 You might have noticed that this value is reported by SPSS as 9.612 E-02 and 
many students find this notation confusing. Well, this notation simply means 
9.61 x 10-? (which might be a more familiar notation). OK, some of you are still 
confused Well think of E-02 as meaning 'move the dedmal place 2 steps to the 
leK, so 9.612 E-02 becomes 0.09612. If the notation read 9.612 E-01, then that 
would be 0.9612, and if it read 9.612 E-03, that would be 0.009612. Likewise, 
think of Et02 (notice the minus sign has changed) as meaning 'move the decimal 
place 2 places to the right'. So 9.612 Ei-02 becomes 961. 

Unstandardlzed 
COeMcients 

B I Std. Error 

134.140 ( 7.537 
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a. Dependent Variable: Record Sales (thousands) 

g'612E-02 

Equation (4.4) shows how the t-test is calculated and you'll find a 
general version of this equation in Chapter 6 (equation (6.1)). The Pexpected 

is simply the value of P that we would expect to obtain if the null 
hypothesis were true. I mentioned earlier that the null hypothesis is that 
p is zero and so this value can be replaced by zero. The equation 
simplifies to become the observed value of f l  divided by the standard 
error with which it is assodated.3 

Standardized 
CoeHlclents 

Beta 

The values of t can then be compared to the values that we would expect 
to find by chance alone: if f is very large then it is unlikely to have 
occurred by chance. SPSS provides the exact probability that the 
observed value of f is a chance result, and as a general rule, if .this 
observed sigruficance is less than 0.05, then social scientists agree that 
the result reflects a genuine effect. For these two values, the probabilities 
are 0.000 (zero to 3 decimal places) and so we can say that the 
probability of these t values occurring by chance is less than 0.001. 
Therefore, they reflect genuine effects. We can, therefore, conclude that 
advertising budget makes a sigruficant contribution 07 < 0.001) to 
predicting record sales. 

.O1O 

1 ;  1 4.1.5.3. Using the Model 

t 

17.799 

So far, we have discovered that we have a useful model, one that 
significantly improves our ability to predict record sales. However, the 
next stage is often to use that model to make some predictions. The first 
stage is to define the model by replacing the P values in equation (4.1) 
with the values from SPSS Output 4.3. In addition, we can replace the X 
and Y with the variable names so h t  the model becomes: 

Slg. 
.000 

,578 

It is now possible to make a prediction about record sales, by repladng 
the advertising budget with a value of interest. For example, imagine a 
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9379 

The values of 0 represent the change in the outcome resulting from a 
unit change in the predictor. If the model was useless at predicting the 
outcome, then if the value of the predictor changes, what might we 
expect the change in the outcome to be? Well, if  the model is very bad 
then we would expect the change in the outcome to be zero. Think back 
to Figure 4.3 (see the panel representing SST) in which we saw that using 
the mean was a very bad way of predicting the outcome. In fact, the line 
representing the mean is flat, which means that as the predictor variable 
changes, the value of the outcome does not change (because for each 
level of the predictor variable, we predict that the outcome will equal 
the mean value). The important point here is that a bad model (such as 
the mean) will have regression coefficients of zero for the predictors. A 
regression coefficient of zero means: (a) a unit change in the predictor 
variable results in no change in the predicted value of the outcome (the 
predicted value of the outcome does not change at all), and @) the 
gradient of the regression line is zero, meaning that the regression line is 
flat. Hopefully, what should be clear at this stage is that if a variable 
signifcantly predicts an outcome, then it should have a P value 
significantly different from zero. This hypothesis is tested using a t-test 
(see Chapter 6). The t-statistic tests the null hypothesis that the value of 
/3 is zero: therefore, if it is significant we accept the hypothesis that the P 
value is significantly different iiom zero and that the predictor variable 
contributes significantly to our ability to estimate values of the outcome. 
One problem with testing whether the j3 values are different from zero 

is that their magnitude depends on the units of measurement (for 
example advertising budget has a very small P value, yet it seems to 
have a strong relationship to record sales). Therefore, the t-test is 
calculated by taking account of the standard error. The standard error 
tells us something about how different f l  values would be if we took lots 
and lots of samples of data regarding record sales and advertising 
budgets and calculated the P values for each sample. We could plot a 
frequency distribution of these samples to discover whether the P values 
from aJl samples would be relatively similar, or whether they would be 
very different. We can use the standard deviation of this distriiution 
(known as the standard error) as a measure of the similarity of P values 
across samples. If the standard error is very small, then it means that 
most samples are likely have a /3 value similar to the one in the sample 
collected (because there is little variation across samples). The t-test tells 
us whether the P value is different from zero relative to the variation in 
p values for similar samples. When the standard error is small even a 
small deviation from zero can reflect a meaningful difference because /? 
is representative of the majority of possible samples. 

,000 
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record executive wanted to spend £100,000 on advertising a new record. . 
Remembering that ow units are already in thousands of pounds, we can 
simply replace the advertising budget with 100. He would discover that 
record sales should be around 144,000 for the first week of sales. 

Record Sales = 134.14 + (0.09612x~dvertisin~ ~ u d ~ e t ~ )  
= 134.14t (0.09612~100) (4.6) 
= 143.75 

3 To see that this is h e  you canuse the values from SPSS Output 4.3 to calculate 
t for the constant. For advertising budget, the standard error has been rounded 

G Q  to 3 decimal places, so to verify how t is calculated you should use the un- 
rounded value. This value is obtained by doubleclicking the table in the SPSS 
output and then doubleclicking the value that you wish to see in full. You 
should findthat f = 0.096124/0.009632= 9.979. 
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FAKTORBVA ANALVZA - REDUKCE DAT A VSTUP DO 
IWIUL'TUVARIA~N~ PINAL~ZY (Modus ANALYZE: pocedura: Data 
reduction-factor analysis 

Faktorovi analBzt 

To je t e c h n i ,  kterd byla a nekde jeltE je pfijimina s urctou neddv5rou. Domnfvime se, 

i e  neprivem. Ddvodem pro tuto nedfivsm je ziejmk fakt, i e  funkce faktorovi analjzy je 

velice odliSn5 od ostatnich statisticlqkh technik. VBtSiia statisticqch operaci v sociologiclcim 

v$zhmu je pouifvina pro testovini hypotk, faktorovi analjza je pouiivina pro tento Ee l  

spEe vjjimeEn6. Faktorovi analjza je spile nistrojem pro explorativni vjzkum. VBtSinou 

netestuje hypotdzy, ale je nbtrojem pro jejich formulovfird a upfesiiov&i. Je ovSem 

i neobyEejn8 dEimjrm nistrojem zjednodulovini dat. 

Funkci faktorovC analjzy si mfiieme vysvetlit - velice nespisovng, ale jasni! a v podstaG 

sprivnE! - asi takto: faktorovi analjrza je schopna nal& sekupenl prorniinnjch, kter6 pat5 

niriakBm zphobem k sobs. J w  je to zpdsob, to nim faktorovd analbjrza neiekne. Na to 

musi odpovd naldzt vjzkumnik s h ,  na &lad; svC odborni znalosti. 

A t d  si uhaime, a2 v nesluSn6 zjednoduleni a M c e n 6  formi!, jak tato analjza funguje. 

Vstup do faktorwi analgzy je korelaEni matice, tabulka korelaEnfch koeficientfi mezi vSemi 

promZmjmi, kterC hodlime analyzovat. Vjstupem z faktorovi analjzy jsou sloupce Eisel, 

z nichi M d g  pkistawje jeden extrahovang faktor. Faktor je ono dosud nepojmenovani 

"nko" co sdruiuje prom6nn6 s vysoljmi Eisly v danim sloupci. &la v sloupcich jsou 

nazjvha "factor loadings", faktorovi zAti?i, mira spojeni promenni v dandm iidku s timto 

faktorem. Je moini Zci, i e  faktorovi zit62 je korelace mezi promennou a f+torem. 

I d d n i  by bylo, kdyby skupiny promhnnnjrch mUy vysokou ziE.2 v jednom faktoru a tern@ 

nulovou ve viech ostatnich faktorech. Faktorovi analjza se snaii dosihnout tohoto cile 

znatni! sloiitjmi matematickjrmi postupy, kter.5 bychom snad mohli nejl15pe popsat jako rotaci 

souiadnic v mnohodimenzionilnim prostoru. Tyto postupy nejsou bez problkrnfi a pouit6t se 

do faktorovi analgzy bez spoluprice statistika mhie bbjrt nekdy velice riskantni. NicmCni: ani 

tyto velice chytri postupy nemohou izolovat zcela Eisti faktory. NezapomeRte na prvni 

Dismandv &on ("data jsou potvory") neb0 jinjrni slovy, na rozsihl8 sit6 souvislosti 

v spoletensljch vuich. Tak v tabulce 9.12. vidime, i e  promEnn5. (3, strava, mi  vysokou 

z i t E  v prvim faktoru, kterbjr, jak uvidime, se zdi zachycovat etnickou syrnboliku stravy, ale 

i nezanedbatelnou riiloi v dmhim f a k t o ~ ,  odrGejicim materim utilitu stravy. 

A jak interpretovat obsahojr vjrznam faktod? Na to ne+e jednoduchj recept horn€ 

jednoho. Pouift svou odbomou malost a zdravg rozum. Wkdy to mdie bft vetice 

jednoduchd. f iehime,  i e  jsme tfeba piipravili sdrii otizek, o nichi se domnivhe, t e  mi% 

t j i  koncept. Faktorovi analjrza nim d b i  moinost testovat tento piedpoklad. V i d a m  

pHpad6 by mela bjrt schopna extd~ovat jedinj faktor, t.j. koeficienty by m61y bbjrt nejsiln6j:jlf 

v prvirn faktoru. Prominnd, kteri by mUy vysokk koeficienty v jinim nei prvim ffabtm, 

ma zfejml: n b o  jindho a mSly by bj t  ze souboru vylouEeny. To je ovSem piipad, kdy je 

fakiorovli analjrza pouiita pro testovinf hypotkz. Tato analgza je tab6 vjrhodnjm nhtrojem 

na zjednoduienl souboru prom8nnjch. 

RozsihU faktorovi analjza, pouiivajici data z desftek velice rozdilnjch papulacf byla s to 

redukovat stovky stimulh, pou2ivan)sch v technice dmantickbho diferenciiilu. V biin.5 praKi 

se nynf dosti standardnh pouiivi kolem deseti pi61 ppodn6tfi, a to bez jakikotiv podstatnd 

ztrzity informace. Faktorovi analjza jako nhtroj pom5hajici ustavit validitu jinbjrch 

vjzkumnjch technik m i  znatni: SirokC pole pouiiti. SlySeli jsme dokonce o torn, jak tato 

technika byla pouiita pro odhaleni tazatele, kterj Moval  rozhovory; nenavSthoval 

respondenty, ale vymfilel si odpovkii u sv.5ho psacifio stolu. By1 dosti chyt j ,  aby odpovui . , 

v jednotliech rozhovorech byly konzistentni, ale nebyi - a nernohl bjt - c h y t j  natolik, aby 

se faktory vyvozeni z jeho dat shodovaly s faktory extrahovanjrmi z dat ostatnich tazatelfi. 

OvSem dfileiitou oblasti aplikace t6to techniky je explorativni vj7lkum a zde se interpretace 

vjrznamh faktorii'2-a a a d n i m  rikolem. m e m  pro identifikaci faktom je v podstat5 

odpov&i na tuto okizku: "Co maji promhnni s vysoqmi koeficienty v danim faktom 

spoleEniho?" Forslund (1980) studoval delikvenci rnlideie v maldm m6sE ve Wyomingu. 

(Citovbo v Babbie, 1989.) Rozdal stiedolkolskjm studenam dotaznik, ve kterkm se 

dotazoval na bdu Iehce delilcventnich aktivit. Ve faktorov.5 analjrze pak identifikoval 4 

zietelnd faktory. 

Kupi. nhledujici prom6mi mlily vysokd koeficienty ve faktoru 1: 

- mzbijeni pouliEnich svlitel 
- mzbfjeni oken 
- vypou8thni vzduchu z pneumatik automobilfi 
- drobnt5 kd.de% atd. 

Tento faldor by1 identifikovh jako piestupky proti majetku. 
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Dmhf faktor by1 identifikovh jako nezvlPdnutelnost a m a  vysokou zit52 kupi. 

v nhledujicich promi5nnjch: 

- neuposlechnuti rodiEd 
- psani a malovinf PO stEnich a lavicich 
- odmlouvhi uEiteldm 
- honymni telefonickt rozhovory 

T o W n i  faktor by1 zcda  jednomdnj, m a  vysokoa dt jea ire dvou promSnnjch, 

tjkajicfch se rvaEelc a bitek. 

Tieti faktor jsme si nechali na konec. Je totii zajimavj z hlediska metodologie faktorovt 

analjzy a proto zde uvedeme viechny pmm6nn.5, ve kter)sch mB eznamnou ~ t l i f ,  i spolu 

s koeficienty: 

- kouisni marihuany .755 - pouiivMjinjch drog .669 
- fal8ovW podpisd na ornluvenkich .395 
- piti alkoholu v nepfftomnosti mdiEh .358 
- chozeni za Skolu .319 

Vidime z?etelnli, 5e tento faktor shmuje dva nlzn6 probltmy: drogy a chozeni za ikolu. 

Forslund tak6 p o u a  pro tento faktor toto dvojit6 jmdno. Pro n h  je tat0 podvojnost fakbru 

ilustracijednt ddleiih? a nebezpeEdvlastnosti faktorov6analjzy. V naiiinterpretaci jsou ob6 

s l o w  faktom sdruieny jinalc, nei tomu by10 u zbj.vajPich fal$oni. U nich prominn6 byly 

sdrukny tim zpdsobem, i e  vSechny prom6nni byly ukazateli shodneho podloien6ho faktoru. 

V #pad& faktom 3. jeho obli sloiky mohou patfit k dv6ma ponlikud odliSnjm podloienjm 

koncephim, "chozeni za ikolu" a 'drogy". Faktorovi analjza je prezentovala jako jedin); 

faktor pros6 proto, i e  tyto dv8 ~102% jsou v ngjaktm, patme silntm, kaudnim vztahu. Je  

jedno, zda nedostatek dohledu v nekontrolovant situaci "za 9kolou" zvyiuje pravdEpodobnost 

piistupu k d m g h ,  neb0 zda sn$a ziskat "majmku" vede k chozeni za gkolu. 

Tohle neni dtok na validitu Forslundova vyzkumu, ta byla dobie potvrzena i tim, i e  

faktorovi analjza byla opakovkna oddgenli pro subpopulace chlapcd a dlivbt a v obou 

piipadech extrahovala faktory smvnatelnt s vysledky pdvodni analjzy. Jde n6m jen o to 

zddraznit technick6 aspekty, kted jsou spojeny p~avB s jedin&nou schopnostf faktorovt 

analjzy nalht s- v datech, kt& "nlijak" spolu souvisejl. Ono "n6jak" mdie b j t  

opravdu odrazem obsahu prom&nn)sch, a tak umoini identifibovat struktury, ktei-6 mohou b j t  

teareticky eznamnd  a ktert jsou neviditelnd jinjm analytickjm postupfim. Ale to "nEjakm 

m j i e  d t  n&My velice prozaiclj a mechanickf charakter. Faktorovl anal* mQfe p10sb5 

identitilmvat jako samostatnj faktor skupinu pmmlimjch jenom proto, k informace byla 

z i s m  shodnou technikou sb&m dat. 6ekn&me, ie existuji urEiti5 sociilni typy osobnosti, 

chamMerizovan6 jednak postoji jedince, jednak jeho demografickjmi charakteristikarni. 

Kdybychom cht&li "objevit" tyto typy s pomoci faktorovt analjzy, ddkali  bychom se 

pravdCipodobnS znaEntho zklam&nf. Analjza by asi objevila jenom (nebo hlavn6) dva faktory: 

jeden, obsahujici demograficld prorn&m8, dmhj  postojovt promenni. Jsou cesty, jak takov6 

probltmy piekonat, ale obecnB bychom se m8li vyvarovat toho, pouiivat jalm vsfup do 

faktorovt andjzy promgnn6, ktert jsou formilnit rkznorodt. 

Pokud neni faktorovi analjza pouiita jako pouht testovhf hypoth; piedstavuje jenom p rv j  

krok v poznhacim procesu. Jejim vfsledkem mdie b j t  tieba jen novi formulace probl6mu, 

navrieni n o e c h  hypotez. Ale to neni d o .  

V ndem torontskim vjzkumu o postojich s ta jch Itald, ~ortugalcb a anglicky mluvikch 

osob, narozenjch v KanadE: jsme se zajimali o struktury obsahu strachu,' ktej s t a 3  lid6 

pochj i  tern&? univerzani, uvaiuji-li o moinosti, i e  budou nuceni vstoupit do domova 

ddchodcd. ~j i i ioval i  jsme mimo jint, jak by pro respondenta byly ddleiiti - v piipadg 

institucionalizace - n&ledujici body: 

1. bfi odiiznut od sousedstvi, na ktere je respondent zvykig: 

2. moinost pokraEovat v konkcich, kter6 nyni mii; 

3. mit pokoj pro seba; 

4. piinest si do instituce ndbytek a jin6 v6ci; 

5. dostPvat stravu, na kterou je respondent zvyklq; 

6. bydlet s ngkqm, kdo ja s respondentem socieln6 srovnatelnv a 

7, bydlet s osobou rnluvici respondentovqm jazykem. 

Vjsledky byly podrobeny faktorovt analjze a zde jsou jeji vjsledky pro italskou subpopulaci: 

Tabulla 9.12. 

FAKTOR: (1) (2) (3) 

(6) osoba jako respondent .SO1 * -.07 1 -.047 
(7)  jazvk .896* 

.015 .007 

(5) strava .604* .335 .I00 

(4) piin6st v6ci 
(3) pokoj pro sebe 

(2) konf ek -.258 .I80 .818' 

(I ) sousedstvi .397 -.070 .677 * 

Z d i  se, i e  p* faktor reprezentuje etnickou identitu respondentk jazyk jako symbol 

n&rod~ identity, potieba partnera "jako jB" jako symbol kulturni a Hdni sounileiitosti, 

a koneEn6 sstrava, kted je v literatuie zcela shodn6 povaiovina za jeden z nejd6le 

pieiivajicich prvE emicki kultury. 

Druhj  faktor se z d i  reprezentovat jedincovo pragmntickl, materiilni okoli a koneEn6 tieti 

faktor mdie reprezentovat sfiru soukromfch, osobnich z i jml .  Plausibilita ttto interpretace 

zdi  se b j t  podporovha i nhledujicim faktem. Zcela shodnt faktory byly extrahovhy i pro 

portugalskjr vzorek, ne vSak pro vzorek rozenjch, anglicky mluvicich ~ a n a d m d .  Pro n&, 

jako Beny hlavniho kuiturniho proudu neni etnicki identita vbbec probltmern. Zde faktorovC 

analjza izolovala pouze dva slab6 faktory, odpovidajici pfibliinli faktonim 2, a 3. ve 

zbpajicich etnickjrch skupinhh. DalSf teoretickou podporou pro naSi interpretaci jsou 

vjsledky analjrzy jiniho soubom promennjch ze stejntho vjzkumu. Tyto prom8nn6 m6Ely 

rniru obav asociovanjch s rhnfmi  prvky spojenjmi se vstupem do instituce pro start. 

Faktorovl anal@ tgchto dat extrahovala o$t faktory vjznamem podobn6 Em,kterd jsme zde 

priv& ppiedstavili. 

Tyto nilezy samy o sob& neznamenaji rnnoho. Ale oteviely pro n h  docela zajimavou cestu 

do studia obsahu strachu a jeho sociilnich a zejmtna kulturnich determinant. Ale to je u i  

m e  jinP povidka, kter6 musi bjrt teprve napsina. 
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Factor Analysis: Data Reduction W7ith 
Principal Components Analysis 

Factor analysis, a complex associational technique, is used for several purposes, but the main one 
is datareduction.' When you have anumber of questions about the same general topic (e.g., 
attitudes about mathematics), you may want to ask whether the questions could be grouped into a 
smaller number of composite variables. Table 10.1 shows that either factor analysis or 
conceptual analysis (i.e., thinlang based on theory andlor literature) can be used to reduce the 
number of variables to a more manageable and meaningful number of summated scales. The 
table also shows that you should check the internal consistency reliability of these new scales 
with Cronbach's alpha (see Assignment G) before actually computing the scales. You may want 
to check your conceptual analysis with factor analysis as well as Cronbach alphas. That is what 
we are doing here for our conceptualization of the three math attitude scales. 

Table 10.1. Two Strategies for Reducirtg Many Related Items to Fewer 
Conposite Variables 

many iternslquestions 

r, I 
\L 

conceptual analysis factor analysis 
I I 

(Cronbach's alpha) 

L 
compute summated scalels) 

Afier doing your conceptual or factor analysis, you have several decisions: 

1. If you identify only one conceptual scale or one factor and it is supported by an alpha above 
.70, compute one overall summary scale score. However, 

2. If there is more than one conceptual scale or more than one factor and they have good alphas, 
compute the s n ~ e r a l s ~ m ~ ! e d  S C ~ P  S C ~ ~ P S .  ~ S C ,  ~amp'ri;~ a ~ i  a-.--*" VCLU scale score fii  makes 
sense conceptually. However, 

3. Ifthe factor analysis results do not make good conceptual sense, do not use them. In this 
case, use the conceptual factors, rethink the conceptualization, or use each item separately 

-. 
Statisticians call what we have done in this chapter principal componenk analysis (PCA) rather than explorato~y 

%tor analysis (EFA). In SPSS, principal componenk analysis is done with the factor analysis program using the 
p.Fincipal components extraction method This is consistent with common usage, but there are technical 
dIiTm~1ces between PCA and EFA (see G r h n  & Yamold, 1994). 

Problems/ Research Questions 

1. Can variables q01 to q13 be grouped into a smaller number of composite variables called 
components or factors? Using the principal components extraction method of the factor 
analysis program, you will have the computer sort the variables and suppress printing of 
values if the factor loading is less than .30. You will use a Varimax rotatiori and allow al l  
factors with eigenvalues over 1.00 to be computed. 

2. R e m  the fictor analysis but specify that you want the number of factors to be three because 
our conceptualization is that there are three math attitude scales or factors: motivation, 
competence, and pleasure. 

3. Run a factor analysis to see how the four "achievement" variables, mathach, visual, mosaic, 
and grades, cluster or factor. 

Lab Assignment P 

Logon and Get Data 

Retrieve your most recent data iile: hsbdataE. 

*&{" 
, , ,.? I :  Factor Alza&sis on Mat11 Attitude Variables 

To begin factor analysis use these commands: 
* Statistics =>Data Reduction => Factor to get Fig. 10.1. 
0 Next select the variables qOI through qI3. Do not include q04r or any of the otherreversed 

questions. 

Fig. 10.1. Factor ' analysis. 

Now click on Descriptives to produce Fig. 10.2. 
Then click on the following: Initial solution (under Statistics), Coemcieuts, Determinant, 
KMO and Bartlett's test of sphericity (under Correlation Matrix). 

Now click on Rotation, which will give you Fig. 10.4. 
Click on Varimnx. . Then click on Continue. 

Click on Continue. 

Next, click on Options which will give you Fig. 10.5. 

Next, click on Ealxaction at the bottom of Figure 10.1. This will give you Fig. 10.3. 
Make sure Eigenvalues over 1 is checked. 

This default setting will allow the cornpufer to decide how many math attitude factors to 
compute; i.e., as many as have eigenvalues (a measure of variability explained) greater than 1.0. 
If you have a clear theory or conceptualization about how many factors or scales there should be, 
you can set the number of iactors to that number, as we will in Problem 2. 

U~lclick-display Unrotated factor solution. 
Click on Continue. 

Fig. 10.3. Extraction method 
to produce principal 
components analysis (PCA). 

Then click on Sorted by size. 
Click on Suppress absolute values 1ess.than and type -3 (point 3) in the box (see Fig. 10.5). 
Suppressing small factor loadings makes the output easier to read. 
Click on Continue then OK. Compare Output 10.1 to your output and syntax. 

Problertl2: Fnctor Analysis on Mat11 Altitrrde Varinbles JfGfh Three Factors Specijied 

Now try doing factor u~a!ysis yourself with the same variables, rotation, and options. This time, 
however, click ofleverything on the descriptive screen except Initial solution. Also, use a 
different Extraction subcommand; click on Extract Number of factors and then type 3 
because our conceptualization is that there are 3 factors. Compare Output 10.2 to your output and 
syntax. Note that the Iuitial Statistics table is the same, but the Rotated Component Matrix 
now shows three somewhat different factors. 
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Outputs and Interpretations 

ProbIenz 3: Factor Analysis on A l t i e e n t  Variables 

Now try doing another factor analysis yourself on the 'eachievement variables:' mathnch, visual, 
mosaic, and grades. 
* ~ i r s t  Reset. 
* Use the default settings (i.e., the boxes that are already checked) for Extraction. 

In addition, under Rotation, check Varimax, display Rotated solution, and Loading plots. 
0 Under Descriptives check Univariate descriptives, Initial solution, Coefficients, 

Determinant, and KMO and Bartlett's test of sphericity. 

We have requested a more extensive, less simplified output for contrast with the earlier ones. 
Compare Output 10.3 to your syntax and output. 

I &-2 I Print, Save, and Exit 

I I Interpretation Questions 

qj = .I. L 

P W  3 2 
e! 

8 3 
?J 

0 Print your lab assignment results if you want. 
0 Save your data file as hsbdataF (File => Save. As). 
* Save the SPSS log files as hsblogF. 
* Exit SPSS. 

m- 2 
% z  
- ,  

68 n 24 
58 
P1 

I? $ >2 

1. Using Output 10.1: a) Make a table of the five highest correlations and the five lowest. 
Indicate whether the variables for the highest and lowest correlations are in the same or in 
different conceptual clusters (i.e., competence, motivation, and pleasure) as indicated on page 
19 for each question. b) What might you name each component or factor in the rotated factor 
matrix? c) How do these statistical components differ from the three conceptual math 

attitude composite variables (competence, motivation, and pleasure) computed in Assignment 
C and shown in chapter 2 and the codebook (Appendix D)? 

% $  .c 2 
('3 
?2 

GET 
FILE='A:\hsbdataE.sao' 

EXECUTE . 

2. Using Output 10.2: a) How do the rotated components in Output 10.2 differ from those in 
Output 10.11 b) Are the factors in Output 10.2 closer to the conceptual composites in the 
codebook? C) How might you name the three factors in Output 10.2? 

mu 

g1 
."", 
2 SE 
O'J' a $ 
IT 

Output 40.1: Factor Analysis for Math Attitude Questions 
Syntax for factor analysis of math attitude questions 

3. Using Output 10.3: 2) Are tke assumpSons that T<~E teskd violated: Explain. b) How many 
components or factors are there with eigenvalues greater than 1.0, and what total/cumulative 
percent of variance is accounted for by them? c) Describe the main aspects of the coirelation 
matrix, rotated component matrix, and plot in Output 10.3. 

FACTOR 

5 s  
0 UJ Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
m))C .g g 
[3 13 

question 1 

Extraction Method: Principal Compcnent 

Analysis. 

I Total Variance Explained 

Extraction Method: Principal Component Analysis. 1- 
Component Matri% 

a. 4 components extracted. 
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a. Rotation converged in 7 iterations. 

Component Transformation Matrix 

nncipal Component Analysis. 
Rotation Method: Varimaxwith Kaiser Normalization. 

Output 10.2: Factor Analysis for Math Attitude Questions Limited tto 
Three Factors 

j Syntax for factor analysis of math attitude questions limited to three factors 

FACTOR 
/VARIABLES q01 q02 q03 q04 qo5 q06 q07 qOB q09 q10 qll q12 q13 /MISSING 
LISTWISE /ANALYSIS qOl q02 q03 q04 q05 q06 q07 qOB q09 qlO qll ql2 q13 
/PRINT INITIAL ROTATION 
/FORMAT SORT 8LANK(.3) 
/CRITERIA FACTORS (31 ITERATE (25) 
/EXTRACTION PC 

. /CRITERIA ITERATE (25) 
/ROTATION VARIMAX 
/METHOD=CORRELATION . 

Rotated Component ~ a t r i x ~  

Component 
1 1 2 1 3  

auestlon 5 -378 1 
question I .851 
question 3 .845 
question 1 I -598 .484 
question I 2  .815 
question 13 .786 
question 8 -.682 
question 4 -.651 
question 7 .421 -61 1 
question 9 ,303 ,397 
question 10 .807 
question 6 .651 

1 question 2 .534 -537 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization 

a. Rotation converged in 5 iterations. 

Component Transformation Matrix 

Component I 1 1 2 . 1  3 
1 I ,729 1 .585 1 -.356 
2 -.477 ,806 .350 
3 ,492 -.086 .a67 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 

Output 10.3: Factor Analysis for Achievement Scores 
syntax for factor analysis of achievement scores 

FACTOR 
/VARIABLES mathach visual mosaic grades / M I S S I N G  LISTWISE /ANALYSIS 

mathach visual mosaic grades 
/PRINT UNlVARIATE I N I T I A L  CORRELATION DET KMO EXTRACTION ROTATION 
/PLOT ROTATION 
/CRITERIA MINESGEN (1) STEPATE (25) 
/EXTRACTION PC 
/CRITERIA ITERATE (25) 
/ROTATION VARlMAX 
/METHOD-CORRELATION . 

Factor Analysis 

Extraction Method: 
Principal Component 
Analysis. 

Total Varlance Explained 

Component Matrllca 

Factor Analysis 

Descriptive Statistics 

visualization score 

Correlation Matrixa 

a. Determinant = .562 

Bartidff's Test of Sphericity 

visualization score 

Extraction Method: Principal Component 
Analysis. 
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Component Matrix a 

visualization score 

Analysis. 
a. 2 components extracted. 

Rotated Component Matrix a 

I 1 Component 1 

Analysis. 
Rotation Method: Varimax with Kaiser 
Normalization. 

a. Rotation converged in 3 iterations. 

Cmponent Transformation Matrix 

Component Plot in Rotated Space 

0.0 

Component I 
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are unequal intervals between first, second, and third place with a very small interval between 
second and third and a much larger one between first and second. 

Interval and Ratio ScalesNariab1e.s (k, Eqrialbterval Scales) 

hterval scales have not only mutually exclusive categories that are ordered from low to high, but 
also the categories are equally spaced (i.e., have equal intervals between them). Most physical 
measurements (length, weight, money, etc.) are ratio scales because they not only have equal 
intervals between the values/categones, but also have a true zero, which means in the above 
examples, no length, no weight, or M money. Few psychological scales have this property of a 
true zero and thus even if they are very well constructed equal interval scales, it is not possible to 
say that one has no intelligence or no extroversion or no attiNde of a certain type. While there are 
differences between interval and ratio scales, the differences are not important for us because we 
can do all of the types of statistics that we have available with interval data As long as the scale 
has e q ~ d  intervals, it is not necessary to have atrue zero. 

Disti~tguishirrg Betweeit Ordinal and IntewalScales 

It is usually fairly easy to tell whether three categories are ordered or not, so students and 
researchers can distinguish between nominal and ordinal data, except perhaps when there are 
only two categories, and then it does not matter. The distinction between nominal and ordinal 
malces a lot of difference in what statistics are appropriate. However, it is considerably harder to 
distinguish between ordinal and interval data. While almost allplzysical measurements provide 
either ratio or interval data, the situation is less clear with regard to psychological measurements. 

When we come to the measurement of psychological characteristics such as attitudes, often we 
cannot be certain about whether the intervals between the ordered categories are eaual. as - A ,  

required for an interval level scale. Suppose we have a five-point scale on which we are to rate 
our attitude about a certain statement from aongly agree as 5 to strongly disagree as 1. The issue 
is whether the intervals between a rating of 1 and 2,2 and 3,3 and 4, and 4 and 5 are all equal or 
not. One could argue that because the numbers are equally sp$ced on the page, and because they 
are equally spaced in terms of their numerical values, the subiects will view them as eaual 
intervals. HO&~,  especially if the in-between points are idkntified (e.g., strongly aGee, agree, 
neutral, disagree, and strongly disagree), it could be armed that the difference between sbonelv 

u 2 

agree and agree is not the same as between agree and neutral; this contention would be h d  to 
disprove. Some questionnaire or survey items have response categories that are not exactly equal 
intervals. For example, let's take the case whae the subjects are asked to identify their age as one 
of five categories: 21 to 30,31 to 40,41 to 5451 to 60, and 61 and above. It should be clear that 
the last category is larger in terms of number of years covered than the other four categories. 
Thus, the age intervals are not exactly equal. However, we would consider this scale and the ones 
above to be at least approximately interval. 

On the other hand, an example of an ordered scale that is clearly not interval would be one that 
asked how kequently subjects do something. The answers go something like this: every day, 
Once a week, once a month, once a year, once every 5 years. You can see that the categories 

become wider and wider and, therefore, are not equal intervals. There is clearly much more 
difference between 1 year and 5 years than there is between 1 day and 1 preek. Most of the above 
information is summarized in the top of Table 3.2. 

Table 3.2. Selection of Appropriate Descriptive Statisticsfor One Dependent Variable 

LeveUScde of Measurement of Variable 

Nominal Ordinal Interval lor Ratio 

Characietistics of the - Qualimtive data - Quantitative data - ~ m t i t ~ t i ~ ~  
Variable - Not ordered - Ordered dam - Ordereddnta 

- True categories: only - Rank order only . ~~~~l in-& 
names, labels between values 

Examples Gender, school 1st 2n4 3rdplace, Age, height, good test 
curriculum type, hair ranked preferences scores, good rating 
color scales 

FrequencyDis&iiution Redhead- III Best - fl 5 - 1  
Blond - Ell Better - 4 - II 
Brunette- II Good - Ill 3 ' -  m 

2 - m  
I - I T  

Frequency Polygon/ No Yes 
Histogram 

Yes 

Bar Graph or Chaa Yes Yes Yes 

- 
Menu 
Median 
Mode 

No 
No 
Yes 

Mean Ranbr Yes 
Yes Yes , 

Yes Yes 

Standard Deviation No of Ranks 
Range 

Yes 
No Yes, but' 

How many categories 
Yes 

Yes Yes 
Percent in each 

Yes 
Yes Yes Yes 

Shape 
Skewness No No 
KuItosis 

Yes 
No No Yes 

1. Bekce 
POVAHA HWOMABN'~CH DAT A LOGBKA SURVEY. $RACE S 
HROMADNQM~ DATY PRED JEJICH ANAL~ZOU Modul 
procedury F PRACE S PRCPSTRED~M t~ Viewy Utilities 

m AMAL~ZY Modul Out 
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Starting SPSS for 'Windows 
The easiest way to run 9% for Windows is by using the Stan button. Dur- 
ing the installation of SPSS, the Setup procedure adds SPSS to the menu 
that appear when you click the Start button, as shorn  in Figure 2.1. 

Opening a Data File 
The SPSS Data Editor window displays your working data file. You don't 
have one yet-that's why the Data Editor is empty. If you have data of 
your own that are not in the computer yet, you can type the numbers 
right into the Data Editor. If the data are already in a spreadsheet or da- 
tabase file, you can probably read that file into SPSS. The data used in 
this book are already in the form of SPSS data files. To use them for the 
exercises, or just to follow along in the analysis, simply open the appro- 
priare data file. To  open a data file: 

Figure 2.1 SPSS on the Start men,, 

Click the left mouse button on the word File on the SPSS Data Editor 
menu bar, as shown in Figure 2.3. 

The File menu is displayed. 

Figure 2.2 SPSS Data Editor window 

n" 
3 

.!2- 
v) 
& 
E 
Q 
cm 
_m 

Data Editor 
w~ndow 

~1way.s use the TO start SPSS, click Start to display the Start menu, then click SPSS left mouse 
button unless 8.0 for Windows. 
the right one is 
specifica~ly The SPSS Data Editor window is displayed, as shown in Figure 2.2. You 
indicated. can move it, lilce any other window, by cliclung and dragging its title 

bar, or resize it by cliclcing and dragging its sides or corners. 

Status bar' 

- - 
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Select , 
gss.sav 

An Introductory Tour: SPSS for Windows 9 lo Chapter 

F On the File menu, click Open. 

Figure 2.3 Opening a data file 

When you click Open on the File menu, the Open File dialog box 
appears, as shown in Figure 2.4. 

Figure 2.4 Open File dialog box 

for the file on a 

F Click the gss.sav data file where it appears in the List. 

F Click Open. 

To view the data in the 
Data Editor, from the 
menus choose: 

Window 
gss - SPSS Data Editor 

If vour screen 
drsplays all 
numbers rathe; '- rr 
than value labels 
such as Male and 
Female In the 
cells from the 
menus choose: 

View 
Value Labels 

--- What if the gss.sav file doesn't appear? Only files in the current 

&i& drive and directory are listed. The file you want may either be in 
another directoj  or saved on a different drive. 

To look in a parent folder (one that contains the current folder), click 
the up-folder icon, as shown in Figure 2.4. 

To look in a subfolder (one contained in the current folder), double- 
click it in the list. 

To look on a different drive, click the up-folder icon repeatedly until 
you reach My Computer, then double-click the desired drive icon and 
continue down through the folder hierarchy on that drive. 6 4 4  

When SPSS has finished reading the data file, it displays the data in the 
Data Editor, as shown in Figure 2.5. This particular data file contains 
selected information for 1500 people who were interviewed in the 1993 
General Social Survey, which annually asks a broad range of questions 
to a sample of adults in the United States population. 

Figure 2.5 Data Editor window with GSS data 
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Chapter 
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Figure 2.7 Frequencies dialog box with default variable labels 
Figure 2.8 Frequencies dialog box 

Variable selected 
in source list 

Click to  / 
scroll 

To make this book easier to read, we'll use variable names instead of 
labels in dialog boxes, as shown in Figure 2.7. To display variable names 
rather than labels in your dialog boxes (so you can follow along with the 
text), you need to change one of SPSS's default options. 

To use this dialog box: 

b Click happy in the scroll list and then click m. 
This moves happy into the Variable(s) list. 

b From the menus select: 
As a shortcut to 
scroll the source 
list, click in the list 
and type the letter 
p. This scrolls to 
the first variable 
beginning with p. 

b Scroll down the source list until you see postlife and move it into the 
Variable(s) list as well. Edit 

Options ... 

b Click Charts. b In the Options dialog box, click the General tab. 

This opens the Frequencies Charts dialog box, as shown in Figure 2.9. 
Here you can request charts along with your frequency tables. 

Figure 2.9 Frequencies Charts dialoe box 

b In the Variable Lists group box, click Display names. 

b Click OK. 

This change does?zJt take effect until the lzext tinze you open a data file. 
The effect of the changed option is shown in Figure 2.8. 

Select ~ar- 
charts 

b Select Bar charts, as shown in Figure 2.9. 

An Introductory Tour: SPSS for Windows 15 

The Viewer Window 

The Viewer window is where you see the statistics and graphics-the out- 
put-from your worlc in SPSS. As shown in Figure 2.10, the Viewer win- 
dow is split into two parts, or panes. (A piece of a window is often called 
a pane in computer software, just as it is at your local hardware store.) 

b To change the sizes of the two panes (for example, to  make the display 
pane wider), just point the mouse at  the line that divides them, press 
the left mouse button, and drag the line to the left or right. 

It's possible to ignore the outline pane and simply scroll through the 
output displayed in the display pane on the right side of the Viewer. The 
outline view offers some handy tricks, however. 

Figure 2.1 0 Viewer window 

The Outline Pane 

Individual portions of output are associated with "book" icons in the 
outline pane. Each icon represents a particular piece of output, such as a 
table of statistics or a chart. 

I T GENERAL HAPPINESS 

Outline pane 

Display pane 

b If you click one of these icons in the outline pane, the associated piece 
of output appears instantly in the display pane. (But it may be hidden! 
See below.) 

These icons are the quickest navigational contfols in the Viewer. 
The book icons are also used to hide or display pieces of output tem- 

porarily. Notice that most of them in the outline pane are "open book" 
icons, while a few lookmore like closed books. A "closed book" icon rep- 
resents a hidden piece of output. Hidden output doesn't appear in the dis- 
play pane but can be recovered any time you want to look at it. 

b To hide a single piece of output, double-click the open book icon. This 
closes the icon and hides the output associated - d t h  it.- 

Click here to  scroll - 
through output 

b TO display a hidden piece of output, double-click the closed book icon. 
This opens the icon and displays the output associated with it. 

The left side (the outline pane) contains an outline view of all the differ- 
ent pieces of output in the Viewer, whether they are currently visible or 
not. The right side (the display pane) contains the output itself. 

b To hide all of the output from a procedure such as Frequencies, click 
the little box containing a minus sign to the left of the procedure name. 
That whole part of the outline collapses, and the minus sign changes 
to a plus sign to show you that more output is hiding there. Click the 
plus sign to show it all again. 

You will find that you can do lots of things in fairly obvious ways by 
playing with the outline pane. Try rearranging the output (press the left 
mouse button on a book icon, drag it to a diierent place in the outline, 
and then release the mouse button), or deleting part of the output (click 
the icon and press the Delete key). The SPSS Help system can tell you 
all the details. 
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e A frequency table for the next variable, postlife, whose icon is labeled 
BELIEF IN LIFE AFTER DEATH in the outline pane. 

6 A bar chart for happy. 
B A bar chart for postlife. 

The Display Pane 

The display pane shows as much of the SPSS output as can fit in it. To see 
more, you can either scroll the pane or use the outline pane to jump 
around. . 

The output in the display pane includes several different kinds of ob- 
jects: tables of numbers (actually a special kind of tables, called pivot ta- 
bles); charts; and bits of text such as titles. You have complete control 
over the appearance, and even the content, of most of these objects. 

Let's see what these pivot tables and charts are like. 

Pivot Tables 0 To change something about an object, double-click it in the display 
pane. First, a pivot table. Most of SPSS's tabular and statistical output appears 

in the Viewer in the form of pivot tables. Double-clicking an object opens an editor that is specially designed to 
modify it. The appearance of the object changes to show that you are 
editing it. The menu bar may change. If the object is a chart, a special 
chart editing window opens to offer you a powerful set of tools for 
changing the chart's appearance. 

Let's look at these objects in the Viewer. 

Figure 2.1 I Pivot tables in the Viewer 

Frequen y Table 

HAPPY 

Viewer Objects 

In the outline panel, the first line is a container for the entire batch of out- 
put. It's simply called Output. There might be a line below it called Log, 
which isn't going to be discussed in this book. The next line, Freqr~encies, 
is a heading that contains all the various kinds of output produced by the 
Frequencies procedure that you just ran. In order, thiy are: 

ve~ld curnulatke 
Frequancv Percant P~rcenl ParcBnl 

Valld VERYWIPPY 1 477 1 31.8 1 31.8 1 31.9 
PRETWHAPPY T T O O P  1 819 5 6 6  1 . 3 1  56.8 1 1 . 3 )  j o o . ~ l  8 0 7  

1495 89.7 100.0 
Mlsslno No a n m r  

Click here to 
display the 
frequencies 
tabla for /' Title. The title of the procedure, which is simply text. GENERAL 
HAPPINESS Notes. Notes are usually hidden, so this probably looks like :a closed 

book in the outline pane. 
Statistics. This is a pivot table, which reports the number of cases, or 
"observations," that were processed by the Frequencies procedure. 
Most procedures start by producing such a table. The icon is an open 
book, so if you click it, the display pane will show you what it 10131~s like. 

In the outline, cliclc the icon for the pivot table labeled GENERAL 
HAPPINESS. The table instantly appears in the display pane, with an 
arrow pointing to it, as shown in Figure 2.11. 0 A frequency table for the first variable processed (happy). Frequency ta- 

bles are discussed in Chapter 3. Note that the icon in the outline pane is 
labeled GENERAL HAPPINESS, which is a descriptive label that was 
assigned to the variable happy when the data file was set up. 

n 18 Chapter 2 An Introductory ~o'ur: SPSS for Windows 19 

I* Move rhe mouse over to the display pane and double-click on the table 
itself to indicate that you want to edit it. 

If you don't l i e  the way numbers are displayed in the pivot table, 
make sure the Pivot Table Editor is active (by double-clicking the table in 
the display pane), and then either make a selection from the Format 
menu, or right-click one of the numbers in the table to pop up a context 
menu for it. Most of the things you might want to change can be found 
in either of these menus under Table Properties or Cell Properties. Check 
out Table Looks, too, to see how you can apply consistent sets of format- 

Figure 2. I 2  An activated pivot table 

1 s - l   ad^ Frequency Table u 1 8-@~rw* :ad 
ting to whole tables. 

Changing fonts and styles and even the text of the labels in a table can 
make a big difference in the way the table looks. An SPSS pivot table lets 
you do much more than that, however. You can change the basic orgaai- 
zation of the data presented in the table. The Pivot menu (which appears 
only when you have double-clicked a pivot table in the display frame to 
activate it) gives you access to powerful tools for reorganizing the table. 
To get a feel for these tools, activate a pivot table, and from the menus 

HAPPY 

Tolal 1495 99.7 100.0 
Misslnp No answer 5 .3 

choose: 

Pivot 
Transpose Rows and Columns 

The same information is displayed. The different codes or responses to 
the question, which were laid out vertically, are now laid out horuon- 
tallv: the different types of statistical summaries, which were laid out 

Not a lot seems to happen in Figure 2.12. The pivot table is now sur- 
rounded by a cross-hatched line to indicate that it is active in the Pivot 
Table Editor. The SPSS toolbar vanishes, and if you watch carefully, the 
menu bar changes-there is now a Pivot menu. 

Double-clicking a pivot table lets you edit it "in place"; that is, right 
where it sits in the display pane of the Viewer. If you need more room, 
select the pivot table by clicking once with the left mouse button, and 
from the menus choose: 

2 < 

horizontally, are now laid out vertically. 
To see the pivot table as it was before, simply transpose the rows and 

columns again. . 
This example is a very simple pivot table. Multidimensional tables of- - fer many more structural possibilities. You can explore those in the SPSS 

online Help system, or if you like, to see how things work you can build 
a complex table and start pivoting. Edit 

SPSS Pivot Table Object b 
Open ... 

This command opens the pivot table into a window of its own. 
When you are editing a pivot table either way, you can change almost 

anythmg about it you want. If you don't like the labil, just double-click 
it. It reappears as highlighted text. Type in the label the way you want it, 
perhaps Happiness in General, and click somewhere else to enter the new 
label. To change the font of the title or make it bold or italic, click the title 
and from the menus choose: 

Format 
Font ... 

Then choose a different font or a bold or italic style. 
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The Data Editor Window 

Columns are 
variables 

Let's take a closer look at the Data Editor (see Figure 2.14). YOU can se- 
lect it from the Window menu or simply click on it if any part of it is vis- 
ible on your screen. 

If you've ever used a spreadsheet, the Dara Editor should loolc hmiliar. 
It's just an array of rows and columns. In the Data Editor, each row is a 
case, and each column is a variable. Cases and variables are fund.amenta1 
concepts in data analysis. It's time we stopped to define them. 

Figure 2.14 Data Editor window 

Rows are 
cases 

Cases (rows) are the people who participate in a survey or experiment. 
(Another word often used is observation.) Actually, a case need not be 
a person. It can be anything. If you're doing experiments on rats, the 
case is the individual rat. If you're studying the beef content of ham- 
burgers, each hamburger is a case. Generally speaking, the case is the 
unit for which you take measurements. 

Variables (columns) are the different items of information you collect 
for your cases. Think about the way you conduct a survey. You aslc each 
person for the same type of information: date of birth, sex, marital status, 
education, views on whatever subjects your survey is about. Each item for 
which you record an answer is known as a variable. The answer a partic- 
ular person gives is known as the value for that variable. Year of birth is 
a variable; responses such as 1952 or 1899 are values for that variable. 

Cell editor 
displays value, 
for selected 
cell 

Selected ' 
cell 

The intersection of the row and the column is called a cell. Each cell 
holds the value of a particular case for a particular variable. You can edit 
values in the Data Editor, as follows: 

B Click in one of the cells with the mouse. 

The cell editor displays the value for the selected cell, as shown in Figure 2.15. 

Figure 2.15 Data Editor with cell selected 

: .  

B Type a nurnl?er to replace the existing value and press B. 
The new value appears in the cell editor as you type it, but the value in 
the cell is not updated until you press m .  

b Change another value in the cell editor, but instead of pressing [clEnterJ, 
press [Escl. 

When you press @rather than m, the original value in the cell re- 
mains unchanged. 

CHAPTER 2 

Overview of the High School and Beyond @SB) 
Data Set and SPSS 7.5 

The Modified Hsbdata File 

The file name of the data set used with this manual is hsbdata; it stands for high school and 
beyond data. It is based on a national sample of data from more than 28,000 high school 
students. The current data set is a sample of 75 students drawn randomly from the larger 
population. The data that we have kom this sample includes school outcomes such as grades and 
the number of mathematics courses of different types that the students tool: in high school. Also 
there are several kinds of standardized test data and demographic data such as gender and 
mother's and father's education. To provide an example of questionnaire type data, WI: have 
included 13 questions about math attitudes. These data were developed for this manual and, thus, 
are not really the math attitudes of the 75 students in this sample. The questions, however, are 
based on ones used by the authors to study mastery motivation. Also we made up e t h i c  group 
data which, although somewhat realistic overall, do not represent the actual ethnic groups of the 
75 students in  this sample. This enables us to do some additional analyses. 

We have provided you with a disk which contains the data for each of the 75 participimts on 28 
variables. The hsbdata file, shown inTable 2.1, has already been entered and labeled to enable 
you to get started on analyses quickly. In Assignments A and M, you will enter some additional 
data to practice entering it yourself. Also you will, in several assignments, label variables and 
their values so that your printouts will include the new variable names and the value labels. 

The Raw HSB Data and Data Editor 

Notice the short variable names at the top of the hsbdata file. (Actually we have transfened the 
HSB file fiom the SPSS data editor to Excel and reduced it so that it would fit on two pages, but 
in SPSS it will look very similar to Table 2.1.) Be aware that the subjectslparticipants are listed 
down the page from ID 1 to ID 75 at the bottom of the second page, and the variables are listed 
across the top. You will always enter data this way. If a variable is measured more than once, 
such as a pretest and posttest, it will be entered as two variables perhaps called Pre and Post. This 
method of entering data follows that suggested in chapter 7. Note that most of the values are 
single digits but that visual, mosaic, and mathach include some decimals and even minus 
numbers. Notice also that some cells like variable Q09 for participant ID 1 are blank because a 
datum is missing. Perhaps participant 1 did not answer question 9 and participant 2 did not 
answer question 4, etc. Blank is the "system missing'' value that can be used for any missing data 
in an SPSS data file. However, other values also can be used for missing data. Notice ,that for 
fathers and mother's education level we have used -1 for the missing values, and for ethnic group 
we have defined 9 as missing. For your purposes, however, we suggest that you leave missing 
data blank, but you may run across "user defined" missing data codes like -1 or 9 in other 
researchers' data. 
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12 Discovering Statistics Using SPSSfor Windows 

1.2. The SPSS Environment 

There are several excellent texts that give introductions to the general 
environment within which SPSS operates. The best ones include Kinnear 
and Gray (1997) and Poster (1998). These texts are well worth reading if 
you are unfamiliar with Windows and SPSS generally because I am 
assuming at least some knowledge of the system. However, I appreciate 
the limited funds of most students and so to make this text usable for 
those inexperienced with SPSS I will provide a brief guide to the SPSS 
environment-but for a more detailed account see the previously cited 
texts and the SPSS manuals. This book is based primarily on version 9.0 
of SPSS (at least in terms of the diagrams); however, it also caters for 
versions 7.0,7.5 and 8.0 (there are few differences between versions- 7.0, 
8.0 and 9.0 and any obvious differences are highlighted where relevmt). 
Once SPSS has been activated, the program will a*tomaticdy load two 

windows: the data editor (this is where you input your data and carry 
out statistical functions) and the output window (this is where the 
results of any analysis wiU appear). There are a number of additional 
windows that can be activated In versions of SPSS earlier $an version 
7.0, paphs appear in a separate window known as the chart carousel; 
however, versions 7.0 and afier include graphs in the output window, 
which is called the output navigator (version 7.0) and the output vimer 
(version 8.0 and after). Another window that is useful is the syntax 
wjndow, which allows you to enter SPSS commands manually (rather 
than using the window-based menus). At most levels of expertise, the 
syntax window is redundant because you can carry out most analyses 
by clicking merrily with your mouse. However, there are various 
additional functions that can be accessed using syntax and sick 
individuals who enjoy statistics can find numerous uses for it! I will 
pretty much ignore syntax windows because those of you who want to 
know about them will learn by playing around and the rest of you will 
be put off by their inclusion (interested readers should refer to Foster, 
1998, Chapter 8). 

1.2 1. The Data Editor 

The main SPSS window includes a data editor for entering data. This 
window is where most of the action happens. At the top of this screen is 
a menu bar similar to the ones you might have seen in other programs 
(such as Microsoft Word). Figure 1.6 shows this menu bar and the data 
editor. There are several menus at the top of the screen (e.g. File, Edit 
etc.) that can be activated by using the computer mouse to move the on- 
screen arrow onto the desired menu and then pressing the left mouse 
button once (pressing this button is usually known as clicking). When 
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you have clicked on a menu, a menu box will appear that displays a list 
of options that can be activated by moving the on-screen arrow so that it 
is povmng at the desired option and then clicking with the mouse. 
Often, selecting an option from a menu makes a window appear; these 
windows are referred to as dialog boxes. When referring to selecting 
options in a menu I wiU notate the action using bold type with arrows 
indicating the path of the mouse (so, each arrow represents placing the 
on-saeen arrow over a word and clicking the mouse's left button). So, 
for example, if I were to say that you should select the Save . .. option 
in the File menu, I would write this asselect zile+Save As .... 

Figure 26: The SPSS data editor 

Within these menus you'will notice that some letters are underlined: 
these underlined letters represent the keyboard shortcut for accessing that 
function It is possible to select many functions without using the 
mouse, and the experienced keyboard user may find these shortmts 
faster than manoeuvring the mouse arrow to the appropriate place on 
the screen The letters underlined in the menus indicate that the option 
can be obtained by simultaneously pressing ALT on the keyboard and 
the underlined letter. So, to access the Save &... option, using only the 
keyboard, you should press ALT and F on the keyboard simultaneously 
(which activates the File menu) then, keeping your finger on the ALT 
icey, press A (which is the underlined letter). 
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Below is a brief reference guide to each of the menus and some of the 
options that they contain This is merely a summary and we will 
discover the wonders of each menu as we progress throughthe book. 

- File: This menu allows you to do general things such as saving data, 
graphs, or output. Likewise, you can open previously saved files and 
print graphs, data or output. In essence, it contains all of the options 
that are customarily found in File menus. 
Edit This menu contains edit functions for the data editor. In SPSS 
for Windows it is possible to cut and paste blocks of numbers from 
one part of the data editor to another (which can be very handy when 
you realize that you've entered lots of numbers in the wrong place). 
You can also use the 9tions to select various preferences such as the 
font that is used for the output. The default preferences are fine for 
most purposes, the only thing you might want to change (for the sake 
of the environment) i s  to set the text output page size length of the 
viewer to infinite (this saves hundreds of trees when you come to 
print 

i,. 

0 - Data: This menu allows you to make changes to the data editor. The 
important features are insert variable, which is used to insert a new 
variable into the data editor (i.e. add a column); insert case, which is 
used to add a new row of data between two existing rows of data; 
split file, which is used to split the file by a grouping variable (see 
section 2.4.1); and select cases, which is used to run analyses on only a 
selected sample of cases. 
Transform: You should use this menu if you want to manipulate one - 
of your variables in some way. For example, you can use recode to 
change the values of certain variables (e.g. if you wanted to adopt a 
slightly different coding scheme for some reason). The compute 
function is also useful for transforming data (e.g. you can create a 

new variable that is the average of two existing variables). ThiS. 
function allows you to carry out any number of calculations on your 
variables (see section 6.2.2.1). 
Analyze: This menu is called statistics in version 8.0 and earlier. The 
fun begins here, because the statistical procedures lurk in this menu. 
Below is a brief guide to the options in the statistics menu that wiLl be 
used during the course of this book (this is only a small portioi~ of 
what is available): 
(a) Descriptive Statistics: This menu is called Sgmmarize in version 

8.0 and earlier. This menu is for conducting descriptive statistics 
(mean, mode, median etc.1, frequencies and general data 
exploration. There is also a command called crosstubs that is 
useful for exploring frequency data and performing tests such as 
chi-square, Fisher's exact test and Cohen's kappa. 

@) Compare gems: This is where you can find t-tests (related and 
unrelated--Chapter 6) and one-way independent ANOVA 
(Chapter 7). 

(c) General Linear Model: This is called ANOVA Models in version 6 
of SPSS. This menu is for complex ANOVA such as two-way 
(unrelated, related or mixed), one-way ANOVA with repeated 
measures and multivariate analysis of variance @@ATOVA). 

(d) Correlate: It doesn't take a genius to work out that this is where 
the correlation techniques are kept! You can do bivariate 
correlations such as Pearson's R, Spearman's rho @) and 
ICendall's tau (7) as well as partial correlations (see Chapter 3). 

(e) _Regression: There are a variety of regression techniques 
available in SPSS. You can do simple linear regression, multiple 
linear regression (Chapter 4) and more advanced techniques 
such as logisttc regression (Chapter 5). 

( f )  Data Reduction: You find factor analysis here (Chapter 11). 
(g) Nonparamehic: There are a variety of non-parametric statistics 

available such the chi-square goodness-of-fit statistic, the 
binomial test, the Mann-Whitney test, the Kruslcal-Wallis test, 
Wilcoxon's test and Friedman's ANOVA (Chapter 2). 

o Graphs: SPSS comes with its own, fairly versatile, graphing package. 
Tl~e types of graphs you can do include: bar charts, histograms, 
scatterplots, box-whisker plots, pie charts and error bar graphs to 
name but a few. There is also the facility to edit any graphs to make 
them look snazzy-which is pretty smart if you ask me. 
View: This menu deals with system specifications such as whether 
you have grid lines on the data editor, or whether you display value 
labels (exactly what value labels are will become clear later). 

a Window: This allows you to switch from window to window. SO, if 
you're looking at the output and you wish to switch baclc to your 
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data sheet, you can do so using this menu. There are icons to shortcut 
most of the options in this menu so it isn't particularly useful. 

a Help: This is an invaluable menu because it offers you on-line help 
on both the system itself and the statistical tests. Although the 
statistics help files are fairly useless at times (after all, the program is 
not supposed to teach you statistics) and certainly no substitute for 
acquiring a good knowledge of your own, they can sometimes get 
you out of a sticky situation 

As well as the menus there are also a set of icons at the top of the data 
editor window (see Figure 1.6) that are shortcuts to specific, frequently 
used, facilities. All of these facilities can be accessed via the menu 
system but using the icons will save you h e .  Below is a brief list of 
these icons and their function: 

4 This icon gives you the option to open a previously saved file 
(if you are in the data editor SPSS assumes you want to open a 
data file, if you are in the output viewer, it will offer to open a 
viewer file). 

a This icon allows you to save files. It will save the file you are 
currently working on (be it data or output). If the file hasn't 
already been saved it will produce the save data as dialog box 

4 TlGs icon activates a dialog box for printing whatever you are 
currently working on (either the data editor or the output). The 
exact print options will depend on the printer you use. One 
useful tip when printing from the output window is to 
highhght the text that you want to print (by holding the mouse 
button down and dragging the arrow over the text of interest). 
In version 7.0 onwards, you can also select parts of the output 
by clicking on branches in the viewer window (see section 
12.4). Whenthe print dialog box appears remember to click on 
the option to print only the selected text. Selecting parts of the 
output will save a lot of trees because by default SPSS will 

everytJxng in the output window. 

Clicking this icon will activate a list of the last 12 dialog boxes 
ri that were used. From this list you can select any box from the 

list and it will appear on the screen. This icon makes it easy for 
you to repeat parts of an analysis. 

4 This icon allows you to go directly to a case (i.e. a subject). This 
is useful if you are working on large data files. For example, if 
you were analysing a survey with 3000 respondents it would 
get pr- tedious scrolling down the data sheet to find a 
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particular subject's responses. This icon can be used to skip 
directly to a case (e.g. case 2407). Clicldng on this icon activates 
a dialog box that requires you to type in the case number 
required. 

Cliclcing on this icon will give you information about a 
specified variable in the data editor (a dialog box allows you to 
choose which variable you want summary idormation about). 

4 This icon allows you to search for words or numbers in your 
data file and output window. 

Clicking on this icon inserts a new case in the data editor (so, it 
creates a blank row at the point that is currently highhghted in 
the data editor). This function is very useful if you need to add 
new data or if you forget to put a particular subject's data in 
the data editor. 

& Clicking this icon creates a new variable to the left of the 
variable that is currently active (to activate a variable simply 
cliclc once on the name at the top of the column). 

@ Clicking on this icon is a shortcut to the Data+Split fie ... 
function (see section 2.4.1). Social scientists often conduct 
experiments on Werent groups of people. In SPSS we 
differentiate groups of people by using a coding variable (see 
section 1.2.3.1), and this function lets us divide our output by 
such a variable. For example, we might test males and females 
on their statistical ability. We can code each subject with a 
number that represents their gender (e.g. 1 = female, 0 =male). 
If we then want to know the mean statistical ability of each 
gender-wesimply aslc the computer to split the file by the 
variable gender. Any subsequent analyses will be performed 
on th2 men and women separately. 

a This icon shortcuts to the Qata+Beight Cases ... function. 
This function is necessary when we come to input frequency 
data (see section 2.8.2) and is useful for some advanced issues 
in survey sampling. 

@ This icon is a shortcut to the Qata*Selt a s s  ... function. If 
you want to analyze only a portion of your data, this is the 
option for you! This function allows you to specify what cases 
you want to include in the analysis. 

Clicking this icon will either display, or hide, the value labels 
of any coding variables. We often group people together and 
use a coding variable to let the computer know that a certain 
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subject belongs to a certain group. For example, if we coded 
gender as 1 = female, 0 = male then the computer knows that 
every time it comes across the value 1 in the gender column, 
that subject is a female. If you press this icon, the coding will 
appear on the data editor rather than the numerical values; so, 
you will see the words male and female in the gender column 
rather than a series of numbers. This idea will become clear in 
sedion 1.2.3.1. 

1.2.2. Inputting Data 

When you first load SPSS it will provide a blank data editor with the 
title N m  Data. When inputting a new set of data, you must input your 
data in a logical way. The SPSS data editor is arranged such that each row 
represents data from one subject while each column represents n variable. There 
is no discrimination between independent and dependent variables: 
both types should be placed in a separate column. The key point is that 
each row represents one participant's data. Therefore, any information 
about that case should be entered across the data editor. For example, 
imagine you were interested in sex differences in perceptions of pain 
created by hot and cold stimuli. You could place some people's hands in 
a bucket of very cold water for a minute and ask them to rate how 
painful they thought the experience was on a scale of 1 to 10. You could 
then ask them to hold a hot potato and again measure their perception 
of pain Imagine I was a subject. You would have a single row 
representing my data, so there would be a different column for my 
name, my age, my gender, my pain perception for cold water, and my 
pain perception for a hot potato: Andy, 25, male, 7,lO. The column with 
the information about my gender is a grouping variable: I can belong to 
either the group of males or the group of females, but not both. As such, 
this variable is a between-group variable (different people belong to 
different groups). Therefore, between-group variables are represented 
by a single column in which the group to which the person belonged is 
defined using a number (see section 1.2.3.1). Variables that specify to 
which of several groups a person belongs can be used to split up data 
files (so, in the pain example you could run an analysis on the male and 
female subjects separately-see section 2.4.1). The two measures of pain 
are a repeated measure (all subjects were subjected to hot and cold 
stimuli). Therefore, levels of this variable can be entered in separate 
columns (one for pain to a hot stimulus and one for pain to a cold 
stimulus). 
In summarc any variable measured with the same subjects (a repeated 

measure) should be represented by several c o l ~  (each column 
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representing one level of the repeated measures variable). However, 
when a between-group design was used (e.g. different subjects were 
assigned to each level of the independent variable) the data will be 
represented by two c o l m :  one that has the values of the_ dependent 
variable and one that is a coding variable indicating to which group the 
subject belonged. This idea will become clearer as you learn about how 
to carq out specific procedures. 
The data editor is made up of lots of cells, which are just boxes in which 

data values can be placed. When a cell is active it becomes highlighted 
with a black surrounding box (as in Figure 1.7). You can move around 
the data editor, from cell to cell, using the arrow keys t ? 1 -t (found 
on the right of the keyboard) or by clirldng the mouse on the cell that 
you wish to activate. To enter a number into the data editor simply 
move to the cell in which you want to place the data value, type the 
value, then press the appropriate arrow button for the direction in 
which you wish to move. So, to enter a row of data, move to the far left 
of the row, type the value and then press + (this process inputs the 
value and then moves you into the next cell on the left). 

1.2.3. Creating a Variaw 

There are several steps to creating a variable in the SPSS data editor (see 
Figure 1.7): 

- Move the on-screen arrow (using the mouse) to the grey area at the 
top of the first column (the area labelled vnr. 

4 Double-click (ie. click two times in quick succession) with the left 
button of the mouse. 
A dialog box should appear that is labelled define variable (see Figure 
1.7). 
In ;his dialog box there wdl be a default variable name (something 
like va00001) that you should delete. You can then give the variable 
a more descriptive name. There are some general d e s  about variable 
names, such as that they must be 8 characters or less and you cannot 
use a blank space. If you violate any of these rules the computer wiU 
tell you that the variable name is invalid when you click on m. 
Finally, the SPSS data editor is not case sensitive, so if you use capital 
letters in this dialog box it ignores them. However, SPSS is case 
sensitive to labels typed into the Variable Label part of the define labels 
dialog box (see section 1.23.1); these labels are used in the output. 

0 If you elid< on at this stage then a variable will be created in the 
data editor for you. However, there are some additional options that 
you might find useful. 
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Figure 1.7: Creating a variable 

In versions 8 and 9 of SPSS, the define varinble dialog box contains three 
options for selecting the level of measurement at which the variable was 
measured (earlier versions do not have these options). If you are using 
the variable as a coding variable (next section) then the data are 
categorical (also called nonzilml) and so you should click on the ~onzillal 
option. For example, if we asked people whether reading this chapter 
bores them they will answer yes or no. Therefore, people fall into two 
categories: bored and not bored. There is no indication as to exactly how 
bored the bored people are and therefore the data are merely labels, or 
categories into which people can be placed. Interval data are scores that 
are measured on a scale along the whole of which intervals are equal. 
For example, rather than asking people if they are bored we could 
measure boredom along a 10-point scale (0 being very interested and 10 
being very bored). For data to be interval it should be true that the 
increase in boredom represented by a change from 3 to 4 along the scale 
should be the same as the change in boredom represented by a change 
from 9 to 10. Ratio data have this property, but in addition we should be 
able to say that someone who had a score of 8 was twice as bored as 
someone who scored only 4. These two types of data are represented by 
the Sgnle option. It should be obvious that in some social sciences 
(notably psychology) it is extremely difficult to establish whether data 
are interval (can we really tell whether a change on the boredom scale 

represents a genuine change in the experience of boredom?). A lower 
level of measurement is ordinal data, which does not quite have the 
property of interval data, but we can be confident that higher scores 
represent higher levels of a construct. We might not be sure that an 
increase in boredom of 1 on the scale represents the same change in 
experience between 1 and 2 as it does between 9 and 10. However, we 
can be confident that someone who scores 9 was, in reality, more bored 
than someone who scored only 8. These data would be ordinal and so 
you should select Ordinal. The defiize variable dialog box also has four 
buttons that you can click on to access other dialog boxes and these 
functions wil l  be desaibed in turn. 

1.2.3.1. Creating Coding Variables 

In the previous sections I have mentioned coding variables and this 
section is dedicated to a fuller description of this kind of variable (it is a 
type of variable that you will use a lot). A coding variable (also known 
as a grouping variable) is a variable consisting of a series of numbers 
that represent levels of a treatment variable. In experiments, coding 
variables are used to represent independent variables that have been 
measured between groups (i.e. different subjects were assigned to 
different groups). So, if you were to run an experiment with one ~ o u p  
of subjects in an experimentd condition and a different group of 
subjects in a control group, you might assign the experimental group a 
code of 1, and the control group acode of 0. When you come to put the 
data into the data editor, then you would create a variable (which you 
might call group) and type in the value 1 for any subjects in the 
experimental group, and 0 for any subject in the control group. These 
codes tell the computer that all of the cases that have been assigned the 
value 1 should Bedeated as belongiflg &I the same group, and likewise 
for the subjects assigned the value 0. 
There is a simple rule for how variables should be placed in the SPSS 

data editor: levels of the between-group variables go down the data 
editor whereas levels of within-subject (repeated measures) variables go 
across the data editor. We shall see exactly how we put this rule into 
operation in chapter 6.  
To create a coding variable we create a variable in the usual way, but 

we have to tell the computer which numeric codes we are assigning to 
which groups. This can be done by using the button in the 
~f@ile vnrinble dialog box (see Figure 1.7) to open the d~filze lnhels dialog 
box (see Figure 1.8). In the define labels dialog box there is room to give 
your variable a more descriptive title. For the purposes of the data editor 
itself, I have already mentioned that variable labels have to be 8 
c h a r a c t m ~ ~  less and that they have to be lower case. However, for the 
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purposes of the output, it is possible to give our variable a more 
meaningful title (and this label can also have capital letters and space 
characters too-great!). If you want to give a variable a more descriptive 
title then simply click with the mouse in the white space next to where it 
says Variable Label in the dialog box. This will place the cursor in that 
space, and you can type a title: in Figure 1.8 I have chosen the title 
Experiniental Condition. The more important use of this dialog box is to 
specify group codings. This can be done in three easy steps. First, click 
with the mouse in the white space next to where it says Valge (or press 
ALT and U at the same time) and type in a code (e.g. 1). These codes are 
completely arbitrary: for the sake of convention people usually use 1, 2 
and 3 etc., but in practice you could have a code of 495 if you were 
feeling particularly arbitrary. The second step is to click the mouse in the 
whte space below, next to where it says Value Label (or press ALT and E 
at the same time) and type in an appropriate label for that group. In 
Figure 1.8 I have typed in 0 as my code and given this a label of Control. 
The third step is to add this coding to the list by clicking on edd. In 
Figure 1.8 I have already definedmy code for the experirnental group, to 
add the coding for the conk41 group I must click on d. When you 
have defined all of your coding-values simply click on I; if you click 
on and have forgotten to add your final coding to the list, SPSS will 
display a message warning you that any pending changes will be lob In 
plain English this simply tells you to go back and click o n d .  

r ,  

  an able Label ~~xparirnental ~ondiiion p & - l  
Cancel I 

I 
Fieme La: Defining coding values in SPSS 

Having defined your codings, you can then go to the data editor and 
type these numerical values into the appropriate column. What is really 
groovy is that you can get the computer to display the codings 
themselves, or the value labels that you gave them by clicking on 4 (see 
Figure 1.9). Fi,me 1.9 shows how the data should be arranged for a 
coding variable. Now remember that each row of the data editor 
represents one subject's data and so in this example it is clear that the 
first five subjects were in the experimental condition whereas subjects 6- 
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shows the default settings. By default, a variable is set up to store 8 
digits, but you can change this value by typing a new number in the 
space labelled Width in the dialog box. Under normal circumstances you 
wouldn't require SPSS to retain any more than 8 characters unless you 
were doing calculations that need to be particularly predse. Another 
default setting is to have 2 decimal places displayed (in fad, you'll 
notice by default that when you-type in whole numbers SPSS will add a 
decimal place with two zeros after it-this can be disconcerting 
initially!). It is easy enough to change the number of decimal places for a 
given variable by simply replacing the 2 with a new value depending on 
the level of precision you require. 
The d+ variable @e dialog box also allows you to specify a different 

type of variable. For the most part you will use numeric values. 
However, the other variable type of use is a string variable. A string 
variable is simply a Iine of text and could represent comments about a 
certain subject, or other infonnation that you don't wish to analyze as a 
grouping variable (such as the subject's name). If you select the string 
variable option, SPSS lets you specify the width of the string variable 
(which by default is 8 chara@qs) so that you can insert longer strings of 
text if necessary. 

l u g  I Figure L10: Defining the type of variable being used 
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1.2.3.3. Missing Values 
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Although as researchers we strive to collect complete sets of data, it is 
often the case that we have missing data. Missing data can occur for a 
variety of reasons: in long questionnaires participants accidentally miss 
out questions; in experimental procedures mechanical faults can lead to 
a datum not being recorded; and in research on delicate topics (e.g. 
sexual behaviour) subjects may exert their right not to amwer a 
question. However, just because we have missed out on some data for a 
subject doesn't mean that we have to ignore the data we do have 
(although it sometimes creates statistical djfEiculties). However, we do 

Some Preliminaries 23 

10 were in the control group. This example also demonstrates why 
grouping variables are used for variables that have been measured 
between subjects: because by using a coding variable it is impossible for 
a subject to belong to more than one group. This situation should occur 
in a between-group design (ie. a subject should not be tested in both the 
experimental and the control group). However, in repeated measures 
designs (within subjects) each subject is tested in every condition and so 
we would not use this sort of coding variable (because each subject does 
talce part in every experimental condition). 

Eile Edit Dew Eata 1 m e  Edit Yiew Data I 

&/Q{&I 0 1  
h 

Labels Off Labels On 

I / .  1 ( Experiment ( 

Figure 1.9: Coding values in the data editor with the value labels switched off 
and on 

1.2.3.2 Types of Variables 

There are different types of variables that can be used in SPSS. In the 
majority of cases you will h d  yourself using numeric variables. These 
variables are ones that contain numbers and include the type of coding 
variables that have just been described. However, one of the other 
options when you create a variable is to specify the type of variable and 
this is done by clicking on in the define variable dialog box. 
Cliclbg this button will activate the dialog box in Figure 1.10, which 
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need to tell the computer that a value is missing for a particular subject. 
The principle behind missing values is quite similar to that of coding 
variables in that we choose a numeric value to represent the missing 
data point. This value simply tells the computer &at there is no 
recorded value for a participant for a certain variable. The computer 
then ignores that cell of .the.data,editor (it does not use the value you 
select in the analysis), You need to be careful that the chosen code 
doesn't correspond with any naturally o c w i n g  data value. For 
example, if we tell the computer to regard the value 9 as a missing value 
and several subjects genuinely scored 9, then the computer wiU treat 
their data as missing when, in reality] it is not. 

' IsgGiEz&i$ /Gz-j 
r Q~rweie rn~ssing valuer, 

r Bangs of rnnsmg values 

Lois )--T H~gh '- 

r Range elus one dune;~ nusslng V+UB 

L w -  r-- H,gi'l-' 

~4,cste value J-1 

Figure 1.11: Defining missing values 

To specify missing values you simply click on -%Sf!d I the define 
vnr-iable dialog box to activate the d@ne missing values dialog box (see 
Fi,pe 1.11). By default SPSS assumes that no missing values exist but if 
you do have data-w?th missing values yod can choose to define them in 
one of three ways. The first is to select discrete values (by clicking on the 
circle next to where it says Qiswete missing values) which are single 
values that represent missing d ~ t a .  SPSS allows you to specify up to 
three discrete values to represent missing data. The reason why you 
might choose to have several numbers to represent missing values is 
that you can assign a different meaning to each discrete value. For 
example, you could have the number 8 representing a response of 'not 
applicable', a code of 9 representing a 'don't know' response, and a code 
of 99 meaning that the subject failed to give any response. As far as the 
computer is concerned it will ignore any data cell containing these 
values; however, using different codes may be a useful way to remind 
you of why a particular score is missing. Usually, one discrete value is 
enough w d  in an experiment in which attitudes are measured on a 100- 
point scale (so scores vary from 1 to 100) you might choose 999 to 
represent missing values because this value cannot occur in the data that 
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have been collected. The second option is to select a range of valves to 
represent missing data and this is useful in situations in which it is 
necessary to exclude data falling between two points. So, we could 
exclude all scores between 5 rind 10. The final option is to have a range 
of values and one discrete value. 

1.2.3.4. Changing the CoIumn Format 

The final option available to us when we define a variable is to adjust 
the formatting of the column within the data editor. Click on -%2!!Ed 
in the define variable dialog box and the dialog box in Figure 1.12 will 
appear. The default option is to have a column that is 8 characters wide 
with all numbers and text aligned to the right-hand side of the column. 
Both of these defaults can be changed: the column width by simply 
deleting the value of 8 and replacing it with a value suited to your 
needs, and the alignment by clicking on one of the deactivated circles 
(next to either Left or Center). It is very useful to adjust the column width 
when you have a koding variable with value labels that exceed 8 
characters in length. 

Figure 112: Defining the format of the column 

1.2.4. The Output Viewer 

Alongside the main SPSS window, there is a second window lcnown as 
the output viewer (or output naoigafor in versions 7.0 and 7.5). In earlier 
versions of SPSS this is simply called the output window and its 
function is, in essence, the same. However, whereas the output window 
of old displayed only statistical results (in a very bland font I might 
add), the new, improved and generally amaziTlg output viewer will 
happily display graphs, tables and statistical results and all in a much 
nicer font. Rumour has it that future versions of SPSS will even include a 
tea-making facility in the output viewer (I live in hope!). 

Figure 1.13 shows the basic layout of the output viewer. On the right- 
hand side there is a large space h which the output is displayed. SPSS 
displays both graphs and the results of statistical analyses in this part of 
the viewer. It is also possible to edit graphs and to do this you simply 
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variance) and the between-group effects (i.e. the F-test of whether the 
means are significantly different). You can slcip to any one of these sub- 
components of the ANOVA output by clicking on the appropriate 
branch of the tree diagram. So, if you wanted to skip straight to the 
between-group effects you should move the on-screen arrow to the left- 
hand portion of the window and cliclc where it says Tests of Between- 
Szrbjects Effects. This action will highlight this part of the output in the 
main part of the viewer. You can also use this tree diagram to select 
parts of the output (which is useful for printing). For example, if you 
decided that you wanted to print out a graph but you didn't want to 
print the whole output, you can click on the word Graph in the tree 
structure and that graph will become highlighted in the output. It is then 
possible through the print menu to select to print only the selected part 
of the output: In this context it is worth noting that if you click on a main 
heading (such as Univariate Analysis of Variance) then SPSS will highlight 
not only that main heading but all of the sub-components as well. This is 
extremely useful when you want to print the results of a single statistical 
procedure. 
There are a number of icons in the output viewer window that help 

you to do things quickly without using the drop-down menus. Some of 
these icons are the same as those described for the data editor window 
so I will concentrate maidy on the icons that are unique to the viewer 
window. 

@ As with the data editor window, this icon activates the print 
menu. However, when this icon is pressed in the viewer 
window it activates a menu for printing the output. When the 
print menu is activated you are given the default option of 
printing the whole output, or you can choose to select an 
option for printing the output currently visible on the screen, 
or most useful is an option to print a selection of the output. To 
choose this last option you must have already selected part of 
the output (see above). a This icon returns you to the data editor in a flash! a This icon takes you to the last output in the viewer (so, it 
retums you to thelast procedure you conducted). 

This icon promotes the currently active part of the tree structure 
to a higher branch of the tree. For example, in Figure 1.13 the 
Tests of Befzoeen-Subjects Effects are a sub-component under the 
heading of Univariate Analysis of Variance. I f  we wanted to 
promote this part of the output to a higher level (ie. to make it 
a main heading) then this is done using this icon 
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double-click on the graph you wish to edit (this creates a new window 
in which the graph can be edited). On the left-hand side of the output 
viewer there is a tree diagram illustrating the structure of the output. 
This tree diagram is useful when you have conducted several analyses 
because it provides an easy way of accessing specific parts of the output. 
The tree structure iS f+ly self-explanatory in that every time you 
conduct a procedurs (such 3s drawing a graph or mnnhg a statistical 
procedure), SPSS lists this procedure as a main heading. 

I I I Memod or Teachlrlg SPSS 

Figure L13 The output viewer 

In Figure 1.13 I conducted a graphing procedure and then conducted a 
dvariate analysis of variance (ANOVA) and so these names appear as 
main headings. For each procedure there are a series of sub-procedures, 
and these are listed as branches under the main headings. For example, 
in the ANOVA procedure there are a number of sections to the output 
such as a Levene's test (which tests the assumption of homogeneity of 
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This icon is the opposite of the above in that it demotes parts of 
the tree structure. For example, in Figure 1.13 if we didn't want 
the Uizivaliate Ailalysis of Variance to be a d q u e  section we 
could select this heading and demote it so thaf it becomes part 
of the previous heading (the Graph heading). This button is 
useful for combining parts of the output relating to a specific 
research question 

This icon collapses parts of the tree structure, which simply 
means that it hides the sub-components under a particular 
heading. For example, in Figure 1.13 if we selected the heading 
LI71ivariate Analysis of Variance and pressed this icon, all of the 
sub-headings would disappear. The sections that disappear 
from the tree structure don't disappear from the output itself; 
the tree structure is merely condensed. This can be useful 
when you have been conducting lots of analyses and the tree 
diagram is becoming very complex. 

This icon expands any collapsed sections. By default all of the 
main headings are displayed in the tree diagram in their 
expanded form If, however, you have opted to collapse part of 
the kee diagram (using the icon above) then you ;an use this 
icon to undo your dirty work a This icon and the following one allow you to show and hide 
parts of the output itself. So, you can select part of the output 
in the tree diagram and click on this icon and that part of the 
output-qvill disappear. It isn't erased, but it is hidden from 
view. So, this icon is similar to the collapse icon listed above 
except that it affects the output rather than the tree structure. 
This is useful for hiding lessrelevant parts of the output. 

a This icon undoes the previous one, so if you have hidden a 
selected part of the output from view and you click on this 
icon, that part of the output will reappear. By default, all parts 
of the output are shown and so this icon is not active: it will 
become active only once you have hidden part of the output. 

3 Although this icon loolcs rather like a paint roller, it 
unfortunately does not paint the house for you What it does 
do is to insert a new heading into the tree diagram. For 
example, if you had several statistical tests that related to one 
of many research questions you could insert a main heading 
and then demote the headings of the relevant analyses so that 
they all fall under this new heading. 
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a Assuming you had done the above, you can use this icon to 
provide your new heading with a title. The title you type in 
will actually appear in your output. So, you might have a 
heading Uce 'Research Question number 1' which tells you 
that the analyses under this heading relate to your first 
research question 

1 This final icon is used to place a text box in the output 
window. You can type anydung into this box. In the context of 
the previous two icons, you might use a text box to explain 
what your first research question is (e.g. 'My first research 
question is whether or not boredom has set in by the end of the 
first chapter of my book. The following analyses test the 
hypothesis that boredom levels will be significantly higher at 
the end of the first chapter than at the beginning'). 

1.2.5. Saving Files 

Although most of you should be familiar with how to save files in 
Windows it is a vital thing to know and so I will briefly describe what to 
do. To save files simply use the icon (or use the menus: File*aave or 
Eile+Save As...). If the file is a new file, then clicking this icon will 
activate the Save &s ... dialog box (see Figure 1.14). I£ you are in the data 
editor when you select Save & . . . then SPSS will save the data file you 
are currently working on, but if you are in the viewer window then it 
will save the current output. 
There are a number of features of the dialog box in Figure 1.14. First, 

you need to select a location at which to store the file. Typically, there 
are two types of locations where you can save data: the hard drive (or 
drives) and the floppy drive (and with the advent of rewritable CD- 
ROM drives, zip drives, jaz drives and the like you may have many 
other choices of location on your particular computer). The first thing to 
do is select either the floppy drive, by double clicking onlz,  or the hard 
drive, by double clicking on a. Once you have chosen a main location 
the dialog box will display all of the available folders on that particular 
device (you may not have any folders on your floppy dislc in which case 
you can create a folder by clicking on d). Once you have selected a 
folder in which to save your file, you need to give your file a name. I£ 
you click in the space next to where it says File yme, a cursor will 
appear and you can type a name of up to ten letters. By default, the file 
will be saved in an SPSS format, so if it is a data file it will have the file 
extension .sau, and if it is a viewer document it will have the file 
extension .spa. However, you can save data in different formats such as 

Microsoft Excel files and tab-delimited text. To do this just click on 
where it says Save as $pe  and a list of possible file formats will be 
displayed. Click on the file type you require. Once a file has previously 
been saved, it can be saved again (updated) by clicking 9. This icon 
appears in both the data editor and the viewer, and the file saved 
depends on the window that is currently active. The file will be saved in 
the location at which it is currently stored. 

Figure 1.14: The save data as dialog box 

1.2.6. Retrieving a File 

Throughout this book you will work with data files that have been 
provided on a floppy disk. It is, therefore, important that you know how 
to load these data files into SPSS. The procedure is very simple. To open 
a file, simply use the 4 icon (or use the menus: F i l e3aen)  to activate 
the dialog box in Figure 1.15. First, you need to find the location at 
which the file is stored. If you are loading a file feom the floppy disk 
then access the floppy drive by clidcing on .d where it says ~ o o i  $; and a 
list of possible location drives will be displayed. Once the floppy drive 
has been accessed you should see a list of files and folders that can be 
opened. As with saving a file, if you are m e n t l y  in the data editor then 
SPSS will display only SPSS data files to be opened (if you are in the 
viewer window then only output files wilI be displayed). You can open 
a folder by double-cliclhg on the folder icon Once you have tracked 
down the required file you can o en it either by selecting it with the 
mouse and then cliclchg on d, or by double-clicking on the icon 
next to the file you want (e.g. double-clicking on m). The data/output 
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will then appear in the appropriate window. If you are in the data editor 
and you want to open a viewer file, then click o n d  where it says Files of 
type and a list of alternative file formats wiU be displayed. Click on the 
appropriate file type (viewer document (*.spa), Excel file (*.%Is), text file 
(*.dat, :kt))  and any files of that type will be displayed for you to open. 

Figure 215: Dialog box to open a f i le 
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ROZLO~EN KATEGOR ZOVAN~CH DAT: ZAKLADY UN VARIACN 
STUPNE - ~ o d u  ANALYZE: procedura 

Frequencies 

Kapitola 4 Rozloieni Eetnosti 

4.1 Vgskyt jevu, Cetnost, procento 

Statistickl analjrza kategorizovanjrch dat je zaloiena na studiu vjrskytd jednotliy 
vjrch jevd a vztahfi mezi nimi. Jev ve statistice chlpeme obecnt jako souhrn 
urEitjrch projevd, vlastnosti, vztahd, podminek, kterjr je empiricky identifikovatel- 
nf ,  o n t m i  mdierne vidy jednoznafnd prohllsit, i e  bud nastal, neb0 nenastai. 
Takovjr jednoznaenjr vjrsledek b@i vfak v praxi zatiien chybou a my se mdieme 
dopou9tEt dvou ornylu s rdznjrmi pravdtpodobnostmi: jev nastal. ale prohlisime, 
i e  nenastal, neb0 jev nenastal, ale prohllsime, Ze nastal. Proto je empiricki 
identifikovatelnost jevu odstupfiovlna podle pravdtpodobnosti sprivniho urEeni. 
Statistick? jev je vidy vztaien k urEitimu komplexu podminek, za nichi m i  
odliSeni .,nastal-nenastal" smysl. Statistickl analjrza dat vychlzi z obou uvedenjrch 
aspektd a jejich rozbor je jednim ze zlkladnich vjrchodisek postupd i konefni 
interpretace vfsledkft. 

Jako piiklad mdie  slouiit Easto sledovanjr jev a = ,,spokojenost v prlci". Misto 
niho vgak zjistujeme jev b = ,,respondent prohllsil, i e  je v prici spokojen". Vztah 
mezi obima je sociologicky i metodologicky velmi sloiit$. Zatimco vjrskyty 
druhiho jevu, b. zjijtujeme u respondent8 vybraniho souboru piesni: ( a i  na 
technick6 chyby v zhnamu a pienosu dat), ddaje o prvnim jevu (a) jsou jifn 
reprezentoviny jen do jistiho (vttiinou neurteniho) stupnt spolehlivosti a plat- 
nosti. Respondenti nemusi vyjldiit skuteEnou spokojenost, at' u i  z imtrnt  f i  
nedmyslnd, pod vlivem nevhodnt voleniho sbtru dat nebo v ddsledku ntjak6 
okamiiti situace na pracoviiti apod. Negaci druhiho jevu je jev opafnjr, ,,respon- 
dent neprohllsil, i e  je spokojen", kterjr vSak mGie znamenat: respondent neni 
spokojen. nechce svou spokojenost vyjidiit, neb0 to dokonce vdbec prohlisit 
nemohl, protoie nepracuje. Zikladni podminkou sledovlni vfskytu uvedencho 
jevu je tedy pracovni aktivita respondenta, k ter i  je napi. u vjrzkumd pracovnich 
kolektivd automaticky splntna, jindy vjak musi bjrt zjiitovlna. 
V praxi sociologicko-statisticki analjrzy je urEeni kontextu, v nEmZ rn6 smysl 

o jevu mluvit, totoini s urEenim souboru, k ndmui m i  vjrznam vztlhnout 
vjrskytovost jevu. Takovy soubor Ize vymezit pomoci vhodnt zvoleniho doplfiko- 
veho jevu (8) k jevu zkoumanimu tak, i e  sjednoceni obou charakterizuje kontext. 

V uvedenim piikladi je moino doplnEk k jevu ,,respondent prohllsil, i e  je v prlci 
spokojen" volit jako jev ,,respondent prohlhil, i e  je v prlci nespokojen". Opafni 
obima jevdm je ,,spokojen - nespokojen", spoleEn6 (a tim i definici souboru, 
k nCmui vztahujeme vjrskytovost) je ,,prohllsil", ,,v prlci" a vSechna obecnt 
platnl omezeni v danim Setieni. Logicky tedy z analjrzy vynechlme ekonomicky 
neaktivni respondenty a ty, kteii o spokojenosti nevypov6d6li. 

Kontext, ke kterimu vztahujeme vjrskytovost jevu, miiie bjrt pro riizn6 cile 
definovln rknjrmi zptisoby, v rozmaniti Siii a podmindnosti. Ka id i  statisticki 
analjrza je podmintnl: zvoleni omezujici podminky jsou zlkladnim kvalitativnim 
vjrchodiskem pro interpretaci statistickjrch rfsledkd. Prakticky je podmin6nl 
analjrza provldtna vhodnou redukci souboru dat. Obzvll5f silnE: se nutnost urEeni 
jrznamovjrch souvislosti projevi u komparace soubord, kterzi je rnoini jen pii 
srovnatelnim zlkladu. V bdini praxi se setkivime s celou iadou ru i i ech  vlivd, 
s nimii neni vidy lehk6 se vyrovnat: mateiskl dovoleni a vojenskl sluiba jako 
ddvody absence v podniku pro ieny a muie a rdzni vdkovi skupiny; otizka po 
d8vodech zminy zamistnlni pro osoby, kteri  nejsou zamEstnlny, neb0 u nichi ke 
zmtnd nedoSlo; zjlft'ovlni postojd a n lzof i  u osob, kteri  si je nevytvoiily, Ei si je 
dokonce ani vytvoiit nemohly ; typy Skolniho vzdtllni pro rdzni v tkovi  kategorie 
apod. 

Statistick6 jevy, jejich identifikovatelnost i zpdsob identifikace a komplex 
podminek, za kterfch m i  smysl o nich mluvit, se urEuji nejen u ka id i  analfzy, ale 
u i  pii pfipravi sbtru dat, pii jejich zbnamu a pienosu, pfi tvorbd dotaznikd 
a zlznamovjrch listd, instrukci pro pozorovbni, tazatele apod. Interpretace vjrsledkd 
se opirl  nejen o Eiselni z h t r y ,  ale i o rozbor empiricki situace, metodologie sbtru 
i teorii vztahd mezi podstatovfrni jevy, je i  nls zajimaji, a zjiSt'ovanjrmi empirickjrmi 
jevy, kteri  jsou vlastnim piedmetem statisticki analjrzy. 

Statistickjr jev se viie ke statisticki jednotce, u nii  nas th l ,  k jejimu mistu, Easu, 
kontextti? Pii sbtru dat zjiit'ujeme u ka id i  statisticki jednotky, zda u ni jev nastal, 
nenastal, Ei nastat nemdie. U n* jednotek souboru tak mime empirickjr lidaj: m 
= poEet jednotek, u nichi jev nastal, f i  = poEet jednotek, u nichi jev nenastal, 
m* = poEet jednotek, u nichi jev neml smysl, m' = poEet jednotek, u nichi chybi 

informace, neb0 je zjevnt chybnl. Z analjzy vynechlme M =  m * f  m' jednotek 
(tzv. vynechivanl data) a pro danjr jev pracujeme se souborem o velikosti 
n = m + f i  = n* - m* -m' .  

Rozdil mezi absolutnim a pom6rovjrm ukazatelem vjrskytu je d i n  otlzkami: 
,,kolik?" a ,,jaki Eist? ( jaw podil?)". V sociologicki analyze ve vBtSint piipadd 
pracujeme s pomdrovjrmi bdaji, kteri  jsou charakterizovdny relativnimi Eetnostmi 
jevd f =?, tj. podilem souboru, u nchoi jev nastal. Doplfikovl relativni Eetnost 

A opafniho jevu je g = 1 - f =-. NEkdy urEujeme t ak i  podil vynechivanjrch dat pro 
n 

m'+m* danf jev: v =--- . V praxi v6tSinou uvidime stonisobky relativnich Eetnosti, 
n * 
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Popis rtaloieni fetnllsti 

kte j m  iikime procenta. Vlastnosti relativnich Eetnosti jsou velmi jednoduche: 
a) Relativni fetnost mbieme urEovat vidy, existuje-li neprizdnf (n > 0) soubor 

jednotek, pro n i i  m l  jev smysl. 
b) f = 0 p r i v i  kdyi jev vbbec nenastal. 
c) f = 1 pr iv i  kdyi jev nastal u viech jednotek. 
d) c i m  vySSi je f ,  tim EastijSi je jev. 
Pi? analjrze vice jevb a, b, c, .. . znaHme obvykle'Eetnosti n,, n,, n,, ... resp. f., fb, 

fc, ... 
Absolutni Eetnost m m l  nikdy sama o sob; praktickf vjrznam (napi, poEet osob, 

k ter i  odeSly z pracovniho kolektivu, musi b i t  nahrazen bez ohledu na velikost 
skupiny), vitiinou v4ak nis zajimi vfskytovost jako potjil poEtu vjrskytd v souboru 
(onemocni-li p i t  osob v tiicetiflenntm kolektivu, je to m i n t  zlvaini, ne i  
onemocni-li stejnjr pofet osob v patnictiElenn6m kolektivu). 

Kaidjr jev a urEuje jednoznafni dichotomickou prominnou A = (a, d )  = (,,jev a 
nastal", ,,jev a nenastal") ; proto analjrzu vfskytovosti jevu providime take pomoci 
metod daliich paragrafb. Rozloieni prominn6 A je (f, 1 - f )  resp. (f., fa). 

4.2 Rozloieni Eetnosti 

Kategorizovanou prorne'nnou mdieme statisticky chlpat jako soubor jevd, pro 
kterjr plati: 
- kaidC dva jevy jsou neslufitelni ( i i d n i  dva nemohou nastat soutasnt) ; 
- soubor jevfi je dplnjr (alespoii jeden z jevii musi nastat); 
- kaidf z jevb m i  smysl (kaidf z jevd mbie nastat); 
- kaidf z jevd je identifikovatelnf (v urfitim stupni spolehlivosti); 
- pfi identifikaci urfujeme jednoznafni, kterf z jevb nastal. 

K a i d l  kategorie pak odpovidl jednomu z jevb; urEeni toho z jevb, kterf 
u statisticki jednotky nastal, je totoini s.urfenim kategorie, do  ktert ji zaiadime. 
Proto kategorie znaku A = {a,, a,, ..., aK) povaiujeme za soubor moinfch jevii, 
k ter i  Ize zjistit. 

Statisticki analjrza vychizi ze vztahd vSech K fetnosti Inl, n2, ..., nx) resp. {f,, 
f2, ..., f ~ ) ,  a navic z typu znaku, tj. z relaci, kteri  plati mezi {ak)  tak, jak byly 
urEeny vnejgim sociologickometodologickjrm kriteriem. Jde-li o prostjr seznam 
jevd, hovoiime o nominllnim znaku, jsou-li jevy uspoiidiny, jde o ordinilni znak, 
piiiazujeme-li jeviim Eisla, dostivime kardinilni kategorizovanjr znak. Zvliitni 
roli hraje znak dichotomickjr, jehoi dvi hodnoty se vzijemni vyluEuji a k jehoi 
statistickimu popisu postaEuje fidaj o jedni kategorii, tj. f ,  neb0 f2 (druhjr ddaj 
plyne automaticky, f, = 1 - f,). 

Tabulka Eetnosti v tiidini 1. stupni zahrnuje K nezivis1);ch parametrb. Bud je to 

rozloieni {n,),, z n6hoi plyne vjrbtrovf rozsah n =I:nk, neb0 ( n ,  kde jedna 
z relativnich Eetnosti je odvoditelni z ostatnich (Zf, = 1).  V praxi analjrzy je 

-- -- - - - - 

vhodni vyuiit grafickl zobrazeni rozloieni Eetnosti, kteri  maji celou iadu tvarb. 
Nejvhodnijii je histogram (sloupkov); graf) a pro nominilni znaky t ak i  kruhov); 
graf. Existuje cel5 iada daliich vhodnfch i mBn6 vhodnfch ilustrativnich metod, 
kterC Ize vidit v publikacich statistick6 sluiby, v odbornfch Elincich a knihich. 

Piiklad 4.1. Ddvody zmdny zamdstnani. Ve vYzkumu .,Zivotni drihy mlideie" byla poloiena 
otizka: ,,Zmdnil jste zamtstninil Jestliie ano, jak$ jste k tomu mdl dfivod?" Pn zhnamu odpovddi 
byly kddoviny statisrickd jevy, kterC odpovidaly piedem urEenfm kategoriirn znaku, ,,davody zm6nU. 
a dophikovt! jevy: .,absence zmdny", ,,chybdjici informace". Vqsledky t i i d h i  1. stupnd jsou uvedeny 
v tab. 4.11~. 

Tabulka 4.1. Zmtnn :amts!ndni 
a) Rozloienifefnostipro zrninn ramistncinia je j id~vody (soubor mlddeie CSSR, 18-29 let) 

3 

4 

1 6 1 lep5.i moinost nistu a postupu I 8 1 0.0042 1 0 ( 

Absolutni 
Eetnost 

Relativni 
Eetnost Kdd 

novl prjce lepe odpovidi z i jmlm a schop- 
nostem 

Procento Kategorie 

finanknidlvody 

zlepleni podminek resp. v);hodnejSi dojiideni 

22 

57 

48 

- 

7 

8 

9 
-- 

0 

0.0116 

17 

6 

12 

- 

zdravotni d6vody 

reorganizace 

ostami 

b) Dlivody zmPny zamhrndni (\")izzkum ,,%votm'drihy mlideie", soubor mfiideie 15-29 let, n- 232). 

Promtnni ,,ddvody zmEny zarntsmini" obsahuje vHak jen kategorie, ktere maji v M a m  za 
podminky, i e  respondent zmtnil zamtstndni. Proto z analjry vynechfrrne kategorii 1 a 0 (= kdd pro 
chybdjici informaci). Nakonec vynechime i milo ohsazenou kategorii ..ostatni ddvody", kreri  nernic 
interpretaEni vjrznam (z ditvodb obsahovC heterogenity i nbkdho procenta zastoupeni). Po redukci 
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0.0300 

0.0252 

1 

C e l k e m  1 903 1.0001 101 

(Zdroj: V. D u  bsk);, Zivotnidrihy mlldeie, vgzkumg soubor, UFS CSAV, Praha 1978). 

chybi informace 

Procentm' 
zastoupeni 

popis rozlnirni Eetntlsri 

dostaneme tab. 4.lb. kterh charakterizuje v)k.kytovost dbvodd zminy na redukovnnim souboru, a kteri 
je vhodnjrm vfchodiskem pro analqzu dat. 

Rozloieni z tab. 4.Ib mdieme zobrazit histogramem neb0 kruhovjrm grafem (viz. obr. 4.1). 

3 

3 

0.0089 

0.0032 

0.0063 

1 I 
Rodinn); F inanhi  Zlepleni Vhodnkjii- Postup Zdravolni Reorganizace 
diivod d5vod podm. prace a $51 dhvod 

1 

0 

1 

3 1 

Zdravotni 
dlvody 

32% 

FinanEni 

podrn. 

Zlepbeni 
podminek 

Vhodni.jSi 
price 

Rodi i ) ;  
dlivod 

Obr. 4.1. ~ b v o d y  zminy 
a) Histogram 

b) Kruhovjr graf: 1 
2 = postup a r h t ;  
4 = reorganizace 

0.0163 

Reorga- 
nizace 

Poshlp 
a&t  

Finanem' 
d6vod 

25% 

= vhodnijBi 
3 = zdravorni 

2 

Cekern 

price; 
dlvod; 

21% 

Pro publikaci tabulek rozloieni Eetnosti plati obvykli zisady: 
1. Ka id l  tabulka je plnt informativni a vypovidi sama o sob;. Obsahuje nizev 

neb0 piesnou charakteristiku promtnni, charakteristiku souboru, mista, fasu, 
kontextu, piipadnE i metodu, kterl je vyuiita, a vfsledky statisticki analjrzy. 

2. &dky a sloupce jsou jasni oznafeny slovnirn popisem (piedeviim jde 
o vfznam kategorii promznni, v)iznam charakteristik a fisel v tabulce), pouze 
obecni pfijati a dobie definovani statisticke symboly mohou bft v)ijirnkou. 

3. Hlavni informace se umistuje do zihlavi tabulky, doplfikovl inforrnace do 
poznimek k tabulce (nikoliv pod Eiru). 

4. V poznlmkich pod tabulkou (piipadni v zihlavi) je uveden zdroj dat, pokud 
nejde o data, k ter i  pa t5  autordm, o data ureeni jinde (napi. v rejstiiku pouiiQch 
dat) neb0 spoleEni pro celou publikaci. 

5. Absolutni Eetnosti s e  uvidtji pouze tehdy, maji-li vl'astni informatimi 
hodnotu. Relativni Eisla jsou vitiinou vyjldiena v procentech, a to zaokrouhlent 

52 

TiidSni I .  stupnd 

na cell fisla (min t  fasto na jedno desetinni misto), vidy k nim uvidime velikost 
souboru n. 

9% 

n1 
6 .  Zaoltrouhlovlni pii dileni - vede k-tomu, ie soufet procent nemusi bf t  

piesne 100, ale rniiie dlvat 99, 101, Ei 100,1, 99,9 apod. Diive se procenta 
v jednotlivjrch kategoriich upravovala tak, aby soufet idlval 1CO%, v souEasn6 dobi  
se od takovjrch dprav upoufti. 

7. V poznlmklch u tabulky (nebo i piirno v tabulce) zpravidla uvidime 
procento vynechavanjrch hodnot. 

Obdobni pravidla plati pro piipravu grafb: plnl informativnost, vhodni m6iit- 
ko, kteri  zajiZt'uje piehlednost, slovni popis, piipadni slovni informace piimo 
v grafu nesmi ruHit vjem, uvedeni zdroje. 

V tabulce rozloieni eetnosti pro nominllni znak mfiieme kategorie iadit 
sestupng podle Eetnosti jejich obsazeni. Tim ziskivime vtt i i  piehled a rychlejii 
informaci. Ntkdy uvidime jen ty kategorie, kteri hraji v rozloieni vjrraznou 
a interpretovatelnou roli. Takovou formu volime, piedevSim jde-li o tzv, dlouhi 
znaky (velkC K), a u znakd s piedem neomezenfm poftem hodnot. Typickjrmi 
piiklady promEnnjrch, kteri  vttiinou tabelujeme timto zpbsobem, jsou: respon- 
dentbv nejoblibendjii zpdvlk (sportovec, kniha, film, opera), piitina pracovni 
neschopnosti, zdmtr triveni dovoleni. Uvedeni forma se vtak nehodi pro ordinil- 
ni a kardinllni znaky, nebot' by poruSila vztahy mezi kategoriemi. 

3% 

4.3 Kurnulativni Eetnosti (distribuEni funkce) 

U ordinilnich a kardinllnich znakb jsou kategorie seiazeny podle vn&j$iho 
krittria ureenlho obsahem. Z tohoto jednoznaeniho iazeni vychizi iada analytic- 
kjrch metod zaloienfch na kumulativnich fetnostech, vyjadiujicich postupni 
piibqvini vjrskytd podil stupnice uvaiovani prom6nnb. Pouiivlme absolutni 
i r e l a t i ~ ~ k u m u l a t i v n i  Cetnosti 

7% 

k 

Mk = i-1 ill = pofet jednotek v kategoriich 1,2, ..., k ,  

Mk 
(4.1) Fk =-= f;. = podil jednotek v kateg. 1.2, ..., k, 

n i - ~  

3% 

k 

Pk = pi = podil jednotek v kateg. 1, 2, ..., k 
j - I  v zgkladnim souboru. 

loo0!. 

Pro popis vzorcfi v daliich Cistech zavedeme 6mluvu 
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Popis rozloieni h tn i s t i  

Poznamenejme, i e  MK = n,  FK = P K  = 1. Souboru relativnich Eisei {FkIK resp. 
{Pk}K iiksme distribuc'ni funkce. Smysl a vyuiiti kumulativnich Eetnosti ilustruje 
piiklad 4.2. 

Piiklad 4.2. Piichody do zoo. 
Pi3 sociologickdm Setieni struktury nivltl.vnik8 PraiskC zoo a dClky jejich pobytu bylo zjiBfovtino 

rozloieni pfichodii (metodou naEitAni piichozich u vchodu). cetnosti ziskane bbhem jednoho vjrzkum- 
ndho dne uvldi tab. 4.2. 

Tabulka 4.2. Piichody do ZOO Proha vsoboru 12.8. 1978 
(charakteristika dne: skoro zataieno, chladno) 

Pofer 
piichozich 

Procento 

Kumulativni 
fetnost 

Kumulativni 
procento - 

Pofet 
piichozich 

Piichody v hodinich 

0.3 

Procento 

Kumulativni 
Eetnost 

Absolutni fetnosti jsou diileiitd pro zhodnoceni niporu na pokladnu, pro sluiby uvnit? zahrady, pro 
poiadavk~ na mistskou dopravu. Relatimi tetnosti dobie ukazuji rozloieni niporu b6hem dne 
a umoitiuji porovnhi podobnqch ljdajli z jinfch dnii. Kumulativni fetnosti skfiaji okamiitou informaci 
0 tom, kolik lidi ji? do  zoo piillo, ale takC podil, kolik jich do urtitf hodiny piillo, a tudii jakl Plst jich 
jest5 piijde. Znak ,.hodina piichodu" mEe bfi chip& nominlln& (charakteristika urGtC &ti dne), 
ordinilnb (pfibtinp pasun b5hem dne) i kardintilni (kvantifikovat mkieme nap?. Ease* odstupem 
od oteviraci nebo zaviraci hodiny, od vrcholndho zatiieni restaurace apod.). Kumulativni Eetnosti 
urno%iuji take rychljt \jpofet Eetnosti vfskyti~ v urzitim intervalu sloienim ze sousednich kategorii: 
relativni fetnost kategorii 

do 08.00 

20 

0.3 

20 

Piichody v hodinich 

I I I I I I 

TiidPni I. stupne: 
Ta* nap?. mezi 10. 2 14- hod. piillo 75.7% -20.1%=55.6% nWt6vnikU. Cetnosti lze maficky 
zobrazit pomoci obr. 4.2. 

4.0 

-do 15.00 

924 

15.5 

5 430 

Kumulativni 
orocento 

do 09.00 

219 

3.7 

239 

Popis rozloieni tetnosti 

nejv$e tfi oblfben& rpiv~ky6' ,  ,,Uvedte lfi nejpodstatnijii piiiiny jevu". Pfifom 
4.5 Zvliitni pfipad tabelaci: vicenfisobnd .rjb6rovd otbky instrukce neobsahuje pokyn k seiazeni poloiek. Analyza tichto dat je sloiiti, 

nebof jevy jsou specifickf m zpfisobem zivislk. TfidEni se provfidi tak, i e  zjiifujeme 
Tabelace vicenhsobnjrch vjrbirojrch otiizek neni ve striktnim slova smyslu 

tiidinim 1. stupni. Vzhledem k Eastemu jrskytu v sociologickjrch j;etienich se 0 ni m, = poEet voleb, kterk dostala poloika ,,j", 

vSak zminime. Vicenisobne vjrbirovb o tkky  jsou instrukce typu: ,,Z pfiloientho 
(4.8) 

seznamu vyberte dvi  poloiky, ktere povahjete za nejdfiletitijbi", .,Jmenujte a odhad Eetnosti pro kaidou z J poloiek ( J  je ,poEet bud pfedloienjrch, neb0 
jmenovanjrch moinosti) : 

20.1 

do 16.00 

438 

7.3 

5868 

91.2 

TiidCni -- I ,  srupnP 

Tnbulkn 4.3. Nrizorna dfileiilost cild v zam5s~nrirti 
(Pokyn: ,,Vyberte dva z piedloienych cilti, kterd povaiujete za nejdirleiitijJP, 
n - 1903) 

I I I 

do 10.00 

956 

16.1 

1195 

- 

Procento Procento 
Potet I ..Ieb I z~:r 1 r e g ~ : n t h  1 

37.5 

do 17.00 

75 

do  8'' 9'' 100° lloO lZoO 130° 14'' lsoO 160° 17OO 1800 1900 

Obr. 4.2. Piehled piichodii do Zoo Praha, 12. 8. 1978 2 ' 
a) tetnosti piichod~? v hod ino~ch  incervalech 
b) Kumulativni Ectnosti piichodli i , d l ,  ,- ,, 

1.3 

5 943 

- 

98.5 

do 1 1.00 

1 034 

17.4 

2219  

7 

53.8 

do 18.00 

11 

0.2 

5 954 

99.8 
- 

._ 

- - 

Ridit lidi, b j t  vedoucim 

Moinost piinist maximilniuiitek 
lidem, spoleEnosti 

/ 552 1 15 1 29 1 

do 12.00 

971 

16.3 

3200 

- 

Maleriilni zajistcni 

Spolefenski Gcta, viinost, prestii 

63.0 

do 19.00 

0 

0.0 

5 954 

100.0 

164 

Kaidodenni svedomiti plnEni 
svqch povinnosti 

I 427 / 12 / 22 I 

do 13.00 

547 

9.2 

3737  

75.7 

Celkem 

5 954 

100.0 

- 

949 

198 

-- -- - 

TvdrPi Einnost, moinost vytviiet novd 

do 14.00 

759 

12.7 

4506 

100.0 

5 

- 

9 

, I 

26 

5 

313 

* .  I I I 

Jinim zpfisobem je tabelace jednorozmEm6 tabulky relativnich htnosti vzhledem 
k poEtu realizovanjrch voleb I 

(4.10) 
mi 

g , = ~ ,  M = z  mi, 
1-1 

50 

10 

Moinost rozSiiovat obzor 

tj, podilu voleb kategorie ,,jC' na vbech realizovanych volbich. 
Mfiieme tCi uvkst index R: 

9 

44 Radost z vykonandprice 

ktery vyjadiuje, do jake miry respondenti vyufili povolenych L voleb. 
Castou chybou pfi zpracovlni odpovedi na vicen6sobne d b e r o v t  o thky  je to, i e  

d8lime tfidgni 1. stupnE pomocnjrch a jen formilnE zavedenfch znakii, ktert 
vzniknou tak, i e  napf. 3 moint  volby kbdujeme: 1. znak = p n n i  zatrienfi hodnota 
v seznamu, 2. znak = druhl zatrieni hodnota v seznamu, 3, znak = tieti zatrien'i 
hodnota v seznamu. Rozloieni tichto pomocn~ch znakfi nem6 smysl a iidny 
interpretainf vfznam. Napf. lze snadno ovEfit, ik k6d pwni poloiky se nemWe 
viibec vyskytnout u 2. a 3. znaku, k6d druhk polotky se nemfiie ylskytnout u 3. 
znaku, k6d fieti poloiky se mbie vyskytnout u 1. znaku jen tehdy, vyuiil-li 
respondent pouze jednu volbu. Hodnoty {m,), vznikaji souEtem rozloieni uvede- 
nych pomocnjrch znakfi. 

16 

I I 

Celkem 1 3631 1 101% 1 191% 

200 

Pfiklad 4.3. Cfle v povolini. 
Mladfm lidem ve v&ku 18-29 kt by1 d in  azatelem pokyn: .,Ye sv6m povol6ni re lid6 mGi 

doslhnout nejdmbjlich cW. Vyberte dva z nich, kter6 jsou podle VaBeho n h r u  nejd8lefitEjSi." Osm 
dfivodii bylo pfedloieno na kartb, uvcden6 volby byly zakrodkov6ny v z6znamov6m list& K6dovtini 
by10 proveden0 pomoci dvou pomocnfch znak1 A = kbd p d  zakrouikovan6 kategorie. 8 = kbd 
dwh6 zakrouikovan6 kategoSe. Tabulka 4.3 vznikla jako souiet absolutnich Mnost!znaku A a B (dOEi 828 
tabulky nemaji smysl). 

(MOie phkvapit nhk( procento kategorie, ,,matenBIni zajiYbni", nebot p 6  samostatnlm dotazu 
bphom ohkAal i  tt?mCi stoprocentni odpov€d ,.ano, je to dOle2it(l'J Souict 191% ukauje ,  i e  vyuiiti 

23 

6 

(Zdroj: V. Dubsk);, Zivotni d r a y  d i d e i e ,  v);zkumnj soubor, I%FS CSAV, 
Praha 1978) 

11 
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Counting Responses 
-- 
H o w  can you sunzmarize the various responses p~ 
queslion? 

* What is a frequency table, and what c a ~ ~ e a r n d  
* How can you tell from a frequency table 

m coding or entering data? 
* What are percentages and cumulative percentages? 
e What are pie charts and bar charts, and when do you use them? 
* When do you use a histogram? 
* What are the mode and the median? 
e What do percentiles tell you? 

Whenever you ask a number of people to answer the same questions, or 
when you measure the same characteristics for several people or objects, 
you want to l a o w  how frequently the possible responses occur. This can 
be as simple as just counting up the number of yes or no responses to a 
question. Or  it can be considerably more complicated if, for example, 

-you've asked people to report their annual income t o  the nearest penny. 
In this case, simply counring the number of times each unique income 
occurs may not be a useful summary of the data. In this chapter, you'll 
use the Frequencies procedure to summarize and display values for a sin- 
gle variable. You'll also learn to select appropriate statistics and charts 
for different types of data. 

The data analyzed in this chapter are in the gss.sav data file. For in- 
shc t ions  on how to obtain the Frequencies output shown in the 
chapter, see "How to Obtain a Frequency Table" on p. 48. 

All of these variables 
are defined as 
numeric in SPSS, 
but in most cases 
the numbers are just 
codes for non- 
numericinformation, 
Value labels for each 
variable specify 
what the codes 
really mean. 
In the SPSS Data 
Editor, to display (or 
hidel value labels, 
from the menus 
choose: 
View Vaiue Labels 

TO obtain this frequency 
table, from the menus 
choose: 
Statistics 

Summarize! 
Frequenoes ... 

Describing Variables . 
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Start by looking at  the variable impjob, which tells you how important a 
fulfilling job is to the respondent. Since there are only five possible re- 
sponses, you can easily count how many people gave each of them. 

A Simple Frequency Table 
In Figure 3.1, you see the frequency table for the job importancevariable. 

Figure 3.1 Frequency table of job importance 

In the Frequencies 
dialog box, select the 

1 1 ~ o t t o o  important :: 1 :; 1 1 
variables impjob, as Not at all important 
shown in Figure 3.7 1. Total 1479 98. 100.0 

7 .5 ' 

No answer 14 .9 

21 1.4 

Total 1500 100.0 

Valid 

To see what's actually involved in examining and summarizing data, 
you'll use the nine variables from the General Socid Survey described in 
Table 3.1. (You will use data from only 1500 respondents, since the SPSS 
student system is restricted in the number of cases in a data file.) 

Frequency 
316 

833 

238 

One of most important 

Very important 

Somewhat important 

[w What's the General Social Survey? The General Social Slwey is & administered yearly by the National Opinion Research Center to 
a sample of about 1500 persons 18 years of age and older. The sample 
represents the popu1ation of non-institutionahed ad& living in the 
United States. (College dormitories are excluded from the survey!) Ques- 
tions on many different topics-from how often you pray to where you 
were M n g  at  age 16-are included. Data from the General Social Survey 
are distributed at a nominal cost and are widely used by researchers and 
students (Davis & Smith, 1993). 

ItiBo~ 

From a frequency table, you can tell how frequently people gave each 
response. The first row is for the response one of the most irnportant 
(coded in the data with the value 1). The second row is for the response 
very important (coded in the data with the number 2). To determine 
how many people gave each response, look at  the column labeled Fre- 
qnency. For example, you find that 316 people find a fulfilling job to be 
one of the most important things to them, and 238 find it to be some- 
what important. Only 30 people find having a fulfilling job not a t  all im- 
portant. In the row labeled Total, you see that 1479 people selected one 
of the five possible valid responses. 

The second part of the table tells you how many people did not select 
one of the five choices. There are two rows in the frequency table for the 
responses don't know and no answer. Don't know is used for people un- 

Percent 
21.1 

65.5 

15.9 

Table 3.1 Variables from the General Social Survey 

Variable Name Description 

age Age of respondent in years 
sex l=Mdle, 2=Female 
educ Years of education 
income9 7 Total family income in 1993 (classified into 

one of 21 income categories) 
wrkstat Work status (l=FuII-time work, 2zPm-time 

work, 3=Temporarily not working, 4=Unem- 
ployed (laid off), 5=Retired, 6=In school, 
7=Keeping house, 8=Other) 

rich work "Would you continue or stop working if you 
became rich?" (l=Continue, 2=Stop) 

satjob Job satisfaction (l=Very satisfied, ?=Moderately 
satisfied, 3=A little dissatisfied, 4=Very dissatis- 
fied) 

life "Do you find life exciting, pretty routine, or 
dull?" (l=Dull, l=Routine, %Exciting) 

impjob "How important to your life is having a fd& 
ing job?" &One of the most-impoaan~, 
2=Very important, S=Somewhat important, 
4=Not~too1important, 5=Not at all important) 

willing to commit themselves to a response. No answer is used when the 
response is illegible, lost, or not recorded by the interviewer. When thek 
data file was defined, both don't know and no answer were identified as 
missing-value codes. That is, you don't have a valid answer for people 
whose responses are coded as don't know or no answer. In the Frequency 
column, you see that the response don't know was selected by 7 people 
and that the response was not available for 14 people. A total of 21 failed 
to select a valid response; that is, their response was identified as missing. 

In the last row of the frequency table, you see that a total of 1500 peo- 
ple participated in the s w e y .  Of these, 21  failed to select one of the five 
available responses; that is, thek response was identified as missing. The 
other 1479 provided a valid response. 

Why do you use different codes for don't lmow and no answer? 
&$3 It's important: to pinpoint why data values are missing. A response 
of don't know tells you that a person   rob ably doesn't have strong feel- 
ings about the topic. It's unlikely that they find a job to be very important. 
A response of no answer doesn't tell you anyrhing about a penon's opin- 
ion of the importance of a job. The number of no answer responses tells 
you whether the survey was carefully conducted. You'll see later that if 
there are many cases with missing values, you may have serious problems 
in drawing conclusions from your data. 

E~EE# 

Vaild 
Percent 

21.4 

56.3 

16.1 

In the frequency table, value labels, which are descriptions of the codes 
assigned when you define a variable, are used t o  idenoiy rows. If YOU 

don't assign these descriptions, the actual codes are shown. If your codes 
are not inherently meaningful, you should assign value labels to them SO 

that the output is easier to understand. Assigning a value label once is 
much easier than repeatedly having to look up the meanings of codes. 

Only responses actually selected by the participants are included in the 
frequency table. If no one selected the response not a t  all important, it 
would not be included in the table. Similarly, ii you accidentauy enter a 
code that does not correspond to a valid response-say a code of 0,6, or 
7 for the job importance variable-you will find it as a row in the fre- 
quency table. That's why frequency tables are useful for detectiog mis- 
talces in h e  data file. If you find wrong codes in your data values, YOU 

Cumulative 
Percent 

21.4 

771.7 

93.8 

must correct the data file before proceeding. 
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I I Percentages 

To change the number 
of decimalplaces shown 
in the output, double- 
click the pivot table to 
activate it, selecr the cell 
or column of interest, 
then choose: 

Format 
Cell Properlies ... 

and change the,  
Decimals specrfication. 

A frequency count alone is not a very good summary of the data. For ex- 
ample, if you want to compare your results to those of another survey, it 
won't do you much good t o  lcnow simply that 762 people in tha.t survey 
chose the response very important. From the count alone, you can't tell if 
the other survey's results are similar to yours. To compare the two sur- 
veys, you must convert the observed counts to percentages. 

From a percentage, you can tell what proportion of people in the sur- 
vey gave each of the responses. Unlike counts, you can compare percent- 
ages across surveys with different numbers of cases. You compute a 
percentage by dividing the number of cases that gave a particular re- 
sponse by the total number of cases. Then you multiply the result by 100. 

In Figure 3.1, you find percentages in the column labeled .Percent. 
Note that the 316 people who gave the response one of the mosl: impor- 
tant are 21.1% of the 1500 people in your survey. Similarly, the 2,38 peo- 
ple who gave the response somewhat important are 15.9% of your 
sample. The 7 people who don't know are 0.5% of the total sample. (The 
actual percentage is 0.47%, but by default only one decimal place is 
shown.) The sum of the percentages over all the possible responses, in- 
cluding don't know and no answer, is 100%. 

Percentages Based on Valid Responses 
, 

To get the numbers in the column labeled Percent, you divide the ob- 
served frequency by the total number of cases in the sample and multiply 
by 100. Cases with codes identified as missing are included in the denom- 
inator. That can be a problem. For example, the General Social Survey 
does not ask all questions of all people. The question "Would you con- 
tinue or  stop working if you became rich?" was aslced of only two-thirds 
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Problems with lvlissing Data 

Removing people who aren't asked a question from the calculation of 
percentages is not troublesome. They don't make interpretation of the re- 
sults difficult. However, if a lot of people who are asked d ~ e  question 
refuse to answer, that can be a problem. In Figure 3.2, you see that only 
11 people gave an answer of don't know. They represent fewer than 2% 
of the 653 people who were actually asked the question. So, you don't 
have to worry much about their impact on any conclusions you draw. 

In contrast, however, consider the following situation. You conduct an 
employee satisfaction survey among 100 employees and find that 55 of 
them rate themselves as satisfied, 4 rate themselves as unsatisfied, and the 
remaining 41 decline to answer your question. That means that 55% of 
the polled employees consider themselves satisfied. However, if you ex- 
clude those who refused to answer from the denominator, 93% of the 
employees who answered the question consider themselves satisfied. 

Which is the correct conclusion? Unfortunately, you don't lcnow. It's 
possible that you have a company full of satisfied employees, many of 
whom don't like to answer questions. It's also possible that almost half 
of your employees are unhappy but are wary of voicing their dissatisfac- 
tion. When your data have many missing values because of people refus- 
ing to answer questions, it may be difficult, if not impossible, to draw 
correct conclusions. When you report percentages based on cases with 
nonmissing values, you should also report the percentage of cases that re- 
fused to give an answer. 

Cumulative Percentages 

There's one more percentage of interest in the frequency table. It's called 
the cumulative percentage. For each row of the frequency table, the 
cumulative percentage tells you the percentage of people who gave that 
response and any response that precedes it in the frequency table. It is the 
sum of the valid percentages for that row and all rows before it. Since 
there are only two pos'sible valid answers for the continue working vari- 
able, the cumulative percentages in Figure 3.2 are of little interest. In- 
stead, consider Figure 3.1 again. The cumulative percentage for 
somewhat important is 93.8. This means that over 93% of the people 
who answered the question said that a fulfilling job was at least some- 
what important to their lives. Only 6.2% of the people rated the impor- 
tance of a fulfilling job as less than somewhat important. Cumulative 
percentages are most useful when there is an underlying order to the 
codes assigned to a variable. 
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of people who were working or temporarily unemployed. Figure 3.2 
shows the responses of people to this question. 

Figure 3.2 Frequency table of continue working 
To obtain this table, 
m the Frequencies 
dialog box selecr 
the variable 
richwork, as shown 
in Figure 3.1 7. 

The percentage of people giving the response continue working is 29.9. 
What does that mean? Does it mean that about 30% of people in the 
survey would continue working if they became rich? NO. It means that 
about 30% of the people in the sample, regardless of whether they were 
asked the question or volunteered an answer, gave the response continue 
working. Of the 1500 people in the survey, 56.1% weren't even asked the 
question (recorded in the table as Not applicable). An additional 1% 
were asked and either gave the response don't know or their response 
was lost (no answer). All of these missing people are included in the de- 
nominator of the Percent calculation. 

If you want to know what percentage of people who gave an accept- 
able answer selected continue working, look at the Valid Percent column. 
Almost 70% of people who answered the question claim that they would 
continue working if they struck it rich. (It's up to you whether you believe 
that percentage!) That's quite different from 30%. To calculate the en- 
tries in the Valid Percent column, you must exclude all people who gave 
an answer identified as missing. Valid percentages sum to 100 over all 
possible answers that are not missing. In this example, there are only two 
valid answers: continue working and stop working. Of the people who 
gave one of these answers, 69.8% selected the first and 30.2% selected 
the second. These two percentages sum to 100. 

-~ 
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Valid 

Missing 

Sorting Frequency Tables 

Frequencv 
448 

194 

642 

842 

11 

5 

858 

1600 

Continue working 

Stop working 

Total 

Not applicable 

Don't know 

No answer 

Total 

To obtain this 
output, select 
Format in the 
Frequencies dialog 
box. Then select 
Descending 
counts, as shown 
in Figure 3.12. 

Total 

Unless you specify otherwise, SPSS produces a frequency table in which 
the order of the rows corresponds to the values of the codes you assign to 
the responses. The first row is for the smallest number found in the data 
values, and the last is for the largest. Codes that have been declared rniss- 
ing are at the end of the table. For example, if you had assigned the code 
1 to stop working, it would have appeared first in the frequency table in 
Figure 3.2. 

When you have several possible responses and the codes are not ar- 
ranged in a meaningful order, you may want to rearrange the frequency 
table so that it's easier to use. You can determine the order of the rows in 
the table based on the frequency of values in the data. For example, Fig- 
ure 3.3 shows a frequency table for the work status variable when the ta- 
ble is sorted in descending order of frequencies. Look at the column 
labeled Frequency. The frequencies go from largest to smallest. 

Percent 
29.9 

12.9 

42.8 

56.1 

.7 

.3 

57.2 

100.0 

Sorting a frequency table will usually change the values in the Cumula- 
tive Percent column, since the cumulative percentages depend on the or- 
der of the rows in the table. When the work status table is sorted by 
decreasing frequency, the cumulative percentage for retired is the per- 
centage of people retired or working full time. In the default frequency 
table, however, in which the rows are sorted by the values of the codes, 

Valld 
Percent 

69,8 

30.2 

100.0 

Figure 3.3 Frequency table sorted by counts 

Cumulative 
Percent 

69.8 

100.0 

Cumulative 
Percent 

49.8 

65.2 

78.5 

89.3 

92.7 

95.5 

97.9 

100.0 

Valid 
Percent Frequency, Percent 

Valld Working fulltime 

Retired 

Keeping house 

Working pamime 

Unempl, laid off 

School 

Other 

Temp not working 

Total 

747 \ 49.8 

231 15.4 

200 13.3 

161 10.7 

51 3.4 

42 2.8 

36 2.4 

32 

1500 
\ 

2.1 

100.0 

2.1 

100.0 
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the cumulative percentage for retired is the sum of the valid percentages 
for codes 1 through 5. 

Pie Charts 

The information in a frequency table is easier to see if you turn it into a 
visual display, such as a bar chart or a pie chart. In Figure 3.4, you see a 
pie chart of the frequency table in Figure 3.3. There is a "slice" for each 
row of the frequency table. From the pie chart, you can easily see that al- 
most half of your sample is working full time. It's also easy to see that the 
number of people who are retired, keeping house, and working part time 
are roughly equal. If you have many small slices in a pie charr, you can 
combine them into an other category. For example, Figure 3.5 is the pie 
chart for the same frequency table, except that all slices that have fewer 
than 5% of the cases (in school, tenzporarily not worki~zg, u~zenzplo~ed, 
and other) are combined into a single slice. 

Figure.3.4 Pie chart of warlc status - . . 
To obtain a pie 
chart, select Pie Olher 

charts in the 
Frequencies 
Charts dialog 
box, as shown in 
Figure 3.14. 

Figure 3.5 Worlc status with categories collapsed 

You can collapse 
categories in a pie 
chart after it has 
been created. See 
"Modifying Chart 
Options "onp. 518 
in Appendix A. 

. . 

Jo obtain this 
output, select 
Bar charts in the 
Frequencies 
Charts dialog 
box, as shown in 
figure 3.14. 
You can also 
obtain bar cham 
using the Graphs 
menu, as 
discussed in 
Appendix A. 
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would expecr, the tallest bAr is for the 'working-full tii?ze category. It's ' 
about three times as tall as the next largest bar, which repreients retired. 

Figure 3.6 Bar chart of worlc status 

Labor Force Status 

- - 

ROZLO~EN S;POJIT'$C# DAT: ZAKLABV UN 
STUPNE - ~ o d u  AhIALYZE: proccedury Frequencies, 

Descri ptives, Exp 
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Summarizing the Age Variable 
Although you can produce frequency tables for any kind of data, a ire- 
quency table becomes leu useful as the number of possible responses in- 
creases. For example, you can construct a frequency table for the variable 
age, which tells you the ages of the people in y o u  survey, but you will 
have as many rows in the frequency table as there are different ages in the 
data file. In Figure 3.7 you see that there is a row for every age from 18 
to 89. 

#@ What's this? Nobody in the General Social Suruey sample was 90 
&$b' years or older? Actually, tbis is just a quirk in the way ages are 
coded in the General Social Survey. For obscure historical reasons, the 
G e n e d  Social S w e y  assigns an age of 89 to eveqone with an age of 89 
or older. The code 99 indicates that the age is not known. Because so few 

'people are that old, this quirk has very little effect on analyses that use 
the age vadable. When you design a study, record the actual a g e - o r  bet- 
ter yet, the birth date, since it's harder to fudge. (To remain 30 forever, 

you have to remember to change your birth year annually!) . . 
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Tlie Pivot Table 
Editor is used to 
hide the Peicent 
column. 

Figure :>7/irequency table of age 

A histogram tells you about the distribution of the data values. That 
is, it tells you how likely various values are. From it, you can see whether 
the cases cluster around a central value. You can also see whether large 
and small values are equally likely and whether there are values far re- 
moved from the rest. This is important not only to understand the data 
you've collected, but also for choosing appropriate statistical techniques 
for analyzing them. In Figure 3.8, you see that the age distribution has a 
peak corresponding to the interval 37.5 to 42.5. Additionally, you can see 
that the distribution of ages is not symmetric but has a "tail" extending 
to the older ages. That's because the General Social Sunrey interviews 
only respondents who are 1 8  or older. 

What's a symmetric distribution? A distribution is sgmmerric if a 
I{'~'" 2,ii vertical line going through its center divides it into two halves that 
are mirror images of each other. Figure 3.9 shows what a symmetric dis- 
tribution of a hypothetical age variable might look like. Note that small 
and large values of age are equally likely. 

81Ba 

Valld 

Figure 3.9 Symmetric distribution 

Frequency 
5 

17 

18 

22 

15 

28 

23 
30 

27 

22 

42 

30 

38 

31 

28 

33 

26 

41 

42 

37 

41 

38 

38 

36 

30 

39 

28 

30 

29 

32 

20 

27 

21 

26 

21 

18 

19 

22 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

26 

29 

30 

31 

32 

33 

34 

35 

38 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

Valid 

Miss1 
ng 

Total 

Mode and Median 

Frequency 
12 

18 

25 

14 

18 

11 

17 

19 . 
13 

17 

19 

11 

18 

19 

9 

15 

19 

20 

18 

17 

13 

15 

14 

7 

8 

9 

10 

3 

' 3 
4 

5 

6 

3 

7 

1495 

5 

5 

1500 

56 

57 

68 

59 

80 

81 

62 

83 

64 

86 

88 

67 

88 

69 

70 

71 

72 

73 

74 

75 

76 

77 

78 

79 

80 

81 

82 

83 

84 

85 

86 

87 

88 

88 

Total 
NA 

Total 

You can use a variety of statistics to further summarize the information 
in a frequency table. In Chapter 4, you'll learn about a large number of 
such summary statistics. In the remainder of this chapter, you'll focus .on 
summary measares that are easily obtained from the frequency table. 

Velld 
Percent 

3 

1.1 

1 .2 

1.5 

1 .O 

1.9 

1.5 

2.0 

1.8 

1.5 

2.8 

2.0 

2.4 

2.1 

1.9 

2.2 

1.7 

2.7 

2.8 

2.5 

2.7 

2.5 

2 4  

2.4 

2.0 

2.8 

1.9 

2.0 

1.9 

2.1 

1.3 

1.8 

1.4 

1.7 

1.4 

1.2 

1.3 

1.5 
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Cumulative 
Percent 

.3 

1.5 

2.7 

4.1 

5.2 

7.0 

8.6 

10.8 

12.4 

13.8 

18.7 

18.7 

21.1 

23.1 

25.0 

27.2 

28.9 

31.8 

34.4 

38.9 

39.7 

42.2 

446 

47.0 

49.0 

61.8 

53.6 

55.5 

57.5 

59.8 

60.9 

82.7 

84.1 

85.9 

67.3 

88.6 

698 

715 

Valid 
Percent 

.8 

1.2 

1.7 

.9 

1.1 

.7 

1.1 

1.3 

.9 

1.1 

1.3 

.7 

1.1 

1.3 

.8 

1.0 

1.3 

1.3 

1.2 

1.1 

.9 

1.0 

.9 

.5 

.4 

.8 

.7 

2 

' 2 
.3 

.3 

.4 

.2 

.5 

100.0 

Histograms 

Curnuletive 
Parcent 

72.0 

73.2 

74.9 

75.9 

78.9 

77.7 

78.8 

50.1 

80.9 

82.1 

83.3 

84.1 

85.2 

66.4 

67.0 

88.0 

89.3 

90.8 

91.8 

93.0 

93.8 

94.8 

95.8 

98.3 

96.7 

97.3 

97.9 

98.1 

96.3 

98.6 

98.9 

99.3 

99.5 

100.0 

You won't find pie charts and bar charts of the age variable to be useful 
either. There wdl be as many slices and bars as there are distinct ages. The 
arrangement of the values in the charts can be troublesome as well. Both 
bar charts and pie charts arrange bars and slices in ascending order of the 
values. However, if a particular age doesn't occur, an empty space is not 
left for it. That means that in a bar chart, the bar for 46 years may be right 
next to the bar for 50 years. You won't see a gap to remind you that ages 
4 7  through 49  don't occur in your data. 

A better display for a variable like age, for which it makes sense to 
group adjacent values, is a histogram. A histogram looks like a bar chart, 
except that each bar represents a range of values. For example, a single 
bar may represent all people in their twenties. In a histogram, the bars are 
plotted on a numerical scale that is determined by the observed range of 
your data. 

To obtain this 
output, select 
Charts in the 
Frequencies dialog 
box. Tiien select 
Histograms, as 
shown in Figure 
3.14. 

You can also obtaii~ 
histograms uang 
the Graphs menu, 
as discussed in 
Appendix A. 

Figure 3.8 Histogram of age 
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You see a histogram for the age variable in Figure 3.8. Age values are on 
the horizontal axis, and frequencies are on the vertical axis. The first bar 
represents cases with ages between 17.5 and 22.5. The middle value in 
this interval, the midpoint, is 20, which becomes the label used for the 
bar. From the histogram, you see that about 80 cases fall into tlSs inter- 
val. Similarly, the second bar represents cases with ages between 21.5 and 
27.5. This bar represents 130 cases. 
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Scales on which 
variables are 
measured are 
discussed in 
Chapter 4. 

To display the 
median and mode 
along with your 
frequency tabla, in 
the Frequencies 
dialog box, select 
Statistics. Then 
click Median and 
Mode (see Figure 
3.131. 
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The mode is defined as the most frequently occurring value in y o u  
data. From the frequency table in Figure 3.7, you see that two ages (28 
and 36) are tied for the mode. There are 42 people with each of these ag- 
es. Although these ages occur most frequently, they represent a small per- 
centage of the total cases. Less than 3% of the total has an age of 28. 
Knowing thk mode tells you very little about the data. 

@ $ I  What are the modes for the job importance and What if  yo^ weye 
rich variables? In Figure 3.1, you see that very important is the 

most frequently occurring response to the job importance question. That 
malces it the mode. Similarly, for the if rich variable shown in Figure 3.2, 
Continue working is the most common response, so it's the mode. ES s s 

If you can meaningfully order your data values from smallest to largest, 
you can compute additional summary measures. These measures are 
better than the mode, since they make use of the additional information 
about the order of the data values. For example, the median is the value 
that is greater than half the data values and less than the other half. 

You calculate the median by finding the middle value when values for 
all cases are ordered from smallest to largest. If you have an odd number 
of cases, the median is just the middle value. If you have an even number 
of cases, the median is the value midway between the two middle ones. 
For example, the median of the five values 12,34, 57, 92, and 100 is 57. 
For the six numbers 13, 20, 40, 60, 89, and 123, the median is 50, be- 
cause 50 is the value midway between 40 and 60, the two middle num- 
bers. (Add the two middle values and divide by two.) 

You can calculate the median very easily from a frequency table. Find 
the first value for which the cumulative percentage exceeds or is equal to 
50%. For the age variable in Figure 3.7, the median is 43. That means 
that half of the people in your sample are less than 43 years of age, and 
half are older. That's much more useful information than lcnowing that 
28 and 36 years are tied for the mode. 
-..-A-W pJ ,g; What's the median for the work status variable? Since there is no 

'?cwT $&x meaningful order of the codes assigned to the work status vari- 
able, it doesn't make sense to talk about median work status. You should 
use the median only when the data values can be ranked from smallest to 
largest. t%!k4iB 

Percentiles 
When you calculate the median, you find the number that splits the sam- 
ple into two equal parts. Half of the cases have values smaller than the 
median, and the other half have values larger than the median. You can 
compute values that split the sample in other ways. For example, you can 
find the value below which 25% of the data values fall. Such values are 
called percentiles, since they tell you the percentage of cases with values 
below and above them. Twenty-five percent of the cases have values 
smaller than the 25th percentile, and 75 % of the cases have values larger 
than the 25th percentile. The median is the 50th percentile, since 50% of 
the cases have values less than the median, and 50% have values greater 
than the median. 

Figure 3.10 Quartiles for age 
To obtain this 

asshown in . 
Figure 3.13. 

output, select 
Statistics !n the 
Frequenc~es 
dialog box. Then 

You can compute percentiles from a frequency table by finding the first 
See 8tpercentiles,, value with a cumulative percentage larger than or equal to the percentile 
onp. 95fn Chapter you're interested in. You can see the 25th, SO&, and 75th percentiles for 
6 for further 
discussfon of the age variable in Figure 3.10. From these, you know that 25% of the 
percentiles. cases are 32 or younger, 50% are 43 or younger, and 75% are 59 or 

younger. Together, the 25th, 50th, and 75th percentiles are known as 
quartiles, since they split the sample into four groups with roughly equal 
numbers of cases. That is, 25% of the cases are 32 years old or younger, 
25% are between 32 and 43,25% are between 43 and 59, and 25% are 
59 or older. 

N I Percentiles I 

Counting Responses 47 

select Quartiles. 
AGE 

Valid 1 Missing 1 25 1 50 1 75 

1495 5 32.00 43.00 1 59.00 
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Computing 
Descriptim Statistics 

How can you sunznznrize the values of a varinb 

e What are scales of measurement, and why are 

How does the arithmetic mean differ from the mode and the median? 
When is the median a better measure of central tendency than the 
mean? 
What does the variance tell you? The coefficient of variation? 

* What are standardized scores, and why are they useful? 

In the previous chapter, you used frequency tables, bar charts, pie charts, 
histograms, and percentiles to examine the distribution of values for a 
variable. These are essential techniques for getting acquainted with the 
data. Often, however, you want to summarize the information even fur- 
ther by computing summary statistics tliat describe the "typical" values, 
or the central tendency, as well as how the data spread out around this 
value, or the variability. In this chapter, you'll learn how to use the Fre- 
quencies and Descriptives procedures to compute the most commonly 
used summary statistics for central tendency and variability. 

P This chapter continues to use the gss.sav data file. For instructions 
on how to obtain the Descriptives output discussed in the chapter, see 
"How to Obtain Univariate Descriptive StatisticsJ1 on p. 69. 

p$jj What's a statistic? Often when you collect data, you want to draw 
&?& conclusions about a broader base of people or objects than are ac- 
tually included in your study. For example, based on the responses of 
people included in the General Social Survey, you want to draw conclu- 
sions about the population of adults in the United States. The people you 
observe are called the sample. The people you want to draw conclusions 
about are called the population. A statistic is some characteristic of the 
sample. For example, the median age of people in the General Social Sur- 
vey is a statistic. The term parameter is used to describe characteristics of 
the population. If you had the ages of all adults in the United States, the 
median age would be called a parameter value. Most of the time, popu- 
lation values, or parameters, are not known. You must estimate them 
based on statistics calculated from samples. Bs5P 

Sumunarizing Data 
Consider again the data described in the previous chapter. Suppose you' 
want to summarize the data values further. You want to  know the typical 
age for participants in the survey, or their typical status in the workplace, 
or typical satisfaction with their job. A unique answer to these questions 
doesn't exist, since there are many different ways t o  define "typical." For 
example, you might define it as the value that occurs most often in the 
data (the mode), or as the middle value when the data are sorted from 
smallest to largest (the median), or as the sum of the data values divided 
by the number of cases (the arithmetic mean). To  choose among the var- 
ious measures of central tendency and variability you must consider the 
characteristics of your data as well as the properties of the measures. Al- 
though the mode may be a plausible statistic to report for status in the 
labor force, it may be a poor selection for a variable like age. 

Scales sf Measurement 

One of the characteristics of your data that you must always consider is 
the scale on which they are measured. Scales are often classified as nom- 
inal, ordinal, interval, and ratio, based on a typology proposed by Stevens 
(1946). A nominal scale is used only for identification. Data measured on 
a nominal scale cannot be meaningfully ranked from smallest to largest. 
For example, status in the work force is measured on a nominal scale, 
since the codes assigned to the categories, although numeric, don't really 

In the Define 
Variable dialog box, 
select Scale as the 
Measurement 
alternative for 
variables measured 
on a ratio or an 
interval scale. 
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mean anything. There is no order to retired, in school, keeping house, and 
other. Place of biah, hair color, and favorite statistician are all examples 
of variables measured on a nominal scale. 

Variables whose values indicate only order or ranlcing are said to be 
measured on an ordinal scale. Job satisfaction and job importance are 
examples of variables measured on an ordinal scale. There are limita- 
tions on what you can say about data values measured on an ordinal 
scale. You can't say that someone who has a job satisfaction rating of 1 
(very satisfied) is twice as satisfied as someone with a rating of 2 (moder- 
ately satisfied). AV you can conclude is that one person claims to be more 
satisfied than the other. You can't tell how much more, The variable 
income97 described in Chapter 3 is also measured on an ordinal scale. 
That's because the income is grouped into 21 unequal categories. You 
can't tell exactly how much more one person earned than another. 

If you record people's actual annual incomes, you are measuring in- 
come on what is called a ratio scale. You can tell how much larger or 
smaller one value is compared with another. The distances between val- 
ues are meaningful. For exampie, the distance between incomes of 
$20,000 and $30,000 is the same as the distance between incomes of 
$70,000 and $80,000. You can also legitimately compute ratios of two 
values. An income of $50,000 is twice as much as an income of $25,000. 
Age and years of education are both examples of variables measured on 
a ratio scale. 

An interval scale is just like a ratio scale except that it doesn't have an 
absolute zero. You can't compute ratios between two values measured on 
an interval scale. The standard example of a variable measured on an in- 
terval scale is temperature. You can't say that a 40°F day is twice as warm 
as a 20°F day. Few variables are measured on an interval scale, and the 
distinction bemeen interval and ratio scales is seldom, if ever, important 
in statistical analyses. 

Although it is important to consider the scale on which a variable is 
measured, statisticians argue that Stevens' typology is too stricr to apply 
to real world data (Velleman & Wilkinson, 1993). For example, an iden- 
tification number assigned to subjects as they enter a study might appear 
to be measured on a nominal scale. However, if the numbers are assigned 
sequentially from the first subject to enter the study to the last, the iden- 
dfication number is useful for seeing whether there is a relationship be- 
tween some outcome of the study and the order of entry of the subjects. 
If the outcome is a variable l i e  how long it takes a subject to master a 
particular task, it's certainly possible that instructions have improved 
during the course of a study and later participants fare better than earlier 
ones. 

It's an oversimplification to conclude that the measurement scale dic- 
tates the statistical analyses you can perform. The questions that you 
want to be answered should direct the analyses. However, you should al- 
ways make sure that your analysis is sensible. Using the computer, it's 
easy to calculate meaningless numbers, such as percentiles for place of 
birth or the median car color. In subsequent discussion, we'll occasionally 
refer to the scale of measurement of your data when describing various 
statistical techniques. These are not meant to be absolute rules but useful 
guidelines for performing analyses. 

Mode, Median, and Arithmetic Average 

The mode, median, and arithmetic average are the most commonly re- 
ported measures of central tendency. In Chapter 3, you saw how to com- 
pute the mode and median. You calculate the mode by finding the most 
frequently occurring value. The mode, since it does not require that the 
values of a variable have any meaning, is usually used for variables mea- 
sured on a nominal scale. The mode is seldom reported alone. It's a useful 
statistic to report together with a frequency table or bar chart. You can 
easily find fault with the mode as a measure of what is typical. Even ac- 
companied by the percentage of cases in the modal category or categories, 
it tells you very little. 

If you are summarizing a variable whose values can be ranked from 
smallest to largest, the median is a more useful measure of central tenden- 
cy. You calculate the median by sorting the values for all cases and then 

- i, selecting the middle value. A problem with the median as a summary 
measure is that it ignores much of the available information. For exam- 
ple, the median for the five values 28,29, 30, 31, and 32 is 30. For the 
five values 28, 29, 30, 98, and 190, it is also 30. The actual amounts by 
which the values fall above and below the median are ignored. The high 
values in the second example have no effect on the median. 

The most commonly used measure of central tendency is the ari-betic 
mean, also known as the average. (For a sample, it's denoted as X .) The 
mean uses the actual values of all of the cases. To compute the mean, add 
up the values of all the cases and then divide by the number of cases. For 
example, the arithmetic mean of the five values 28,29,30,98, and 190 is 

Mean = 28 + 29 + 30'+ 98 + 190 = 75 
5 

Equation 4.1 
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Don't calculate the mean if the codes assigned to the values of a variable 
are arbitrary. For example, average car manufacturer and average reli- 
gion don't make sense, since the codes are not meaningful. 

Can I use the mean for variables that have only two values? Many 
variables, such as responses to yeslno or apeeldisagree questions, 

have two values. If a variable has only two values, coded as 0 or 1, the 
arithmetic mean tells you the proportion of cases coded 1. For example, 
if 5 out of 10 people answered yes to a question and the coding scheme 
used is O=no, l=yes, the arithmetic mean is 0.50. You know that 50% of 
the sample answered yes. B 8 8  

Comparing Mean and Median 
Figure 4.1 contains descriptive statistics from the Frequencies procedure 
for the age and education variables. 

Figure 4.1 Mean, median, and mode for age and education 
You can obtain 
these statistics Statlstlcs 
using the 
Frequencies I 1 h~ I I I 1 

. -- 
Statistics dialog I EDUC Highest Year of 
box lsee Fiaure School Comoleted 1 1496 1 4 1 13.04 1 12.00 1 12 1 
rd,scussed in 
Chapter 3. In the 
Freouencies 

3.731, seles I I I I I I I 
Mean. Median. 1. Multiple modes exlst. The smallest value Is shown 

I Valld 1 Missing I Mean I Median I 
AGE Ags of Respondent 1495 5 46.23 43.00 1 M0de2,ij 

and Mode. 

You see that the average age of the participants of the General Social Sur- 
vey is 46.23 years. The median is somewhat lower, 43 years. The average 
number of years of school completed is 13.04, and the median is 12. For 
both of these variables, the arithmetic mean is somewhat greater than the 
median. The reason is that both of these variables have a "tail" toward 
larger values. Remember the histogram for age from Chapter 3. Since the 
General Social Survey is restricted to adults at least 18 years of age, youog 
ages do not occur in the data. There is no such restriction for older ages. 
The older ages drive up-the mean, which is based on all data values. They 
have no effect on the median, since it depends only on the values of the 
middle cases. If the distribution of data values is exactly symmetric, the 
mean and median are equal. If the distribution has a long tail (that is, the 
distribution is skewed), the mean is larger than the median if the tail ex- 
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Measures of 
central 
tendency that 
are lessaffected 
by extreme 
values are 
discussed in 
Chapter 6. 

tends toward larger values, and smaller than the median if the tail extends 
toward smaller values. In this example, the differences between the mean 
and the median are not very large. This is not always true. 

Consider the following example. You ask five employees of a company 
how much money they earned in the past year. You get the following re- 
plies: $45,000, $50,000, $60,000, $70,000, and $1,000,000. The aver- 
age salary received by these five people is $245,000. The median is 
$60,000. The arithmetic mean doesn't really represent the data well. The 
CEO salary makes the employees appear much better compensated than 
they really are. The median better represents the employees' salaries. 

Whenever you have data values that are much smaller or larger than 
the others, the mean may not be a good measure of central tendency. It is 
unduly influenced by extreme values (called outliers). In such a situation, 
you should report the median and mention that some of the cases had ex- 
tremely small or large values. 

Measures sf Variability 
Measures of central tendency don't tell you anything about how much 
the data values differ from each other. For example, the mean and median 
are both 50 for these two sets of ages: 50,50,50, 50, 50 and 10,20,50, 
80, 90. However, the distribution of ages differs marlcedly between the 
two sets. Measures of variability attempt to quantify the spread of obser- 
vations. We'll discuss the most common measures of variability in this 
chapter. Chapter 6 contains discussion of additional measures. 

'To obtain this 
output, from the 
menus choose: 

Figure 4.2 Descriptive statistics for age and education 

Statistics 
Summarize b 

Descriptives ... 
Select the variables 
age and educ, as 
shown in Figure 4.5. In 
the Descriptives 
Options dialog box, 
select the variance, as 
shown in Figure 4.6. 

EDUC Hlghest Year of 
School Completed 

Valld N (llsiwlssl 1491 

The range is the simplest measure of variability. It's the difference be- 
tween the largest and the smallest data values. Since the values for a nom- 
inal variable can't be meaningfully ordered from largest to smallest, it 
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doesn't make sense to compute the range for a nominal variable such as 
status in the work force. In Figure 4.2, you see that for the variable age, 
the smallest value (labeled Minimum) is 18. The largest value (labeled 
Maximum) is 89. The range is 71 years. A large value for the range tells 
you that the largest and smallest values differ substantially. It doesn't tell 
you anythmg about the variability of'the values between the smallest and 
the largest. 

A better measure of variability is the interquartile range. It is the dis- 
YOU can use the tance between the 75th and 25th percentile values. The interquartile 
Explore procedure, 
described in Chapter range, unlike the ordinary range, is not easily affected by extreme values. 
6, to calculate the In Chapter 3, you calculated the 25th percentile for the age variable as 32 
range and the 
interquafli/e range, years, the 75th percentile as 59. The interquartile range is therefore 27, 

the difference between the two. 

Variance and Standard Deviation 
The most commonly used measure of variability is the variance. It is 
based on the squared distances between the values of the individual cases 
and the mean. To calculate the squared distance between a value and the 
mean, just subtract the mean from the value and then square the differ- 
ence. (One reason you must use the squared distance instead of the dis- 
tance is that the sum of distances around the mean is always 0.) To get 
the variance, sum up the squared distances from the mean for all cases 
and divide the sum by the number of cases minus 1. 

The formula for computing the variance of a sample (denoted s2)is 

You can obtain 
Variance = sum of squared distances from the mean for all cases 

the variance by 
selecting (number of cases - 1) 
Options in the Equation 4.2 
Descriptives 
dialog box. See 
Figure 4.6. For example, to calculate the variance of the numbers 28, 29, 30, 98, 

and 190, first find the mean. It is 75. The sample variance is then 

2 - (28 - 7512 + (29 - 7512 + (30 - 75)2 + (98 - 7512 + (190 - 7512 
S - 

4 
= 5,026 

Equation 4.3 i 
! 

If the variance is 0, all of the cases have the same value. The larger the I variance, the more the values are spread out. In Figure 4.2, the variance , 

for the age variable is 303.39 square years; for the education variable it 
is 9.45 square years. To obtain; measure in the same units as the orig- 
inal data, you can take the square root of the variance and obtain 
what's known as the standard deviation. Again in Figure 4.2, the stan- 
dard deviation (labeled Std Dev) for the age variable is 17.42 years; for 
the education variable, it is 3.07 years. 

Why divide by the number of cases minus 1 when calculating the 
sample variance, rather than by the number of cases? You want to 

know how much the data values vary around the population mean, but 
you don't know the value of the population mean. You have to use the 
sample mean in its place. This makes the sample values have less variabil- 
ity than they would if you used the population mean. Dividing by the 
number of cases minus 1 compensates for this. H a 1  

The Coefficient of Variation 
The magnitude of the standard deviation depends on the units used to 
measure a particular variable. For example, the standard deviation for 
age measured in days is larger than the standard deviation of the same 
ages measured in years. (In fact, the standard deviation for age in days is 
365.25 times the standard deviation for age in years.) Similarly, a vari- 
able like salary will usually have a larger standard deviation than a vari- 
able like height. 

% 

The coefEicient of variation expresses the standard deviation as a per- 
- - centage of the mean value. This allows you to compare the variability of 

different variables. To compute the coefficient of variation, just divide the 
standard deviation by the mean and multiply by 100. (Tale the absolute 
value of the mean if it is negative.) 

standard deviation Equation 4.4 coefficient of  ariat ti on = 
bean1 

The coefficient of variation equals 100% if the standard deviation 
equals the mean. The coefficient of variation for the age variable is 
37.68%. For the education variable, the coefficient of variation is 
23.54%. Compared to their means, age varies more than education. 
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Standard Scores 
The mean often serves as a convenient reference point to which individual 
observations are compared. Whenever you receive an examination back, 
the first question you ask is, How does my performance compare with the 
rest of the class? An initially dismal-looking score of 65% may turn stel- 
lar if that's the highest grade. Similarly, a usually respectable score of 80 
loses its appeal if it places you in the bottom quarter of the class. If the 
instructor just tells you the mean score for the class, you can only tell if 
your score is less than, equal to, or greater than the mean. You can't say 
how far i t  is from the average unless you also know the standard 
devia tion. 

For example,.if the average score is 70 and the standard deviation is 5, 
a score of 80 is quite a bit better than the rest. It is two standard devia- 
dons above the mean. If the standard deviation is 15, the same score is 
not very remarkable. It is less than one standard deviation above the 
mean. You can determine the position of a case in the distribution of ob- 
served values by calculating what's known as a standard score, or z score. 

To calculate the standard score, first find the difference between the 
case's value and the mean and then divide this difference by the standard 
deviation. 

standard score = - 
standard deviation 

Equation 4.5 

A standard score tells you how many standard deviation units a case is 
above or below the mean. If a case's standard score is 0, the value for 
that case is equal to the mean. If the standard score is 1, the value for 
the case is one standard deviation above the mean. If the standard score 
is -1, the value for the case is one standard deviation below the mean. 
(For many types of distributions, including the normal distribution dis- 
cussed in Chapter 10, most of the observed values fall within plus or mi- 
nus two standard deviations of the mean.) The mean of the standard 
scores for a variable is always 0, and their standard deviation is 1. 

You can use the Descriptives procedure in SPSS to obtain standard 
scores for your cases and to save them as a new variable. Figure 4.3 shows 
the notes from the Descriptives procedure that indicate that a new vari- 
able, the standard score for age, has been created. In addition, a new vari- 
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able, zage, has been saved in the Data Editor, containing the standard 
scores for age (see Figure 4.4). 

Figure 4.3 Descriptive statistics in the  Viewer 

zage has been 
created 

Notes 

Figure 4.4 Data Editor with standard scores saved as a new 
variable 

Output Creatsd 

TO save standardized 
scores, select Save 
standardized values 
as variables in the 
Descriptives dialog 
box, as shown in 
Figure 4.5. 

2 2 A p r  98 10:19:58 

. -- 
Ill I ' lPd 

1 43 I Male I - . 1 8 ~ 5  I 

$1 43 1 Female 1 - 18252 1 7 

You see that the first case has an age of 43. From the standard score, you 
know that the case has an age less than average, but not very much. The 
age for the case is less than a quarter of a standard deviation below the 
mean. The fifth case has an observed age of 78, which is almost two stan- 
dard deviations above the mean. 

Standard scores allow you to compare relative values of several differ- 
ent variables for a case. For example, if a person has a standard score of 
2 for income, and a standard score of -1 for education, you know that 
the person has a larger income than most and somewhat fewer years of 
education. You couldn't meaningfully compare the original values, since 
the variables all have different units of measurement, different means, 
and different standard deviations. 

Summary 
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Loola'ng at Distributions 

What addi t iona l .d isp lays  a r e  ~ ~ s e f z t l  for sztnznzn~ 

of a va r i ab le  for several g roups?  

What is a stem-and-leaf plot? 
How does a stem-and-leaf plot. differ from a histogram? 

* What is a boxplot? 

92 Chapter 6 

To obtaa these 
descrrpt~ve 
statrstrcs, from the 
menus choose 
Statrstrcs 
Summarrze b 

Explore 

Select the varrables 
age and satlob, as 
shown rn Figure 6 9 

What can you tell from the length of a box? 
How is the median represented in a boxplot? 

Since most statistical analyses of data involve comparisons of groups, 
SPSS contains many procedures that help you to examine h e  distribu- 
tion of values for individual groups of cases. In Chapter 5, you used the 
Means procedure to calculate descriptive statistics for education when 
the cases were subdivided on the basis of job satisfaction and gender. To 
examine each of the groups in more detail, you need to use the Explore 
procedure, which contains additional descriptive statist~cs as well as 
plots. That's what this chapter is about. (The statistics and displays de- 
scribed in this chapter are also useful for looking at the distriburion of 
values for the entire sample.) 

P This chapter continues to use the gssksav data file. For instructions 
on how to obtain the Explore output shown in the chapter, see "How The Prvot Table 
to Explore Distributions" on p. 102. Edrtor was used to 

hrde some staastrcs 
/ and to resrrange the 

default table 

Age and Job Satisfaction , ,/ 
In Chapter 5, you loolted at the rela$odship between education and job 
satisfaction for full-time workers.pou found that the average years of 
education did not differ much ,dong people in the different categories 
of job satisfaction. Now yy7U consider the relationship between age 
and job satisfaction for thosame group of cases. You'll be able to exam- 
ine the groups in conside(ably more detail. Consider first the descriptive 

/ statistics for age amyng workers in the different satisfaction categories. 

Figure 6.1 Case Processing Summary 

From Figure 6.1, you see that there are 325 cases in the very  satisfied 
group for whom age is available. The number of missing cases is 2. That 
means that 2 very  satisfied cases do not have a valid value for the age 
variable. Since these cases represent only 0.6% of all the cases in the 
group, you don't have to worry about the effect of missing age values 
on your analysis. Age is available for almost all of the cases in the other 
groups as well. Note that the number of cases varies considerably 
among the four groups. Over 300 people classify themselves as very  sat- 
isfied and a similar number as modera te l y  satisfied. However, 74 people 
are a l i t t le  dissatisfied and only 26 ve ry  dissatisfied. You'll have to be 
careful about what you say about the last two groups since they are 
based on small numbers of cases. 

Job Satisfaction 

Figure 6.2 Average age and job satisfaction 

Cases 

Age of Very satisfied 

Mod satisfied 

A little dissatisfied 

Very dissatisfied 
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Mean 

5% Trimmed Mean 

Median 

Std. Deviation 

Minimum 

Maximum 

Range 

interquartile Range 

94 Chapter 6 

Total Valid 

The means of the ages, shown in Figure 6.2, range from a high of 41.5 
years in the very  satisfied group to 38.58 ir the very dissatisfied group. To obtarn extreme 
The median ages are slightly less in all of the groups because the age dis- values, select 

Stat~strcs m the tributions have tails toward larger values. As you've learned in Chapter Explore dralog 
4, one of the shortcomings of the arithmetic mean is that very large or box Than select 
very small values in the data can change its value substantially. The Outliers, as 

shown n F~gure 
trimmed mean avoids this problem. A trimmed mean is calculated just 
lilce the usual arithmetic mean, except that a designated percentage of 
the cases with the largest and smallest values are excluded. This makes 
the trimmed mean less sensitive to outlying values. The 5% trimmed 
mean excludes the 5% largest and the 5% smallest values. It's based on 
the 90% of cases in the middle. The trimmed mean provides an alterna- 
tive to the median when you have some data values that are far removed 
from the rest. 

In Figure 6.2 you see that the 5% trimmed mean doesn't differ much 
from the usual mean. That's not surprising since the largest age m 
groups ( M a x i m u m )  is 82 and the smallest age ( M i n i m u m )  is 19. The p 
son with an age of 82 is in a group with 325 cases. You'd need a surviving 
Roman warrior to have a real effect on the mean. 

Again from Figure 6.2, you see that the standard deviation ranges from 
11.54 years in the very  satisfied group to 9.91 in the very  dissatisfied 
group. The range is largest in the very satisfied group since it contains the 
82 year old. The range is based on the largest and smallest values so a sin- 
gle outlying value can have a large effect on the range. Unlike the ordi- 
nary range, the interquartile range is not easily affected by extreme 
values, since h e  bottom 25% and the top 25% of the data values are ex- 
cluded from its computation. It's the difference between the 75th and the 
25th percentile values. In Figur that the interquartile sanges, 
are fairly similar in all of the groups. 

Identifying Extreme Values 
Since many statistics are affected by data values that are much smaller or 
larger than most, it's always important to examine your data to see i f  ex- 
treme values are present. You can obtain from the Explore procedure a list 
of the cases with thefive largest and the five smallest values in each group. 
Always check any suspicious values to make sure they are not the result of 
an error in data recording or entry. If you find a mistake, it's easy to 
change the values for a case using the Data Editor. If the extreme values 
are correct, make s u e  to select summary measures that are not unduly af- 
fected by these outliers. 

N 
327 

320 

74 

26 

N 
325 

319 

74 

26 

Missina 

Aae of Respondent 

Job Satisfaction 

Percent 
100.0% 

100.0% 

100.0% 

100.0% 

Percent 
99.4% 

99.7% 

100.0% 

100.0% 

N 
2 

1 

0 

0 

Vely 
satisfied 

41.50 

41.05 

40.00 

11.54 

19 

82 

63 

15.50 

Figure 6.3 shows for the very satisfied group the cases with the five larg- 
est and smallest ages. The column labeled Case N u m b e r  contains the se- 
quence number in the file for each case. That makes it easier for you to 
track the suspicious values. (SPSS can also show a name or any other 
identifier to label the cases.) You see that case 344 is the oldest, at age 
82. Case 173 is the youngest, at age 19. Neither of thesevalues is usual. 
Since only five cases with the smallest and largest values are listed, it's 
possible that not all cases with those values are listed. For example, 
there may be more than one 73-year-old or more than two 21-year-olds. 
If that's true, a note is printed beneath the table. Just because a value is 
included in the extreme value table doesn't mean it really is an outlier. 
It's only one of the largest or smallest values; you must decide if it is 

Percent 
8% 

.3% 

.O% 

.On/. 

Figure 6.3 butliers from the very satistied g 1 . o ~ ~  

really unusual. 

Mod 
satisfied 

39.49 

39.11 

39.00 

10.89 

20 

75 

55 

16.00 

Value 
82 

78 

77 

77 

73 

19 

20 

20 

21 

21 

A little 
dissatisfied 

40.26 

39.83 

38.00 

10.72 

23 

72 

49 

14.25 

Case 
Number 

344 

223 

26 

401 

208 

173 

364 

71 4 

320 

665 

, Job 
, Satisiaction 

very 
dissatisfied 

38.58 

38.19 

36.50 

9.91 

22 

63 

41 

17.00 

Age of 
Respondent 

Very satisfied 

Lowest 

3 

4 

5 

1 

Highest 

2 

3 

4 

/ 5 

1 

2 
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Using Explore, you can also obtain percentiles fpr  each of the groups. 
Figure 6.4 shows the percentiles for age for thesatisfaction subgroups. 

/ 

Figure 6.4 Age percentiles 

: TO obtain 
percentiles, 
select Statfstics 
in the Explore 
dialog box. 
Then se!ect 
percentfles. 
(See Figure 
6.70.) 

/ Percenules 

/ 

I 
Two sets of percentilesi&e shown: The first set is obtained using a method 
called Weighted Average. Other ways can be used, but most of the time 
they give pretty much the same results. You see that for the very satisfied 
group 10% of the cases are 27 years of age or younger (the 10th percen- 
tile) and 10% are 57.4 or older (the 90th percenule). The percentiles are 
comparable for the four satisfaction groups. 

The second part of the percentile table shows TukeyJs Hinges, whlch 
are quades (values that divide the sorted cases into four equal groups) 
calculated using a slightly different method than the weighted average 
percentiles. 

~ o b  ~atlsfaotlon 5 1 10 ( 25 1 50 75 80 
Welghled Averags Age of Vey salisflsd 27.00 /33 50 40.00 48 00 57.40 
(DelinlUon 1) Rsepondenl Mad sabsfisd 26.00, 31.00 39.00 4700 ,/ 55.00 

27.0d 3275 38.00 47.0 55.50 

2@0/0 30.00 36.60 47 0 51.60 

Tukay's Hinges Age of Very satisned 34.00 40.00 8.00 

Mod saUsfied / / 31.00 38.00 A7.00 

/How can yoti get different nznnbers for the same percentiles? Per- 
/ cendes don't have a single, unique definition. For example, con- 

s i 4  the eight numbers 25 26 27 27 27.27 30 31. What's the 25th 
Any number between 26 and 27 is a plausible value. One def- 

of percentiles gives the answer 26.5, since that's the average of 26 
and 27, the interval within which the percentile falls. Another definition 
results in the answer 26, since that's the first value for which the cumula- 
tive percentage is equal to or greater than 25%. !at%lB 

95 . 
61.00 

60.00 

60.25 

59.50 

For small data sets, especially when several cases have the same vdues, 
different percentides may have the same value. For the previous exam- 
ple, it's possible for percentiles greater than the 25th and less than the 
75th to have the value 27. For small data sets, ~ercentile values can vary 
a lot for samples from the same population, so YOU shouldn't place too 
much confidence in their exact values. (You also shouldn't worry about 
where the "equal" goes. That is, whether 25% of the cases have values 
less than the 25th percentile, or whether 25% of the cases have values 
less than or equal to the 25th percentile. Statistical software packages 
implement arbitrary rules about where the "equal" goes.) 

Plots 
One of the easiest ways to see the distributions of your variables is liter- 
ally with a picture. The Explore procedure provides severd plots that let 
you evaluate the shape of a distribution. From these ~lots ,  you see how 
often different values of a variable occur in your data. As you will see in 
Part 3, your choice of the statistical analysis for a particular problem de- 
pends on the assumptions you are willing to make about the distributions 
of the variables of interest. That's why it's important to examine them. 

Histograms and Stem-and-Leaf Plots 
The Explore procedure a n  ~roduce separate histograms for groups of 
cases. The histograms are identical to those ~roduced by the Frequencies 
procedure, as described in Chapter 3. Figvre 6.5 shows a histogram of age 
for the people a little dissatisfied with their jobs. 

Loolting at  Distributions 97 98 Chapter 6 

Figure 6.5 Age histogram for a little dissatisfied 

TO obtain a 
histooram. select 
;pigin th'e Explore 
'i~ialog box. Then 
<select Histogram, as 
shown in Figure 
5.17. 

10 

P 
$ z 0 

30.0 40.0 50.0 60.0 700 

To obtafn a 
Age of Respondent stem-and-leaf 

plot, select Plots 
m the Explore 
dralog box. Then 
select Stern- Note the main peak, centered at 35 years of age, with a smaller peak at 
~ ~ ~ $ { ~ / , g u r e  45. From the histogram you can only tell the number of cases in each of 
6, i 7. the intervals: you don't know the actual values of the cases. For example, 

for the interval centered around 50, all of the cases could be 50 years old, 
or they could be any combination of 48-, 49-, 50-, 51- and 52-year-olds. 
From the histogram, you see that the distribution of age values in the 
groups is not symmetric. There is a tail toward larger values. You lcnow 
that's because only adults are included in the General Social Survey. 

@@ What kinds of things should I look for in a histogram? You al- 
ready lcnow that you should look for cases wirh values very differ- 

ent from the rest. In fact, if there are such cases, they can cause most oi 
your data values to bunch in one or two bars of the histogram, since the 
horizontal axis of the histogram is selected so that all data values can be 
shown. You should see also whether the distribution is symmetric, since 
many of the statistical procedures described in Part 3 require that the dis- 
tribution be more or less symmetric. 

You should also loolc for separate clumps of data values. For exampll:, 
if young men and mature women made up most of the a little dissatisfied 
group, you would see a bunch of cases with values in the 20's, perhapa, 
and another bunch of cases with values in the 60's. There wouldn't be 
many cases in between. That's an important finding, since then you lcnow 
that a mean age of 40-something for the a little dissatisfied grozlp is 
meaningless. It doesn't represent the data well. In this situation, you'd 
want to analyze the data for men and for women separately. a IM 

A stem-and-leaf plot is a display very much like a histogram. However, 
more information about the actual data values is preserved. Consider 
Figure 6.6, which is a stem-and-leaf plot for age in the group a little dis- 
satisfied with their jobs. It loolcs like a histogram, because the length of 
each line corresponds to the number of cases in the interval. However, 
the cases are represented with different symbols. Each observed value is 
divided into two components-the leading digit or digits, called the 
stem, and a trailing digit, called the leaf. For example, the value 23 has 
a stem of 2 and a leaf of 3. 
In a stem-and-leaf plot, each row corresponds to a stem and each case 

is represented by its leaf. More than one row can have the same stem. For 
example, in Figure 6.6 each stem is subdivided into two rows. 

Figure 6.6 Stem-and-leaf plot of age for a little dissatisfied 
Age o f  Respondent Stem-and-Leaf Plot Eor 
SATJOB- A l i t t l e  d i s s a t i s f i e d  

Frequency 
2.00 

13.00 
7.00 

18.00 
7.00 

13.00 
5.00 
5.00 
3.00 
1.00 EX! 

Stern width: 
Each l e a f :  

Stem r 
a .  
2 .  
3 .  
3 .  
4 .  
4 .  
5 .  
5 .  
6 .  

:rernes 

'+ 
Look at  the row with the stem of 6 in ~ i @ e  6.6. The three leaves are 
0, 1, and 3. What does this mean? In order to translate the stem-and- 
leaf values into actual numbers, you must loolc at the stem width given 
below the plot. In this case it's 10. You multiply each stem value by 10 
and then add it to the leaf to get the actual value. The resulting age val- 
ues are 60, 61, and 63. If the stem width were 100, you would multiply 
each stem by 100 and each leaf by 10 before adding them together. The 
values for the indicated row would be 600, 610, and 630. 

If there are few values of the stem (for example, if most cases are in one 
or two decades of age), each stem can be subdivided into more than two 
rows. Consider, for example, Figure 6.7, which is a stem-and-leaf plot for 
years of education for all very dissatisfied people, regardless of their sta- 
tus in the work force. 
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Why all of a sudden are we looking at all people instead of full- 
time workers? The data values determine the type of stem-and-leaf 

plot that Explore makes. To illusttate this particular version of the plot, 
we had to look for a set of data that would generate it. Including all cases 
in the very dissatisfied group worked. E B B  

Figure 6.7 Stem-and-leaf plot of education for very dissatisfied 

Highest Year of School Completed Scem-and-Leaf Plot  for 
SATJOB= Verv dis sa t i s f i ed  

5 .00  1 . 88889 

Stem wrdth: 10 
Each leaf  1 caseis l  

In Figure 6.7, the stem value 1 is subdivided into five rows-each 
representing two leaf values. The first row is for leaves of 0 and 1, the 
second row is for leaves of 2 and 3, the third for leaves of 4 and 5, the 
fourth for 6 and 7, and the last for 8 and 9. You see that the very 
dissatisfied group is made up of people of various educational levels. 
Having a college degree is no guarantee of job satisfaction. 

bqJ How tuozrld you make n stern-and-leaf plot of n variable like in- 
come? For a variable like income, which has many digits, it's un- 

wieldy and unnecessary to represent each case by the last digit. (Think of 
how many sterns you would have!) Instead, you can look at income to the 
nearest thousand. For example, you can take a number like 25,323 and 
divide it into a stem of 2 and a leaf of 5. In this case, the stem is the ten 
thousands, and the leaf is the thousands. You no longer retain the entire 
value for the case, but that's not of concern, since income differences in 
the hundreds seldom matter very much. The Explore procedure always 
displays the stem width under the plot. B P ~ ~ H  
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To obtain this 
boxplot, select 
Plots in the 
Explore dialog 
box. Thee select 
Factor levels 
together. (See 
Fbure 6.1 1 .I 

Another display that helps you visualize the distribution of a variable is 
the boxplot. It simultaneously displays the median, the i n t e r q u d e  
range, and the smallest and largest values for a group. A boxplot is more 
compact than a histogram but doesn't show as much detail. For example, 
you can't teU if your distribution has a single peak or if there are intervals 
that have no cases. 

You can use the Explore procedure to produce a display that contains 
boxplots for all the groups of interest. Consider Figure 6.8, which is an 
annotated boxplot of the age of the respondent for the four categories of 
job satisfaction. 

Figure 6.8 Boxplot of age by job satisfaction 
I;utl;lng 

Job Satisfaction 

The lower boundary of the box represents the 25th percentile. The upper 
boundary represents the 75th percentile. (The percentile values known 
as Tukey's hinges are used to construct the box.) The vertical length of 
the box represents the interquartile range. Fifty percent of all cases have 
values within the box. The line inside the box represents the median. 
Note that the only meaningful scale in the boxplot is the vertical scale. 
All values are plotted on this scale. The width of a box doesn't represent 
anything. 
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The Ex lore 
.. proce&re also 

. : has more 
specialized 
charts and 
statistics for 
examining 

: groups. These, 
arediscussedin 
Chapter 14 and 
Chapter 27. 

In a boxplot, there are two categories of cases with outlying v,dues. 
Cases with values between 1.5 and 3 box lengths from the upper or lower 
edge of the box are called outliers and are designated with (0). Cases 
with values more than 3 box-lengths from the upper or lower edge of the 
box are called extreme values. There aren't any such cases here, but if 
there were, they would be designated with asterisks ("). Lines are drawn 
&om the edges of the box to the largest and smallest values that are out- 
side the box but within 1.5 box lengths. (These lines are sometimes called 
whiskers, and the plot is sometimes called a box-and-whiskers plot.) 

What can you teU about your data from a boxplot? From the median, 
you can get an idea of the typical value (the central tendency). From the 
length of the box, you can see how much the values vary (the spread or 
variability). I£ the line representing the median is not in the center of the 
box, you can tell that the distribution of your data values is not symmetric. 
If the median is closer to the bottom of the box than to the top, there is a 
tail toward larger values (this is also called positive skewness). If the line 
is closer to the top of the box, there is a tail toward small values (negative 
skewness). The length of the tail is shown by the length of the whiskers 
and the outlying and extreme points. 

In Figure 6.8, you see that the very satisfied group has the highest me- 
dian age, though the differences among the groups are small. (Chapter 13 
tests the hypothesis that the average age of people who are uery satisfied 
is the same as the average age of those who are less than veiy satisfied.) 
The very satisfied and moderately satisfied groups have some large outli- 
ers. They are identified by case number in the plot. These are the satisfied 
old-timers who continue to work. I£ you specify a case label, the extreme 
and outlying points will be identified with this label. 

Whnt should I do if I find outliers and extremes orr m y  boxpiots? m u  
se the case numbers to track down the data points and malce sure 

the values are correct. If these points are the results of data entry or cod- 
ing errors, correct them. BIB El 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Chapter 4 - Data Enhy and Descriptives 
Chapter 4 - Data Entry and Descriptives 

Descriptive Statistics /--- Interpretation Questions 

father's education 

Examine the printouts for the descriptive statistics. 

I. Using Output 4.1, look for any obvious errors or problems in the data. What will you look 
for? 

2. Name the nominal variables in Output 4.2. Can you interpret the mean and standard 
deviation? Explain. I gender 

geometry in h.s. 

identification 
mother's education 
math achievement 

3. Using Output 4.2: a) How many participants are there all together? b) How many h a v ~  
complete data (nothing missing)? c)What percentage took algebra 1 in high school? d) What 
is the range of father's education scores7 Does this agree with the codeboo~c? 

Outputs and Interpretations 

GET 
FILE='A:\hsbdata.savV. 

EXECUTE . 

Output 4.1: Descriptives With Errors 

I 
syntax f o r  the  mean, standard deviation, minimum, and maximum f o r  a l l  variables 

DESCRIPTIVES 
VARIABLES-algl a192 ca lC  ethnic faed gend geo grades i d  maed mathach mathgr 
mosaic qOl q02 q03 q04 q05 q06 q07 q08 q09 qlO q l l  q12 q13 t r i g  visual 
/STATISTICS+lEAN STDDEV M I N  MRX . 

algebra I in h.s. 

Valid not taken 

taken 

Total 

Total 

Frequency I Percent I Valid Percent I Cumulative Percent 
16 ( 21.3 1 21.3 1 21.3 

algebra 2 in h.s. 

Frequency I Percent I Valid Percent I Cumulative Percent 
40 ( 53.3 1 53.3 ( 53.3 Valid not taken 

taken 

Total 

Total 

geometry in h.s. 

taken 

Total 

Total 

Cumulative Percent 

48.0 48.0 100.0 

100.0 100.0 

100.0 

trigonometry in h.s. 

calculus in h.s. 

Valid not taken 

taken 

Total 

Total 

Output 5.3: Frequencies, Statistics, and Histograms 

Valid Percent 
73.3 

26.7 

100.0 

Syntax f o r  the  frequency distribution, descriptive statistics, and h i s toqrama  

Cumulative Percent 
73.3 

100.0 

Frequency 
55 

20 

75 

75 

Valld not taken 

taken 

Total 

Total 

FREQUENCIES 
VARIABLESqosaic v i sua l  grades mathach 
/PERCENTILES= 33 67 
/STATISTICS=STDDEV VARIANCE RANGE MEAN MEDIAN MODE SKEWNESS SESKW KURTOSIS 
SEKURT 
/HISTOGRAM NORMAL. 

Percent 
73.3 

26.7 

100.0 

100.0 

Valid Percent 
89.3 

10.7 

100.0 

Cumulative Percent 
89.3 

100.0 

Frequency 
67 

8 

75 

75 

Percent 
89.3 

10.7 

100.0 

100.0 
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ki 
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k 
2 
cn 
2 5 
~5 
'8 8 
S m g 3 

E e J 
&: 
d t  
S W  
3 8 
5 
3 1 
A a .  $ 5  
fg% 
z z  
6 gg 

23 
$ 8  0s 
5k 
82 
.L .Q 
6 %  

a 
6 0  
4 2  
a r m  cnal 
B I 
8 %  
2 -E 
8 "  
g; 
Z T  

vlavsUraUon amm 

Valld -4.0 

4.0 
11.0 
13.0 

13.5 
18.0 

17.5 
18.0 
20.0 
20.5 
22.0 
22.5 

23.0 
23.5 
24.0 
24.5 
25.0 

28.0 
28.5 
27.0 
27.5 
28.0 
28.5 
28.0 

28.5 
30.0 
30.5 
31.0 
32.0 
32.5 
33.0 
34.0 

35.0 
36.5 
35.0 

37.0 
41.0 
44.0 
51.5 
53.0 
580 

Total 
Total 

Histogram 

I Frequwncy 1 Percent 
Valid -25 1 7 1 0.3 

11.00 
13.50 
14.75 2.7 
Total 

Total 

PO, I 

Fraquancy 
1 
1 

1 

1 
1 
1 

1 
1 
1 
2 
4 
2 
4 
2 

2 
3 

5 

3 
1 
5 
I 

3 

1 
2 
2 

2 
2 
4 

1 
1 
3 
1 
1 

1 
1 

1 
I 
1 
1 
1 
2 

75 
75 

Valld Pemnt Curnulativa Percent 
9.3 9.3 

13.3 22.7 
8.7 29.3 

1.3 30.7 
9.3 40.0 
2.7 42.7 

13.3 58.0 

2.7 58.7 
8.0 86.7 
1.3 88.0 
8.7 74.7 
2.7 77.3 
2 7  80.0 
1.3 81.3 
8.0 88.3 
5.3 94.7 
2.7 87.3 
2.7 100.0 

100.0 

I Frequency Percent I Valld Percent CumulaUvw Percent 
Valld mosuy 0 1 1.3 1.3 1.3 

half CD 8 10.7 103 12.0 

masalc, 

Percenl 
1.3 
1.3 

1.3 
1 3  

1.3 
1.3 

1.3 
1.3 
1.3 
2.7 
5.3 

, 27 
5.3 
2.7 

2.7 
4.0 
8.7 

4.0 
1.3 

8.7 
13  
4.0 
1.3 
2.7 

2.7 
27  
2.7 
5.3 

1.3 
1.3 

4.0 
1.3 

1.3 
1.3 

1.3 
1.3 
1.3 
1.3 
1.3 
1.3 
27  

1w.o 
100.0 

mosUy C 
hell BC 44.0 
mostly B 20.0 20.0 84.0 
hall AB 24.0 24.0 88.0 
mostly A 12.0 12.0 100.0 

Total 100.0 

CHAPIER 12 DESaUPTIVE STATlSllCS USING A SPREADSHEET 

Positively 
Skewed 

, 

pattern Lest 

Valld Penanl 
1.3 

. 1.3 
1.3 

1.3 

1.3 
1.3 

1.3 
Id 
1.3 

2.7 
5.3 
2.7 
5.3 
27 
27 

4.0 
8 J  
4.0 
1.3 
8.7 
1.3 
4.0 

1.3 
2.7 
2.7 

2.7 
2.7 

5.3 
1.3 
13  
4.0 

1.3 
1.3 

1.3 
1.3 

1.3 
1.3 
1.3 
1.3 
1.3 
2 7  

100.0 

mode for a variety of 
distributions 

CumuleUvs Penanl 
1.3 
2.7 

4.0 
5.3 

5.7 
8.0 

8.3 
10.7 
12.0 
14.7 
20.0 
22.7 
28.0 

30.7 
33.3 

37.3 
44.0 

48.0 

+,r ,n.3 
81.3 
82.7 

85.3 

88.0 

70.7 
73.3 
78.7 
80.0 
81.3 
85.3 
86.7 
80.0 

88.3 

80.7 
920 
93.3 

84.7 
88.0 
97.3 

100.0 

Mcdian 
Mode 

Mean 
Mcdian 
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KAP. 2 POPISNA STATlSTlKA 
2-2 POLOHA ROZDELEN~ 37 

Co kdyi je ale rozdgleni nesymetrickk? Na obr. 2-4 a) vidime, i e  rozdgle- 
ni dlouze Mesi vpravo. Bude v tomto piipadg nap?. mediin totoin9 
s modem? Vzhledem lc velk6mu mnoistvi pozorovini v pravi Eisti je 
ziejmk, ie  pro rozdgleni jrbgru na dvi: poloviny je tfeba, aby mediin leiel 
vice vpravo od vrcholu rozdgleni, tedy i vpravo od modu. 

A kde se bude nachket prhBr?  NBkde blizko mediinu? V obr. 2-2 a) 
vidiie, co se stane, kdyi se pokusime vyviiit rozdBleni v mediku. Na 
h i d 6  strang je stejn9 poEet pozorovi~., ale pozorovini napravo dosahuji 
dile, a cel6 rozdBleni se tedy n a k l a  doprava. K nalezeni slcuteEn6ho 
t8iigti: je t?eba jit dge doprava, jak vidime na obr. 2-4 b). PnkBr se tedy 
nachiui napravo od mediinu. 

Jak6 jsou tedy zivi:ry z. nesymetrickiho rozdgleni funkcc? Vzhledem 
k rnodu leii mediin ve srn2ru delSL ELti rozdgleni a p r h g r  jeit2 dhle v tamto 
srncru. 

OBRAZEK 2-4 
Modus, median a prClrn6r v rozd6leni kiesajiclm vpra- 
VO. 

a) Median je vpravo od modu. 
b) TBilHt6 (pram&) je vpravo od medianu. (Rozdkleni 
nebude v rovnovaze, urnistime-li tgiiSt6 do medianu, 
nebof pozorovani vpravo rozdBienl previil. 

F-KYEWA CHARAKTERlSTlKA BOLOHY JE 
NEJVHQDN~?JS~ - MODUS, MEDIAN NEB0  PROMER? 

Pro nEkter6 6Eely je vhodnB jedna charakteristilca, pro jin6 jini. Pro 
ilustraci se podivejme na rozdgleni piijmb 78 mili6nb ArneriEanb v roce 
1975 znizorngn6 na obr. 2-5. 

Modus se nachizi v blizkosti 0, a ukazuje nfim pouze, l e  nejvice lidi je 
prakticky bez pfijmb - nezamBstnani a dbchodci. NejvgtSi pfijmy jsou 
zastoupeny v mnohem m e n h  poEtu v rozmezi 2 a i  40 tisic - tento jev 
viak neni modem wlbec postiien. Budeme-li pouiivat modus, nebudeme 
moci srovnat p?ijmy v roce 1975 s mnohem niiTimi pgjmy v roce 1875! 
V tomto pEpadB nim je modus k nibemu. 

Mediin se nachazi v asi 8 tisicich dolarech a tato hodnota je mnohem 
reprezentativngjl - 50 % nad a 50 % pod. MohL je to nejlepii hodnota 
,,typick6hog' americkbho pfijmu. Navic je resistentni, tj. nereaguje na 
extrkmni hodnoty jedin6ho pozorovini. Nap3klad, zjr8ime-li nejvyigi 
pzjem desetkrit, median se nezmBni. 

KoneEnB pfimBr je okolo 10 tisic dolarii. Tato hodnota byla ziskiina 
rovnocennjm zahrnutim vSech dolad - dolani iebriika i milion&?e..To 
m i  sv6 vjrhody i nejrhody - je to nejuiiteEngj8i mB?itko pro berni uiad, 
nebof vyjadhje celkojr piijem (78 mili6nb lidi x 10 tisic do la^% = 780. 
miliard dolarb); piesto neni tak dob jm mgfitkem pro typickjr pgjem j a b  
mediin, nebol se m%e znacng zmgnit vychjrlenim jen jedin6ho pozorovhni 
(jedinjm velmi vysokjrln neb0 velmi nizkjrm pEjmem), tj. neni rezistentni 
jako medikn. 

roEni prbmer (v tis. $) 
OEIRAZEK 2-5 

Piljmy amerlckych muih, 1975. (Stat. AbsL of U.S., 1980, slr. 462) 

Compute, Count, Rank Cases 
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Transforming and 
Selecting Data 

SPSS includes a powerful set of facilities f 
selecting which cases should be analyzed. 
eral types of data manipulation: data transforma~on and case seleaion. 

Data transformation procedures change the actual values of your 
variables or create new variables. For example, you can create a new 
variable that contains the natural log of an existing variable. Case selec- 
tion procedures do not change data values but restrict the number of cas- 
es used in the analysis. For example, you can restrict your analysis to 
people who are married or who are holding full-time jobs. 

SPSS also provides a number of advanced data manipulation utilities 
that are not used in this book and are not discussed here. These utilities 
are described, however, in the online Help system. 

Data Transformations 
Often you need to make modifications to your data before you can per- 
form your analysis. For s m d  changes, such as the urbanization of Bhu- 
tan in Chapter 8, it is easy to enter the corrected value into the Data 
Editor. But suppose you want to take the natural log of several variables, 
each with 1500 cases, as you do for the analysis in Chapter 22? SPSS 
provides data transformation facilities to handle such tasks easily and 
accuratelv. 

Data transformations affect the values of existing variables or create 
new variables. Transformations affect only the w o r i i g  data fie; the 
changes do not become permanent unless you save the working data file 
to your disk. 

526 Appendix B 

This appendix describes the following transformations, available using 
the SPSS Data Editor's Transform menu: 

Compute. Compure calculates data values according to a precise expres- 
sion. With this option, you can do an+g from set a variable to 0 for 
all cases to calculate an elaborate expression involving the values of other 
variables. You can assign the computed values to a new variable, or you 
can assign them to an existing variable (replacing the current values). YOU 
can also request that the computation be carried out selectively based on 
a conditional expression. 

Recode. Recode assigns discrete values to a variable, based solely on the 
present values of the variable being recoded. You can assign the recoded 
values to the variable being recoded, or you can assign them to a new 
variable. You can also request that the computation be carried out selec- 
tively based on a conditional expression. 

Automatic Recode. Automatic recode assigns successive integer 
codes-1,2,3, and so on-to a new variable, based on the existing codes 
of another variable. This saves you the effort of specifying how the recod- 
ing should be carried out. 

'The following options are also available on the Transform menu but are 
not discussed in this book. These transformations are described in the on- 
line Help system. 

Random Number Seed. Lets you reproduce the pseudo-random num- 
bers generated by SPSS for sampling and certain functions in the transfor- 
mation language. 

Count. Creates a new variable that counts for each case the number of 
times certain specified values occur in other variables. You can count, for 
example, the number of times that values of 1 or 2 occur in a group of 
existing variables. 

Ranlc Cases. Creates rank scores, which show each case's rank among all 
the cases in the fie according to the values of a particular variable. 

Create Time Series. Creates new time series, containing functions such 
as the differences between successive cases, in a time series data file. 
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Replace Missing Values. Supplies nonmissing values to replace missing 
values, according to any of several functions that might provide plausible 
values. 

Run Pending Transformations. Forces SPSS to execute transformations 
that are pending as a result of the Transform & Merge Options setting. 
(See "Delaying Processing of Transformations" below.) 

Saving Changes 

Bear in mind when transforming your data that you are only changing the 
working data file. 

b To make the changes permanent, save the working data file to your 
hard disk. 

b To discard the changes, exit SPSS (or open a new data file) without 
saving the working data file. 

Delaying Processing of Transformations 

SPSS normally executes transformation commands as soon as you request 
them. However, since transformations can take several minutes to exe- 
cute for a very large data file, there are .times when you want to enter a 
dozen or more transformation commands one after another and then let 
the computer process them all at once. 

b To prevent SPSS from processing transformations immediately, from 
the menus choose: 
Edit 
Options ... 

b In the tabbed SPSS Options dialog box, click the Data tab. This dis- 
plays the SPSS Options Data tab, as shown in Figure B.l  

528 Appendix B 

Figure B. I SPSS Options dialog box 

Select 
values 

Calculate 
before used 

b Set Transformation & Merge Options to Calculate values before 
used and click OK. 

With this setting, SPSS does not execute Compute and Recode transfor- 
mations until it needs the data. In the meantime, the status bar displays 

* the message Transformations pending and the results of transformations 
are not yet visible. 

b To execute pending transformations, run a procedure that requires 
SPSS to use the data or choose Run Pending Transformations from the 
Transform menu. 

When transformations are pending, the Data Editor will not allow you to 
make certain changes to your working data file. 

Recoding Values 

Recoding is done with a series of specifications, of the form, "If the old 
value is this, assign a new value of that." A case's existing value is checked 
against each of these specifications until one of them matches. Then the 
new value is assigned, and SPSS moves on to process the next case. 
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There are two Recode commands: Recode into Same Variables and 
Recode into Different Variables. The former changes the values of vari- 
ables based solely on their existing values, while the latter creates new 
variables with values that depend only on the existing values of single 
variables. 
8 A case is never changed by more than one of a group of recode specifi- 

cations. 
* If a case doesn't match any of the recode specifications, its value remains 

unchanged (if recoding into same variable) or becomes system-missing 
(if recoding into a new variable). 

Example: Recoding Age into Age Categories 

This example recodes the variable age (age in integer years) into a new 
variable that contains age in one of three categories: 14 through 29, 30 
through 49, and 50 or older. (If age is not an integer you must modify 
the recode statement so that ages between 29 and 30, and between 49 and 
50, are assigned to the proper groups.) 

b Open the salary.sav data file. 

b From the menus choose: 
Transform 

Recode b 
Into Different Variables ... 

This opens the Recode into Different Variables dialog box, as shown in 
Figure B.2. 

Figure B.2 Recode into Different Variables dialon box 

b Move age into the Input Variable -> Output Variable list. The name 
of the list changes to reflect: that a numeric variable has been selected, 
as shown in Figure B.2. 

b In the Output Variable box, type agecat for the output variable and 
click Change. 

This adds agecat to the Numeric Variable -> Output list. A new variable 
agecat will be created, which conrains the recoded values of age. 

+ Click Old and New Values. 

This opens the Old and New Values dialog box, as shown 

Figure 8.3 Old and New Values dialog box 

in Figure B.3. 

- Enter 
new 
v a l u ~  

b In the Old Value group, select the first Range alternative. 

B Type 14 in the first range box and 29 in the second range box. 

8, Type 1 in the New Value box. 

b Click Add. 

The specification 14 thru 29 -> 1 is added to the Old -> New list. All ages 
between 14 and 29 will be coded 1 in the new agecat variable. 

B Click again on Range. Type 30 in the &st range box and 49 in the sec- 
ond range box. 

B Type 2 in the New Value box and click Add. 

B Click Range: through highest and type 50 in the box. 
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b Type 3 in the New Value box and click Add. 

That should take care of all age groups in this file. But what if someone 
is coded with an age less' than 14? Since the file contains data about adults 
who work for a bank, that would surely be a coding mistake, but it could 
happen. It's best to be safe. 

b In the Old Values box, click All other values. 

b In the New Value box, click System-missing and click Add one more 
time. 

Figure B.4 Completed Old and New Values dialog box 

The Old and New Values dialog box should now look like Figure B.4. If 
it doesn't-if one of your specifications is incorrect--click the incorrect 
specification in the Old ->New list, make the needed correction, and click 
Change. 

b Click Continue to return to the Recode into Different Variables dialog 
box. Then click OK to execute the transformation. 

You have now changed the working data file; however, you don't want 
to make these changes a permanent part of the salary.sav data file. 

b To avoid saving changes to the salary.sav data file, exit SPSS tuitl~ozit 
saving changes or clear the Data Editor by selecting New from its File 
menu. 

532 Appendix B 

Computing Variables 
The Compute Variable dialog box assigns the result of a single expression 
to a "target variable" for each case. The target variable can be a new vari- 
able or an existing variable (in which case the existing values will be over- 
written). For example, you can compute standard scores for a variable, 
as described in the first example below. A great number of functions are 
available, so expressions can be quite complex. 

b To open the Compute Variable dialog box, as shown in Figure B.5, 
from the Data Editor menus choose: 
Transform 

Compute ... 

Figure 6.5 Compute Variable dialog box 

nurnerlc Function 
list 

Unlike a spreadsheet, SPSS does not remember the formula used to com- 
pute data values or automatically update them. (In the example men- 
tioned above, if you go back and change the values for the variable score, 
the zscore values will not be automatically recalculated to reflect the 
change.) 

The Calculator Pad 
The calculator pad allows you to  paste operators and functions into your 
formula. You don't have to use the calculator pad: you can click any- 
where in the Numeric Expression box and start typing. OFten that's the 
simplest and quickest way to build an expression. The visual controls in 
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the calculator pad are there to remind you of the possibilities and to re- 
duce the likelihood that you won't remember how to spell one of the 
many functions available in SPSS. 

To use the calculator pad, just click on buttons to paste symbols and 
operators at the insertion point. Use the mouse to move the insertion 
*point. 

To paste a function, select it in the scrolling list and click the but- 
See "Exampls: 
Cumulative ton. You must then fill in the arguments, which are the values that the 
Distribution function operates on. 
Function " on p. 
535 for an A few basic calculator pad operators are described in Table B.1. The 
example of Help system contains a more detailed description of the calculator pad, 
using functions 
in an with definitions of all the functions. 
expression. 

Table B. I Calculator pad operators 

" Multiply 
I Divide 
* *  Raise to power 
+ Add 
- Subtract 

Example: Computing Z Scores 

Suppose you have a sample of IQ scores, and you wish to calculate stan- 
dard scores (z scores) for the sample. Assuming that in the population IQ 
scores have a mean of 100 and a standard deviation of 15 (as was long 
assumed to be true), the formula is 

zscore = (score - 100)/15 

To compute standard scores for a variable according to this formula: 

b Open the iq.sav data file. 

This file contains IQ scores for a hypothetical group of students. 

b Activate the Data Editor window. 

b From the menus choose: 

Transform 
Compute ... 

1 This opens the Compute Variable dialog box, as shown in Figure B.6. 

534 Appendix B 

Figure B.6 Compute Variable dialog box 

Tvpe 
zscore ' 
Type or build 
BXDreSSIOfl 

Since zscore is 
a numerrc 
variable, you 
don't have to . 
click rhe Type & 
Label button. 

B Click in the Target Variable box and type zscore. 

b Click in the Numeric Expression box. 

You can simply type the expression (score-1 00)/15 directly. in the NU- 
meric Expression box or build it using the calculator pad, as follows: 

b Select score in the variable list and click a. 
The variable name score is pasted into the expression at the insertion 
point. 

b Enter -100. 

b Select the entire expression score -100 and click the ( ) button. 

The expression now reads (score -100). 

B- Enter 115. 

The expression now reads (score -100)115. 

b Click OK. 

SPSS computes z scores for all cases in the working data file. 
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Example: Cumulative Distribution Function 

You can calculate the proportion of the population with z scores greater 
in absolute value than each of the z scores in your sample, as discussed in 
question 10 in the exercises for Chapter 10. Assurningthe variable zscore 
contains the z scores for your sample, the formula is 

twotailp = 2 *(I- cdfnorrn(abs(zscore))) 

B If you want to attempt this example, you can substitute any variable 
that contains z scores for the zscore variable named in the formula 
above. (You can use the Descriptives procedure to save z scores for any 
variable, as described in Chapter 4.) 

b From the menus choose: 
Transform 
Compute ... 

This opens the Compute Variable dialog box. 

b Type twotailp in the Target'Variable box. 

Figure 8.7 Compute Variable dialog box 

You can simply type the expression 2"(1-CDFNORM(ABS(zscore))), as 
shown in Figure B.7, or build the expression as follows: 

b Enter 2'(1-). 

b With the cursor inside the right parenthesis, select CDFNORM(zvalue) 
in the Functions list and click m. 

The CDFNORM function is pasted into the formula at the insertion point. 
The expression now reads 2 * ( 1- CDFNORM( 7 ) ), with the question 
mark selected. You must replace the question mark with an argument for 
the CDFNORM function. 

b Select ABS(numexpr) in the Functions list and click a. 
The expression now reads 2 * ( 1- CDFNORM ( ABS( ? ) ) 1. Once again, 
the question mark is selected; you must now supply an argument for the- 
ABS function. 

b Select zscore in the variable list and click m. 
The variable zscore is now pasted in as the argument for the ABS func- 
tion. The expression is now complete. 

b Click OK. 

SPSS computes the proportions for all cases in the working data file. 

Automatic Reeoding 
Automatrc SPSS's Recode facility is quite useful but requires you to enter detailed 
Recode rs 
par-t~cularly specifications. The Automatic Recode facility needs no specifications. It 
useful as a way simply converts all the codes of a current variable into new codes-l,2, 
of convartrng a -' - 
strrng varrable 3, and so on-for a new variable. 
Into a numeric 
vanable 

Example: Creating Numeric Country Codes 

In the country.savdata file, the string variable country contains the name 
of each country. Suppose you want to create numeric country codes. YOU 
can do this as follows: 

b From the Data Editor menus choose: 
Transform 
Automatic Recode ... 

This opens the Automatic ~ e c o d e  dialog box, as shown in Figure B.8. 
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Figure B.8 Automatic Recode dialog box This opens a dialog box where you can specify a logical condition. For ex- 
ample, the Compute Variable If Cases dialog box is shown in Figure B.9. 

F i~ure  B.9 Compute Variable If Cases dialog box 

Select to 
specify a logical 
condit~on 

. . -,.; 
. / I  

b Select country in the variable list and move it into the Variable -> New 
Name list. 

b Type ctrycode in the New Name box and click New Name. 

b ClicG OK. This dialog box contains the familiar Calculator Pad. Here you use it to 
build a logical condition, one that is either true or false for a case, depend- 
ing on the case's data values. Table B.2 describes some operators that are 
particularly useful in building logical conditions. 

See "The , 
Calculator Pad" 
on p. 532. SPSS creates the new variable ctrycode, which contains a unique numeric 

code for each country. The codes are assigned in sequence; the fist  coun- 
try will have a code of 1, the second 2, and so on. If there were several 
cases for the same country, they would all be assigned the same code 
value. 

Since the original variable country does not have value labels, the ac- 
tual values of country (Afghanistan, Albania, Algeria, and so on) are used 
as value labels for the new variable ctrycode. 

Table 6.2 Operators useful in logical expressions 

c Less than 
> Greater than 
c= Less than or equal to 

>= Greater than or equal t o  
- - Equal to 
-= N o t  equal to 
& And 
I Or 
- N o t  

Conditional Transformations 

If you want to transform the values of only some cases, depending on 
their data values, you need a conditional transformation, one that is car- 
ried out only if a logical condition is true. For example, you might want 
to transform olzly cases for people who are full-time workers. 

The Compute Variable dialog box, both Recode dialog boxes, and 
the Count dialog box (not shown) allow you to specify such a logical 
condition. 

The logical expression sex = 2 & marital = 1, for example, is true only for 
those cases in which both conditions are met: the variable sexmust equal 
2 and the variable marital must equal 1. The logical expression sex = 2 ] 
marital = 1, by contrast, is true if either of the conditions is met. 

b To specify a logical condition for a transformation, cliclc If in the Com- 
pute Variable, Recode, or Count dialog box. 
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Example: Wife's Employment Status This opens the Compute Variable If Cases dialog box, as shown in Figure B.11. 
The General Social Survey contains employment status questions for the 
respondent and for the respondent's spouse. The respondent could be ei- 
ther husband or wife, depending on who was interviewed. This means 
that for each household, the wife's work status could be coded in either 
the variable wrkstat (if the wife was interviewed) or in the spouse's work 
status variable spwrksta (if the husband was interviewed). To create a 
variable containing, for all married couples, the wife's employment sta- 
tus, you might proceed as follows: 

Figure 5. l I Compute Variable I f  Cases dialog box 

Select Include if 
case satisfies 
condition 

Enter expression 
b To open the Compute Variable dialog box (see Figure B.10), from the 

menus choose: 
Transform 
Compute ... 

Figure B. I0  Compute Variable dialog box 

b Select Include if case satisfies condition. 

b Using either the calculator pad or the keyboard, enter the condition 
sex = 2 & marital = 1. 

This condition specifies that the new value should be computed only for 
cases for whom the value of the variable sex equals 2 (the code for fe- 
male) and for whom the value of marital equals 1 (married). For cases 
that do not meet this condition, the new variable wifeempl will be equal - to the system-missing value. 

k== Click Continue to return tb the Compute Variables dialog box. Then 
dick OIC. 

This creates a r?ew variable wifeempl, which is equal to wrkstat for mar- 
ried women. For cases where the respondent is not married, or is a man, 
the value of wifeempl is not defined (system-missing). 

At this point, you're halfway there. But what about respondents who 
are married men? In that case the wife's employment status would be cod- 
ed in the variable spwrksta, which contains the work status of the re- 
spondent's spouse. 

b In the Compute Variable dialog box, type wifeempl into the Target 
Variable box. 

S e l e c t  wrkstatin the variable list and press to move it into the Nu- 
meric Expression box. 

The new variable wifeempl will have the same value as the variable 
wrkstat. However, you must specify that this expression will only be eval- 
uated for cases where the respondent is a married woman. 

b Click If. 

b Open the Compute Variable dialog box again. 

!+ Delete wrkstat from the Numeric Expression box. 
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b Select the variable spwrksta and paste it into the Numeric Expression 
box. 

b Click If. 

1 2  I Clidc Continue and then click OK. 

- - 
m 
a 
0 
0 
; i  
C m 

This sets wifeempl equal to spwrksta for married men. To summarize, 
rhe first transformation creates a new variable wifeernpl, which is equal 
to wrkstat for married women and not defined for others. The second 
conditional transformation sets wifeempl equal to spwrksta for married 
men. The end result is a variable equal to wife's employment status for all 
married couples. For unmarried respondents, neither transformation is 
executed and wifeernpl is never changed. Since it's a new variable, it is 
assigned the system-missing value for the unmarried respondents. 

The logical expression still reads sex = 2 & marital = 1. 

Delete the 2 and type 1 in its place. , 

The expression now reads sex = 1 & marital = 1. 

1-1 RELATIONAL OPERATORS 
E a 
m 
c 
01 
J 

A relational operator like = compares the value on its left (for example, gender) 
with that on its right (for example, 1). There are six such operators, which are 
represented by the following symbols: 

'D 

I 
= equal to 
-= not equal to 
< less than 

L 
tE 

E 
(0 

It would also, of course, have been possible to use less than or equal to 
(<=) 39 in this instance since we are dealing with whole numbers: 

age <= 39 

<= less than or equal to - 
> greater than 
>= greater than or equal to 

S 
'P 
3 
u) r 
q 

To select non-whites, we could use not equal to (-=) 1 since whites are 
coded 1: 

ethnicgp - = 1 

The question of which is the most appropriate operator to use in selecting 
cases will depend on the selection criteria. To select cases under 40 years of 
age, we could use less than (<): 

age < 40 

COMBINING LOGICAL RELATIONS 

We can combine logical expressions with the logical operators & (and) and 
I (or). For example, we can select white men under 40 with the following 
conditional expression: 

ethnicgp = 1 & gender = 1 & age < 40 

Further steps with SPSS 8 for Windows 45 

To select people of only West Indian and African origin, we would have to 
use the I (or) logical operator: 

Note that it is necessary to repeat the full logical relation. It is not permissible 
to abbreviate this command as: 

An alternative way of doing the same thing is to use the any logical func- 
tion where any case with a value of either 3 or 4 for the variable ethnicgp is 
selected: 

The variable and the values to be selected are placed in parentheses. 
To select people between the ages of 30 and 40 inclusively, we can use the 

expression: 

age >= 30 & age < = 40 

Here, we have to use the & (and) logical operator. If we used I (or), we would 
in effect be selecting the whole sample since everybody is either above 30 or 
below 40 years of age. 

Another way of selecting people aged 30 to 40 inclusively is to use the range 
logical function where any case with a value in the range of 30 to 40 for the 
variable age is selected: 

range.(age,30,40) +. 
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Frequencies dialog box. 
Worlking with SPSS Syntax (Log) Piles 

Mei-Huei Tsay 

It is possible to modify syntax files to run slightly different statistics andlor complex, custo~nized 
statistics. Sometimes output files are too large to save on a disk or take up too much space on 
your hard drive. Therefore, it is a good idea to understand how to use the syntax or log files that 
contain SPSS commands. You can use the SPSS logs from your output file to run these 
commands. 

It is possible to open a syntax window and type in commands, but sometimes it is easier to build 
your syntax file by using one of the following methods: 

a Paste syntax commands from dialog boxes. 
o Copy syntax from the output log. 
e Copy syntax from the journal file. Fig. C.Z. 

' The syntax window. 

Creating Syntax Comlnar~ds Fronr Dialog Boxes: Using Pasfe Instead of OK 

The easiest way to generate a syntax command file is to make selections in dialogue boxes md 
paste the syntax of the selections into a syntax window. By pasting the syntax in the syntax 
window, you can generate a job file which allows you to repeat the analysis, edit it, save the 
syntax in a syntax file, and copylcut it into an output log. 

To paste syntax commands l?om a dialog box: 

o To d u s e  a syntax file, when there is only one syntax file in the window, just simply click 
on Run in the menu bar. 

0 If there are many syntax files in the window, highlight the desired syntax first, then click 
Run then Selection. The output will show on the output window. 

Q If you need to repeat a l l  the analyses in the syntax window, you can click on Run and then 
All. 

e Retrieve the data file. 
a Open the dialog box and make desired selections. For example: Statistics => Summarize => 

Frequencies. 
After making all the desired selections, click Paste instead of OK (see Fig. C.l). The syntax 
command is pasted to the syntax window. If you don't have an open syntax window, SPSS 
will open a new syntax window and paste the syntax there (see Fig. C.2). 

To do this, from the menus click on Edit => Options => Navigator => Display conmanids 
in the log. Each command you did will then be recorded in the SPSS log as in Fig. C.3. 

Fig. C.4. Open 
spss.jnl 

(4 Fig. C.3. Syntax 
2 $ commancls in th le  
0-4 3 SPSS log. s :: 
s E 

The journal file is a text file that can be edited like any other text file. But notice, because error 
and .warning messages are also recorded in the journal B e  along with your commands, you must 
delete any of these messages that appear before saving or running the syntax file (see Fig. C.5). 

e To copy the syntax %om the Output Navigator, first double click on the syntax file table to 
activate it (which allows you to edit the table), then highlight the desired syntax file (see Fig. 
C.3); from Edit, click on Copy. 

e Second, open apreviously saved syntax file or create a new one. 
e To create a new syntax file, eom the menus choose File => New => Syntax; then in the 

syntax window, choose E a t  then Paste. You can run or change the pasted syntax as we did 

Fig. C.5. Editing the 

. above. 

Usilzg Syr~tax From tile Journal File 

This is a more complicated way of doing things, but it is worth mentioning here. 

To run or edit the journal file, see above. 

5 s  
8,; 
.I g 
0 9 

To openthe journal file, 
&om the menus choose File => Open; under the Files of Type, 
choose All fles (*.*); 
then choose spss.jnl from the file name box or enter "$11 in the Fie  Name box, 
then click Open (see Fig. C.4). 

By default, SPSS records all commands executed during a session in a journal file named spss,jill 
(set with Options on the Edit menu). You can edit the journal file and save it as a syntax file that 
you can use to repeat the previous analysis. 

Ru~ziring Syntux Commands 

You can run single commands, selected groups of commands, or all commands in a syntax 
window. The following options are available on the Run menu (see Fig. C.6): 

D AU. Runs all commands in the syntax window. 
o Selection. Runs the currently selected commands. This includes any commands partially 

highhghted. 
s Cslrrent Runs the command where the cursor is currently located. 
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3. N o r m d l n l  r o z d i l e n i  

Itnihy, piesn6 dellca seriovg vyrdbgnfch 
vG36kil na zed', fivotnost elektrickfch 
%roveIt, ba  dokonce navz6jern nez6- 
visld rngieni jedne a td ie vzd6lenosti. 
Jistg jste si vzpornngli i na rozdeleni 
pi i jrnd naiich 25 abiturientd a obyvatel 
Zbohatlikova, avs'ak p r6v i  t a t0  roz- 
dgleni rnusirne z naieho pojedndni pro- 
zatirn vylouEit. Naproti tomu se sern 
velrni dobie hodi  livahy, kter6 jsrne 
rozvfjeli v souvislosti s binornickfrn roz- 
dilenirn a zbkonern velkfch Zisel. Vf- 
sledicy dvaceti hodrS rninci stejng jako 
t6rn6i kaZd6ho druhu v,Gbgrov);ch re- 
t i e n i  vykazuji t o t i i  tak6 charalteris- 
t ick6 znalcy tzv. norrn6lniho rozdgleni, 
jirnf se nyni buderne zabfvat. 
MdZe b f t  sporne', zda oznateni ,,nor- 
m d l ~ l e n i ~ m l ~ " . t : a s t n E  

r~ ~ ~ h ~ t g - ~ r -  
rn61ni" naznazuje jakesi souhlasn6 
hodnoceni), nicrn6ng ve vs'ech svgtovfch 
jazycich se piesto rnluvl o ,,norrndlnirn 
rozde"leni", ,,Normalverteilung", ,,normal 
distribution", ,,distribution norrnale" - 
tzn, I e  statistickd terrninologie je bez 

-.- .-...- i - . . rh , , i~~51"151"1: imm"~m"+ a_"&. 

tohoto slova nemysiitelnd -, ani:! by 
stat~stllca proto napadlo, i e  j inh i tu t -  
- ~ f ~ r J Y 6 ~ a " f i n T G ~ ' .  
k b ~ d r r h m W = i ; " & h 2 Z ~ ~ ~  se 
dank ?isla a rnCien8 hodnoty duly ve 
vSech pripadech lizltostlivg uvest do 
souladu s idedlnim obrazern norrn61- 
nich rozdgleni. Normdlni rozd8eni je 
jalco kaZd6 j i n e T Q 3 Z W z Z W  
p ? & E s ~ ~ ~ j ~ a m ~ -  
E e ~ ~ k a ' ~ d ~ m W 6 ~ v ~ d e e ~ i m  
. F 3 ~ ~ ~ i ; ~ ~ ~ ~ 1 ~ ~ ~ f i ~ ~ Y ~ - ~ 3 3 3 3 ~ ~ , .  bft 
&(,.$& ,.,%,pma ~ i t~g r -ax$~p .ggg~~~- '  
~,e'sfI.if ~ ~ g . t ' g y ~ ~ i a ~ ~ - ~ ~ O  i vy - 
stupuje jako induktivni statistika, snaii 
usuzovat o celku na z6kladg vzorkil 
a diltich pozorovdni, a proto rnMe po- 
skytnout jen vice neb0 meng pravdg- 
podobne odhady, bylo by dvojnbsob 
absurdni, lcdyby se pFedstirala pies- 
nost, k terd  se piedeviirn ve skuteenosti 
v takovern stupni nikdy nevyskytuje a 
kter6 je d61e vylouEena sarnfrn naho- 
dilfrn charakterern kaZd6ho v);birovl- 
ho souboru. 
Teorie a praxe v iak  jiZ prok6zaly spr6v- 
.-IU_---.-d-<5',=..d 

Jsou-li viichni havrani Eernl, neni t ieba 
vytvdiet vfbgrov8 sou'bory a uvafovat 
o tom, kolik by rnohlo b f t  havrand Ze- 
dfch neb0 svgtle rnodrfch. Je-li pravdg- 
podobnost, i e  havranl jsou Zerni, p =I,  
jde o urEitost. 
NEco jineho je, zltourn6rn-li napF. v6hu 
sta, tisice nebo~&W?itSfhu-mnofstv[ r'""." r" "'"'" -~'""'-"i.. i,,-- :,-- 

a_.rp,?u~fi~..5,e_~_~14~?~~r,r;;5],c~.,m~:~ 
&to. obievi se uvn i t i  zkournan6ho sou- 

Normdlnl kilvka nebo l6pe jedna 
z normdlnlch kiivek vzhledem 
k tomu, i e  by li bylo rnoino na- 
Itreslit strmZj8i nebo mnohem 
plo881. Podstatn): je jen vztbh 
v):ie kiivlcy v bodech, ktere vy- 
rnezuji srnirodatnou odchylku. 
Body leiicl na kiivce ve vzddle- 
nosti + nebo - 2 o smitrodatn6 
odchyllcy se nachdzeji v I/; ~ $ 8 -  
Icy, kterou rn6 kiivka norrnrilni- 
ho rozdeleni ve vrcholu (nod 
primitram 0). 

kvo'cient inteligencefkolni;h di t i ,  poret 
slov na plnG potis'tgnfch strhnk6ch 

3.3 N o r m d l n i  rozdit ienl 3. N o r r n d l n l  rozdit lenl 
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Binomiclti rozditleni (p + q ) I 2  dovoluje j i i  jasni poznat podobu norrndlni kiivky. 

sledek rnPieni neb0 sEit6ni je ,,nejEet- 
ni jsi" a ,,na obE: strany od n ~ h r j s o u  
~ f ~ l e d  kj.'pbnen6n;irrnTn%7etn6, 
a i  konetn f? vy kaiiiiK@6h4-dG!Iou ---.".--- 
extrernni hodnotu. Jeden z prvnich p i i -  
klnd~rakav&RsTorm-ii l ' i i iE~I"dEIi?ni 
pod al--Qu &el e r " ~ ~ u ~ ~ z ? i ~ d d F - K ~ F e n  i 

Mluvi se o ,,normdlni kiivce", v n5rnEine 
--,G+*.ckg~k.Li.rTe*e..e "-"'= (zvanovitC 'k3vce) 

se zietelern na stiednP vysokou kfivku, 
lcter6 se talc6 uv6di jako model pro 
normovanou norrn6lni ki ivku, ve Fran- 
cii o ,,courbe en chapeau de gendarme" 
(ki ivku policejniho klobouku) se zie- 
telern na plors'i norrn6lni kiivku. Jako 
vGdeck6 oznaEeni se take p o u w  
n 6 ~ G i E Z d X i i i % $ " " t ~ Y d i F 6 ~ y  b ' ' 
a ',. ~~~,~T~~~oTv-a(1i~ai:~aaHt~kkkii,I~5F-;6aa~vo I.6 im 

n;;5E a-p.r aoti-e..fd6iia-liit~Ti"r~-Y~--..- 
e--.---,.,, *. . - 

-Kt uz se zvoll jak6lcoliv rngiitko a at  je 
ro~kprbmYrT;T ' " j%-Fi i ;CO0~iv rn U7E8x6T~.i"li.irvE~-~mmc y - po- n - 
kt6Fe-2~Rz2iz~t";~rj"t~~Ed >-: -?,-. nichZ 
re-dE;~&ct#p~kk~e3f'LLLii;-$~u u66iio axi - 

dtIleiit5j:i. Jestliie pozorujerne plochu 
lei ici pod ,,zvonernU jako ~oubor,J,eJ,,~ 
na obe' strc! l y  od maxima (stiedni hod- 
nota, ne]tZ6q3i"'Kat?;ta) vldy piesne' 
stelne' &ti te'to plochy, a t o  vi&&mii 
+-$-d---u-lEii%j;26- O/07!i7 h-6p'a"tm?rrFe 

---.- _. -.--.-..,,.l....--.. *.-.-a* 

n.ei'-2/,-'Glkov6 plochy, v ljseku rnezi 
+ 2aa -22, gk~~,,p?.esnP.-95-~-amezi 
+3u a 3 0  j l i  99,7 % plochy. 
_~.;,__,-"c .,I. <.I-.-.-.:.-'- -l-,T 

o bvod'~t"pTs~C~5738~ s k ~ $ l $ ~ ~ ~ ~ ~ ~ k - t I .  
~ e ~ & i " n % j ~ ~ ~ d ~ d t ' ~ % n l l a  (zaokrouh- 
leno na cel6 coule) 40 coulb, skoro 
stejnou Eetnost vykazovalo 39 could, 
41 a 38 could se vyskytovalo j i I  vzdcnSji, 
42 a 37 byly jeite vzdcnajii a konetnE 
zjijtgnych 33, resp. 48 could piedstavo- 
valo jen ojedingle extrernni hodnoty. 
PodobnC uspoi6d6ni vykazuji i vysledky 
dalrich Eetnfch rngieni, nap?. v6ha 
cigaret vyr6bGn);ch cigaretovyrn auto- 
matern: v nejEetnEjSich piipadech v6- 
I i l y  1,18 p i  1,20 g neb0 1,20 a i  1,22 g, 
jen rndlokterg byly IehEinei 1,08g neb0 
tE i I i  nef 1,32 g. 

6 
s ,-, 
.g 
2 
v) 

n~.srd~rn-?!n!~~~.,~Z~..~or.y~~!~r_ozd.~!eni 
plati pro t&mei  vrechny vfbEry a pro 

rn i..m,noh &--irdzd gl-e-n-i ip-aaaaC-Ryrrf-E?T-iiych 

souborfi 
c=:...s-.. .-.,.- -...--, :. :,-- 

~ d ? m & i n i  rozdgleni m6 piedevgirn veirni 
pTjF5-"-oyTl-a%t .F-.ziT;-k.i-;x. :(Gh-cFvy - 

Obvod hrudi skotskych vojdkb podle Quiteletovy sratistiky. Shoda pozorovan);ch hodnot s nor- 
mdlnlm rozd6lenim je oi zardiejici = 39,8 palce). 

niho rozdgleni. A v k k  stej;ou hodnotu 
j i i t m a t i c l c ) ;  prhmer rnaji i.rn'%us . , r".:.-.i.r-.%-.-;l;ii 
a median (ne]cetne~n'"hodnota a pro- 
iTf~d'n7"Kodnota). Kr6tk6 ljvaha hned 
prok6ie, i e  norrndlni rozdeleni s nej- 
vPt3 EetnosrFT~Fb3tied~'.-~,musi.-- byt 

....s y-rii .aflzRa 'Tgk~~ l'G-~ - 
E,F'Fct~rh~m r o f ~ k n 6 z u ~ i  rn 
norm6 tni ho-r~zd~~len'i;;~vPsl~dteFii'osti 

-v 7p62$6 ;".-d K~-="i -i,k-.,iz2,rt-r+ .-r","-e 
Z. - -'.<',,~.c ->"." y.,..-. 

6kladern norrn6ln'ifio rozdekeni je T--.,. -* --:.-"-- %:??%,. -.- .-- -, ,., 
z usenost ze7bezpocetne znaky a hod- 

. - - ~ ~ ~ ~ ~ z I s ~ ~ ~ T Z ~ ~ ~ T ~ -  
.--- .* ---...-.-... *._--.--... ---- --3*-- 

75 

' ' - - .. I- .---- 
hodiiiiciiia r o z p t y l e r n . ~ k u d ~ e  o , ,~t ied- 

--------.a 

r iT'oa'iGiEi47Ta se zpravidla, a n iK l i i1  * 

Podle rozs-ahu rozpty&ipodle rngiitka 
zvolen6ho I_ -__- g r o  _- _"_ grafick6 __-_ ._ zn6zornEni 
vznik6 v 1dealizovan6 forrnETi,iii-mbo 
stFmTjri kiiv-k;;-- - -- - --- - ---- 
_ _ __--- -- 
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Hodnotv za  gai&dntn@hd- 
~~s9prs;t6~bm~~u-~v-:iWak~1j.if+~ 
vel mi z P i d ~ a T ~ J j ~ " , ~ & $ ~ ~ v k a  
~ _ e  t e o r e t i c k ~ ~ & i ~ ~ ~ ,  
tzn. v jist; m'jFe od nekoneEna do ne- 
konec'na. Timto postupem do nekonecna 
a plynulfm prdbEhem se norrndlni k i ivka 
@ ~ ~ ~ o % ? ~ k d h o  rozdg-leni. Piesto 
v ~ ~ ~ ~ ~ l ' ~ r ? r ~ ' t " ~ b ~ o z d g l e n i m i  
je t a k  t i snd souvislost, l e  normdlni roz- 
dglenije mofno v t i tmi? vKech prakticky 
ddleZltfch pPipadech poklddat za do- 
state2ni piesn6 vyjddr"enf binomicke'ho 
rozde'leni, EimZ si Ize u5etFit svizelne 
pocetni cperace, ktere jsme alespofi 
v n6znaku poznali p i i  nazich ~ivahach 
o binomiclc6m rozdsleni. V historii nor- 
m6lni k i i vky  nelze zamlEet .jeji pdvod 
z teorie hazardni hry. U jeji kolitbky 
st61 staFeSina poc'tu pravdGpodobnosti 
Abraham de Moivre. 

T?i mrrnani rozd5len' kolem "edni hodnoty ,u= 1 2  Md-li rozd6leni .In( rozptyl (,,= 2). 
je kfivka plochd a rozloienb; je-I1 rozptyi mall (u= 0,s). je strrnd a vyrok6. Stiednl k.vlca v p  
kazuje proporce ,,normovan&ho norrndlnfho rozd8leni". 

3.32 Norrnovan6 normdlni rozdGleni 

A==-, 
/--3.32 N o r r n o v a d  no r rnd ln i  
i-/ozdkleni 

I k d y i  jsou normcilni k i i vky  pravideln6, 
' 

symetrickd a stejnorodd, ziskdvaji vel_kf 
-A 

pralctick); vjznarn teprve daliim proce- 
sem standardizace (normovdni). K t6mu, 
*.- -- 
abychom porozumili procesu standar- 
dizace, musime uv6st j e i t i  nskolik p i i -  
kladd nestandardizovandho normdl- 
niho rozd6leni. Charakteristickit cho- 
vdni k i ivky je v idy stejn6: bod obratu 
k i i vky  l e i i  v idy ve vzddlenosti +u 
a-a, teEna v bodu obratu vidy protind 
souiadnici ve vzddlenosti +2u a -2u. 
teoreticky je v idy k i i vka  rozloiena 
na o b i  strany donekoneEna, avfak j i f  
p i i  +3u a - 3 u  se prakticky dot jkd  
osy 6seEek (souFadnice x). 
Nandfend mBrn6 hodnoty jsou vjak 
nestejnd. Vhha froubd se mdie nikdy 
odchylovat o srnirodatnou odchylku 
0,023 g od prhmi ru  1,34 g; jindy mohou 
psychometrickd je t ien i  skupiny stu- 
dentd vykazovat rozptyl 36 (a = 6) 
kolem kvocientu inteligence 112: tP- 
lesnb vdha, vfsledky sklizni, stejnB tak  
jako liboioln); poEet sritanjch a rni ie-  
n jch  vjsledkd mohou bf t  rozdileny 
p i i b l i i n i  norrndlns kolem stiedni hod- 

PrGrnernd vdho uriit&ho druhu ZroubG je 1,34 g, smirodatnd odchylta 0.023 g; protoie jde o nor- 
mBni rozdilenl, budou se velrni vzdcni vyslcytovat rrouby, kterb v d i l  m&ni nei 1.294 neb0 vice 
nei 1,386 g. 

noty se srnProdatnou odchylkou, kter6 
mdie  jednou Sn i t  pdldruheho dne, 
jindy 0.85 kg, 3,2 cm, 0,8 ohmd, 35 ma- 
rek  neb0 3,5-rn-p. 
Maji- l i  b j t  vjechna ta to  rozdilnd rns- 
i e n i  a sEit6ni opravdu 6Eelni zobrazena 
normdlnim rozdilenim, je iddouci, aby 
by1 k dispozici standardizovan); soubor 
na'strojd, kterd urnofiiuji odpovid na 
velmi rozliEn6 otdzky: ,,Kolik X f r o u b d  
je mirno toleranEni meze & 0,06 g?" - 
,,Odchyluje se v);razni rozptyl inteli- 
genEniho kvocientu urEit6 skupiny od 
rozptylu p i ib l i fns  dvojndsobni velkd 
skupiny, s n i i  by1 proveden stein); test?" 
- ,,Vytvoiime-li vjbirov); soubor 50 
idrovkk, bude v n l rn  s pravd8podob- 
nosti v i t f i  ner 68 % nejm6nZ jeden 
zrnetek?" - ,,Jak veika je pravdP- 
podobnost, f e  v ruletG padne v prdbPhu 

nejbliEiho tisice sdzelc Eislo 13 piesne 
t i indctkrdt?" 
Pievedeni vfech t ich to  rozmanitfch 
mi ieni ,  otdzek a odpovPdi na jedind 
schdrna je rno in i  jen tehdy, kdy i  je 
norrndlni rozdeleni jednoznaZnP urhno 
smirodatnou odchylkou a prdrnBrem 
a k d y i  struktura normdlniho rozdileni 
se nernini, at: u i  jde o centimetry, 
hektolitry, ohmy anebo Eisla v ruleti. 
Pouiijme pro objasnsni dan6ho pro- 
blernu napi. Zroubd: nejdiive mdme 
prdmirnou hodnotu 1,34 g a smsrodat- 
nou odchylku 0,023 g. Prvni krok: vy- 
nechdme gramy a zdstdvd p = 1,34 
a u = 0,023. Bihern druheho kroku 
provedeme da l j i  abstrakci: p rdm i r  
p = 1,34 je pro standardizovand nor- 
mdlni rozdeleni pr6vP prdmerem a prd- 
rnir  standardizovane norrndlni kiivky 
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3. N o r m d l n i  rozdgleni  

se zdsadne rovnd nule. To neni po'uhd 
liboville, n j b e  6Eeln6 konvence, pro- 
toie od kter6ho jin6ho Eisla n d  od nuly 
je moino talc lehce zjistit zrcadlovg 
stejn6 odchylky nahoru a dolil? Od- 
chylce ,,nahoruU (tieba +2) odpovidh 
stejnd odchylka ,,doldU (-2). 2). tzchto 
ddvodd tak6 tabulky standardizova- 
n6ho norm6lniho rozdgleni, kter6 jsou 
nepostradatelnou porndckou pii sta- 
tisticltl: pr6ci. nerozliZuji mezi kladnfmi 
a z6pornfmi odchyllcami. Presto vSak 
je moino z nich vyEist pravdgpodobnost 
kter6holtoliv jevu a Eetnosti. . 

Jalc to vypad6 v praxi? Tak nap?. 
chceme zjistit, kolilc iroubil se odchy- 
luje v tom neb0 onom smgru o vice nef 
0,06 ,g od prdmgrn6 v6hy. Zn6me: 
a = 0,023. Vine tak6, i e  rozdgleni ve 
standardizovan6m norrndlnim rozdg- 
leni z6visi jif jen na ,smirodatn6 od- 
chylce, protofe jsme prilmgr posunuli 

na nu lu .  Zcela jednoduxe proto porclv- 
n6me hledan6 0,06 g se smirodatnwu 
odchylkou a bez vellck ndmahy vypo- 
Zitrime, i e  0,06 je rovno 2,6 smirodatnl: 
odchylky standardizovan6ho normiil- 
niho rozdgleni. 
Danouskuternost Ize oznaiit tak6 jinak. 
Tieba takto: Irouby nemaji bfi t623 
nef 1,40 g a lehii nef 1,28 g. Jak6 je 
pravdgpodobnost, i e  odchylky budou 
piesahovat uveden6 v6hy? Pak bychom 
meli podle vzorce pro.-standardizaci 
normdlniho rozdgleni uv6st hledan6 
hodnoty do spojitosti se stiedni hod- 
notou: 

. hodnota minus 
normovan6 aritmetickf prilm6r - 

hodnota - smErodatn6 
odchylka 

Jestliie tuto ,,normovanou hodnotu" 
oznaiime z, mdie bjt vyjddieni jeitl 
kratri: 

Standardiiace normdlniho rozdcleni: prPrnr?rnd hodnota je vidy 0, odchyllcy se ui neudavaji 
v gramech, litrech nebo absolutnich tetnostech, nfbri  pouze v bliie nespecifikovanfch srngro- 
datnfch cdchylkdch. 

Dosadime-li nare Eisla, dostaneme: 
1,kO - 1,34 

0,023 = 2,6, a stejng 

Zdporni znarn6nlto oznaEuje odchylku 
pod stiedni hodnotu. 
Nyni tedy yirne, fe  z = 2,6. Ale co 
vlastn: je z (nebo at uf tuto hodnotu 
nazveme jakkoliv, protofe se vyskytuje 
pod rdznfmi ndzvy)? Chceme-li to tak 
vyjediit, je to standardlzovand smgro- 
datn6 odchylka. Stejng jako jsme zprvu 
piemgnili re6lnou stiedni hodnotu 
p = 1,34 g na ,u = 0, talc i nynf jsme 
pFemEnili redlnou sm6rodatnou od- 
chylku rr = 0,023 na .standardizovanou 
(normalizovanou) odchylkovou veliii- 
n u  z = 2,6. 

The ~ormal  

What is the normal n 
analysis? 

What does a normal distrib 

What is a standard 
What is the Central L i i r  Theorem, and why is it important? 

In Chapter 9, you learned how to evaluate a claim about the mean of a 
variable that has two possible values. Using the binomial test, you cal- 
culated the probabilities of getting various sample results when the 
probability of a success was assumed to be known. In this chapter, you'll 
learn how to test claims about the mean of a variable that has more than 
two values. You'll also learn about the normal distribution and the im- 
portant role it plays in statistics. 

b This chapter examines data on serum cholesterol levels from the 
electric.sav data file. In addition, some figures use simulated data 
sets included in the file simul.sav. The histograms and output shown 
can be obtained using the SPSS Graphs menu (see Appendix A) and 
the Descriptives procedure,(see Chapter 4). 

The Normal Distribution 
You may have noticed that the shapes of the two stemand-leaf plots in 
Chapter 9 are similar. They look like bells (on their sides). The same 
data are displayed as histograms in Figure 10.1 and Figure 10.2, where 
a bell-shaped distribution with the same mean and variance as the data 
is superimposed. You can see that most of the values are bunched in the 
center. The farther you move from the center, in either direction, the 
fewer the number of observations. The distributions are also more or 
less symmetric. That is, if you divide the distribution into two pieces at 
the peak, the two halves of the distribution are very similar in shape, 
but mirror images of each other. (The theoretical bell distribution is 
perfectly symmetric.) 

178 Chapter 10 

You can obtain 
histograms using 
the Graphs menu. 
as described in 
Appendix A. 
in the Histograms 
dialog box, select 
the variables 
curedl 0 and 
cured40. 

Figure 10.1 Simulated experiments: sample size 10 

Sample Mean 

Figure 10.2 Simulated experiments: sample size 40 

Std. Oev = 7.24 
MBan - 50 
N = 300 00 

Sample Mean 

Many variables-such as blood pressure, weight, and scores on standard- 
ized tests-turn out to have distributions that are bell-shaped. For exam- 
ple, look at Figure 10.3, which is a histogiam of cholesterol levels for a 
sample of 239 men enrolled in the Western Electric study (Pad et al., 
1963). Note that the shape of the distribution is very similar to that in 
Figure 10.2. That's a pretty remarlcable coincidence, since Figure 10.2 is 
a plot of many sample means from a distribution that has only two values 
(l=cured, Onot cured), while Figure 10.3 is a plot of actual cholesterol 
values. 
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I I Figure 10.3 Histogram of cholesterol values 
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The bell distribution that is superimposed on Figure 10.1, Figure 10.2, 
and Figure 10.3 is called the normal dismbution. A mathematical equa- 
tion specifies exactly the distribution of values for a variable that has a 
normal distribution. Consider Figure 10.4, which is a picture of a norinal 
distribution that has a mean of 100 and a standard deviation of 15. The 
center of the distribution is at the mean. The mean of a normal distribu- 
tion has the same value as the most frequently occurring value (the 
mode), and as the median, the value that splits the distribution into LWO 

equal parts. 

." 
TO obtain this 
histogram, 
open the 
e/ectric.savdata 30 
file and select 
cho1.58 In the 
Histograms 
dialog box. 

P 
$ 20 
h 

10 
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1 8  I Figure 10.4 A normal distribution 

If a variable has exactly a normal distribution, you can calculate the per- 
centage of cases falling within any interval. All you have to lrnow are the 

mean and the standard deviation. Suppose that scores on IQ tests are nor- 
mally distributed, with a mean of 100 and a standard deviation of 15, as 
was once thought to be true. In a normal distribution, 68% of all values 
fall within one standard deviation of the mean, so you would expect 68% 
of the population to have IQ scores between 85 (one standard deviation 
below the mean) and 115 (one standard deviation above the mean). Sim- 
ilarly, 95% of the values in a normal distribution fall within two standard 
deviations of the mean, so you would expect 95% of the population to 
have IQ scores between 70 and 130. 

Since a normal distribution can have any mean and standard devia- 
tion, the location of a case within the distribution is usually given by the 
number of standard deviations it is above or below the mean. (Recall 
from Chapter 4 that this is called a standard score, or z score.) A normal 
distribution in which all values are given as standard scores is called a 
standard normal distribution. A standard normal distribution has a mean 
of 0, and a standard deviation of 1. For example, a person with an IQ of 
100 would have a standard score of 0, since 100 is the mean of the distri- 
bution. Similarly a person with an IQ of 115 would have a standard score 
of +1, since the score is one standard deviation (15 points) above the 
mean, while a person with an IQ of 70 would have a standard score of 
-2, since the score is two standard deviation units (30 points) below the 
mean. 

Figure 10.5 The standard normal distribution 

Some of the areas in a standard normal distribution are shown in Figure 
10.5. Since the distribution is symmetric, half of the values are greater 
than 0, and half are less. Also, the area to the right of any given positive 
score is the same as the area to the left of the same negative score. For ex- 
ample, 16% of cases have standardized scores greater than +I, and 16% 
of cases have standardized scores less than -1. Appendix D gives areas of 
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the normal distribution for various standard scores. The exercises show 
you how to use SPSS to calculate areas in a normal distribution. 

If yoa're more than two standard deviations from the mean on 
some characteristic, does that mean you're abnormal? Not neces- 

sarily. For example, pediatricians often evaluate a child's size by finding 
percentile values. They may tell the parents that their child is at the 25th 
percentile, or 97.5th percentile for height. (For a normal distribution, 
these percentiles correspond to standardized scores of -2 and +2.) The 
small or large percentile values don't necessarily indicate that something 
is wrong. Even if you took a group of healthy children and looked at their 
height distribution, some of them would be more than two standard de- 
viations from the mean. Somebody has to fall into the tails of the normal 
distribution. This also leads to a convincing argument against grading on 
the c w e .  Even in a brilliant, hard-working class, some students will re- 
ceive scores more than 2 standard deviations below the mean. Does that 
make their performance unacceptable? Not necessarily. M M r n  

Samples from a Normal Distribution 

If you look again at Figure 10.3, you'll see that the normal distribution 
that is superimposed on the cholesterol data doesn't fit the data values ex- 
actly. The observed data are not perfectly normal. Instead, the distribu- 
tion of the data values can be described as approximately normal. That's 
not surprising. Even if you assume that cholesterol values have a perfect 
normal distribution in the population, you wouldn't expect a sample 
from this distribution to be exactly normal. You know that a sample is 
not a perfect picture of the population. You expect that samples from a 
normal population would appear to be more or less bell shaped, but it 
would be unrealistic to expect that every sample is exactly normal. In 
fact, even the population distribution of most variables is not exactly nor- 
mal. Instead, it's usually the case that the normal distribution is a good 
approximation. Slight departures from the normal distribution have little 
effect on statistical analyses that assume that the distribution of data 
values is normal. 
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Means from a Normal Population 

Since we've established that the normal distribution is a reasonable rep- 
resentation of the distribution of data values for many variables, we can 
use this information in testing statistical hypotheses about such variables. 
For example, suppose you want to test whether highly paid CEO's have 
average cholesterol levels which are different from the population as a 
whole. In 1991, Forbes sent out a survey to the 200 most highly compen- 
sated CEO's requesting their cholesterol levels. The 21 CEO's who re- 
sponded had an average cholesterol of 193 mg/dL. Assume that, in the 
population, cholesterol levels are normally distributed with a mean of 
205 and a standard deviation of 35. Based on this information, how 
would you determine if the CEO's differ from the rest of us not only in 
their net worth but in average cholesterol as well? 

To answer this question, you need to know whether 193 is an unlikely 
sample value for the mean, when the true population value is 205. To ar- 
rive at this information, you'll follow the same procedwe as you did in 
Chapter 9. However, instead of taking samples from a population in 
which only two values can occur, you'll take repeated samples from a 
normal population. 

Figure 10.6 Distribution of 500 sample means 

To obta~n th~s 70 

histogram, open 
the s~mul sav file - " n, 60 
and select the 
variable normal2 7 so 
in the Histograms 
dialog box. $ 40 

3 0. 

30 

20 

10 

0 

Sample Mean 

Figure 10.6 shows the distribution of 500 sample means from a normal 
distribution with a mean of 205 and a standard deviation of 35. Each 
mean is based on 21 cases. As you can see, the distribution of sample 
means is also approximately normal. That's always the case when you 
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calculate sample means for data from a normal population; The mean of 
the sample means is very close to 205, the population value. In fact, for 
the theoretical sampling distribution of the means, the value is exactly 
205. (Remember, the theoretical distribution of sample means is mathe- 
matically derived and tells you precisely what the distribution of the sam- 
ple means is for all possible samples of a particular size.) In Figure 10.6, 
the standard deviation of the means, also known as the standard i'or of 
the mean, is 7.34. 

Standard Error of the Mean 

You saw in Chapter 9 that the standard error of the mean tells you how 
much sample means from the same population vary. It depends on two 
things: how large a sample you take (that is, the number of cases used to 
compute the mean) and how much variability there is in the population. 
Means based on large numbers of cases vary less than means based on 
small numbers of cases. Means calculated from populations with little 
variability vary less than means calculated from populations with large 
varia bility. 

If you know the population standard deviation (or variance) and the 
number of cases in the sample, you can calculate the standard error of the 
mean by dividing the standard deviation by the square root of the number 
of cases. In this example, the population standard deviation is 35 and the 
number of cases is 21, so the standard error of the mean is: 

35 = 7.64 
JZ? Equation 10.1 

Note that the value we calculated based on the 500 samples with 21 hy- 
pothetical CEO's in each sample was not exactly 7.64, but very close. 
What we obtained was an estimate of the true value. Thaz's because we 
did not take all possible samples from the population, but restricted our 
attention to 500. 

FIGURE 16.3 Percentages of Observations within Variot3s Standard Deviation Units of 
the Mean for the Normal Curve 
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2.5. Testing whether a Distribution is Normal 

2.5.1. Running the Analysis 

It is all very well to look at histograms, but they tell us little about 
whether a distribution is close enough to normality to be useful. 
Looking at histograms is subjective and open to abuse (I can imagine 
researchers sitting looking at a completely distorted distribution and 
saying 'yep, well Bob, that looks normal to me', and Bob replying 'yep, 
sure does'). What is needed is an objective test to decide whether or not 
a distribution is normal. Fortunately, such tests exist the Kolmogorov- 
Smirnov and Shapiro-WiUc tests. These tests compare the set of scores in 
the sample to a normally distributed set of scores with the same mean 
and standard deviation. If the test is non-sigruiicant (p > 0.05) it tells us 
that the distribution of the sample is not significantly different from a 
normal distribution (i.e, it is probably normal). If, however, the test is 
significant (p < 0.05) then the distiibution in question is sigruiicantly 
different from a norrnal distribution (i.e. it is non-normal). These tests 
are great in one easy procedure they tell us whether om scores are 
normally distributed (nice!). 

The KoImogorov-Smimov (K-S from now on) test can be accessed 
through the explore command (.&alyze*Dgscriptive 
Statistics+Explore ...) ? Figure 2.6 shows the dialog boxes for the explore 
command. First, enter any variables of interest in the box labelled 
Depazdent List by highhghting them on the left-hand side and 
&~~ferr i r i~  them by clicking on a. For this example, just select the 
exam scores and numeracy scores. It is also possible to select a factor (or 
grouping variable) by which to split the output (so, if you select uni and 
transfer it to the box labelled Factor List, SPSS will produce exploratory 

2 This menu path would be $tatistics=~S-ummarizej~xplore... in version 8.0 
and earlier. 

analysis for each g r o u p a  bit like the splitfile command). If you cliclc on 
.Ed a dialog box appears, but the default option is fine (it wiu 
produce means, standard deviations and so on). The more interesting 
option for our purposes is accessed by clicking on d. In this dialog 
box select the option R [ Q ~ ~ t ~ ~ o t a ~ l h ~ ~ 4 ,  and this will produce both the K-S 
test and normal Q-Q plots for all of the variables selected. By default, 
SPSS will produce boxplots (split according to group if a factor has been 
specified) and stem and leaf diagrams as well Click on to return 
to the main dialog box and then click to run the analysis. 

$ Percentaga of laclures 

Help 1- 

L 
Figure 2.6: Dialog boxes for the explore command 

2,5,2. Output 

The first table produced by SPSS contains descriptive statistics (mean 
etc.) and should have the same values as the tables obtained using the 
frequencies procedure. The important table is that of the KoImog6rov- 
S e o v  test. This table.includes the test statistic itself, the degrees of 
freedom (which should equal the sample size) and the significance value 
of this test. Remember that a si&cant value (Sig. less than 0.05) 

Discovering Statistics Using SPSS for Windows 

indicates a ' deviation 
Tests of Normsllty from normality. For 

~ o ~ m o g o r o v - ~ m i r n o ~  1 both numeracy and 
1 stallstlc I df 1 Sia. , SpSS exam, the K-S test 

percentage on SPSS I i 1 100 1 . o l d  is higl-tl~ s i d c a n t ,  
exam " ,  - 
Numeracy 1 ,153 ( l o o  I .ooo j indicating that both 

a. Ulliefors Significance Correction distributions are not 
normal. This result is 

likely to reflect the bimodal distribution found for exam scores, and the 
positively skewed distribution observed in the numeracy scores. 
However, these tests confirm that these deviations were significant. This 
finding is importmt because the histograms tell us only that our sample 
distributions deviate from n o d ;  they do not tell us whether this 
deviation is large enough to be important. 

Normal a.0 Plot of SPSS Exem Scares Normal Q-Q Plot of Numeracy 

I 

.-a 1 Figure 2.2 Normal Q-Q plot8 of numeracy and SPSS exam scares 

SPSS also produces a normal Q-Q plot for any variables specified (see 
Figure 2.7). The normal Q-Q chart plots the values you would expect to 
get if the distribution were normal (expected values) against the values 
actually seen in the data set (observed values). The expected values are a 
straight diagonal line, whereas the observed values are plotted as 
individual points. If the data are normally distributed, then the observed 
values (the dots on the chart) should fall exactly along the straight line 
(meaning that the observed values are the same as you would expect to 
get from a normally distributed data set). Any deviation of the dots from 
the b e  represents a deviation from normality. So, if the Q-Q plot looks 
like a straight line with a wiggly snake wrapped around it then you 
have some deviation from normality! In both of the variables analysed 
we already lcnow that the data are not normal, and these plots confirm 
this observation because the dots deviate substantially from the line. It is 
noteworthy that the deviation is greater for the numeracy scores, and 
this is consistent with the higher significance value of this variable on 
the Kolmogorov-Smimov test. A deviation from normalip such as this 

Exploring Data 49 

tells us that we cannot use a parametric test, because the assumption of 
normality is not tenable. In these c i r v t a n c e s  we can sometimes turn 
to non-parametric tests as a means of testing the hypothesis of interest. 
In the next section we shall look at some of the non-parametric 
procedures available on SPSS. 
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THE NORMAL DISTXIBUTION OF PROBABIT,IlTES AND Z-SCORES 

We will now progress to the situation where discrete or continuous data have 
been collected and we are confident that we are dealing with a normally distrib- 
uted trait. Even though our sample data may not provide a perfectly normal 
curve, they are close enough to assure us we can proceed, and we have some 
independent evidence that the trait is intrinsically normally distributed. The 
next questiou is: what can the data reveal? 

It is possible to glean a certain amount of information when provided with the 
mean and standard deviation for a distribution. Such information will assume n 
normal distribution for the population and therefore will use its intrinsic shapz 
ds the basis for discussing probabilities of occurrence of events. For example, IQ 
tests are actually designed to have amean of 100 and astandard deviation of 15,. 
Referring to Figure 12.21, one would expect that about 68% of all persons 
taking an IQ test will have an IQ of between 85 and 115. One way of indicating 
an individual's performance is to state his or her position on the horizontal axis 
in terms of the percentage of examinees performing below this position, theper- 
centile group. In other words, if John did better than 67% of the other people 
taking an exam, then John was in the 67th.percentile group. If you have an 
IQ score of 115, one standard deviation above the mean, then your score is 
better than 84% of all persons taking that examination (50% below the mean 
plus 34% up to the first standard deviation). This also means that visually, 
84% of the area under the curve is to the left, as shown in Figure 13.5. 

I t  is possible to identify where in a distribution an individual score lies when 
the mean and standard deviation are known. It is relatively easy to convert a 
raw score into a number of standard deviations, called a z-score, which can 
be found in a table to see exactly in what percentile group that score falls: 

FIGURE 13.5 
The 84th percentile 
group for IQ sco r ,~  70 85 ' 100 130 

IQ Scores 

CHAFER 13 PROBABILITY AND STATISTICAL SIGNIFICANa 

z-score 
raw score - mean 
standard deviation 

Expressed in mathematical symbols, 
xi -2 ,. = - 

S 

where xi is the individual score for person i, R is the mean of the distribution of 
scores and S is the standard deviation of the distribution from equation (12.4). 
For example, an IQ score of 92 would be: 

92- 100 -8 
, = - 15 

= - 15 = -0.53 

or 0.53 standard deviations belol~r the mean. Looking this up in Table B.l in the 
Appendix B, reveals that the score corresponds to a percentage score of 20.19% 
below the mean. Subtracting this from the 50% total below the mean results in 
this score being in the 29.81 percentile. In other words, this person scored higher 
than 29.81% of the persons taking this test and 70.19% did better than this 
person. This simply tells how an individual with this score performed with 
respect to all the others. What decisions are made based upon such results is 
the domain of the researchers or other persons using these data. Now try Activ- 
ity 13.4, where you are asked to find equivalent z-scores for raw scores. 

The IQ score distribution is based upon population data, whereas in many 
situations one would be iinding z-scores based upon an estimate of the popula- 
tion mean and standard deviation provided by sample data. The assumption is 
that the distribution will not be greatly different ir the sample is truly represen- 
tative. As noted earlier, in most situations, population data will simply not be 
available anyway. 

' 8  

The Logic of 
Hypothesis Testing 

Suicide is obviously an individual act  with psychological overtones. Emile 
Durkheim, the  famous French sociologist, maintained, however, that the regular- 
ity and predictability of suicide rates over time could not be explained by 
psychological variables. H e  was conyinced that suicide rates were explainable, 
rather, in terms of "social facts." He said, 

If, instead of seeing in them only separate occurrences, unrelated and to be 
separately studied, the suicides committed in a given society during a given 
period of time are taken as a whole. it appears that this total is not simply a sbm 
of independent units, a collective total, but is itself a new fact sui generis, with 
its own unity, individuality, and consequently its own nature-a natbe, 
furtheirpore, dominantly social. (Durkheim, tr. 1951:46.) 

With the  collective nature of the suicidal act in mind, Durltheim attributed 
the regularity of its rates for various populations to the social fact of group 
solidarity, o r  t he  lack thereof. He theosized that people lacking support from group 
solidarity are  most vulnerable to suicide. His theory tlid not seek to explain the 
dynamics of individual suicides; it sought, rather, to explain stricide rates in terms 
of the differential vulnerability of various cohorts of people. 

Although Durkheim's work was completed more than 90 years ago, it is 
considered a sociological classic because i t  illustrates the proper relationship 
between theory and data. In spite of soft spots in his methods, his general 
theoretical notions about suicide as  a sociological phenomenon are still relatively 
sound.* 

* Douglas (1967) critiques Durkheim's work and reviewe further studies of suicide. 

522 INFERENTIAL STATISTICS: HYPOTHESIS TESTING 

From his theory Durkheim derived some specific hypotheses about the rela- 
tionship between social solidarity and suicide rates. Even though he never defined 
social solidarity in a rigorous manner, he did indicate various indices of it that  
could be observed and measured. For instance, he felt tha t  social solidarity varied 
from one religious persuasion to another. He reasoned tha t  social solidarity was 
highest among Jews, next among Catholics, and lowest among Protestants. He 
attributed these differences to differences in the degree to  which the lives of 
individual members were dominated by their religions. Because Protestantism 
allowed for more free inquiry and placed more responsibility on the shoulders of 
the individual, i t  fostered less social solidarity than the other two. Accordingly, 
Durkheim hypothesized that suicide rates would be highest for Protestants and 
lower for Catholics and Jews. To test his hypothesis, he  examined suicide statistics 
for various European countries. In general, he found that  his hypothesis was 
supported by the data. For example, in the states of Germany suicide rates varied 
in direct proportion to the number of Protestants and in inverse proportion to  the 
number of Catholics (Durkheim, tr. 1951:163). Moreover, those European coun- 
tries that were predominantly Catholic (e.g., Portugal, Spain, and Italy) had low 
suicide rates as  compared with high rates for predominantly Protestant countries. 
and the rates for mixed Catholic-Protestant countries were intermediate 
(Durkheim, tr. 1951:152). When the rates of Protestant, Catholic. and Jewish 
groups were compared. Protestant rates were consistently higher than those of 
the other two, and Jewish rates were generally lower than those for Catholics 
(Durkheim. tr. 1951:155).* 

Another index of social solidarity examined was marital status. Durkheim 
reasoned that the married enjoyed more social solidarity than the unmarried or 
widowed; thus, suicide rates would be lower for them. Again, the data tended 
to support his hypothesis. Rather consistently, for each age category, married 
persons had lower rates than unmarried or widowed persons (Durkheim, tr. 1951: 
176-177). Furthermore, suicide rates for married persons with children were 
.consistently lower than those for married persons without children (Durkheim, 
tr. 1951:186 ff.). 

~ u r k h e i m  went on to examine several other variables tha t  he took to be 
indices of social solidarity, in each case comparing suicide rates from several 
different sources. The data genera!ly supported his theory.' 

Durkheim's basic approach was to develop theory to account for the regular- 
ity and predictability of suicide rates in Europe in the latter part  of the 19th 
century. His major explanatory concept was social solidarity. He selected anumber 
of measurable variables to be indices of social solidarity, deduced a number of 
specific hypotheses relating these indices to suicide rates, gathered all available 
data bearing on his hypotheses, and examined them to see whether they lent 

* It should be noted that Durkheim's statistics relating suicide rates and religion were for 
countries or areas of countries and not for individuals. If predominantly Protestant 
countries have high suicide rates, it does not necessarily follow that those who are 
committing suicide are Protestants (see also Robinson, 1950.) 
' Although the statistical techniques known to us were not available td~urkheim, on a raw 
level he duplicated the reasoning underlying modern statistics. Sir Francis Galtoninvented 
carrelation earlier (Galton, 18861, but the technique was not generally known nor understood 
at the time that Durkheim conducted his study. 
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support to his predictions. He concluded that the data, on the whole, supported his 
hypotheses and theory. Therefore, he offered his theor? as a fi-uitful explanation of 
suicide rates. 

The point of this exercise in social science was to develop a theoretical expla- 
nation for a social phenomenon usehl for predicting the same class,of phenomena 
in the future. Durkheim did not prove his theory any more than any scientific 
theory is ever proven. He did demonstrate, however, that his findings were useful 
for predicting suicide rates. This is the way science uses theory. A theory is hever 
proven; it is demonstrated to be useful or not usefdl. and is used or revised. If a 
competing theory is developed that predicts better, it is substituted for the previous 
theory and is used until it is replaced, in turn, by another thedry that is an even 
better predictor. 

The process of developing theoretical explanations of social behavior is 
what sociology is all about. Science is, after all, a continual interplay between 
theory and data. The examination of data in a systematic manner gives rise to 
theory; theory gives direction to the collection of new data: and new data either 
give additional support to the theory or contritiute to its refutation. The game of 
science is concerned with the selection of the most useful theory from a number of 
competing ones. The application of scientific knowledge by practitioners and 
policymakers involves the practical use of the most fruitful theory currently in 
vogue. 

When Durkheim developed his theory he had in mind an explanation that 
would transcend particular populations. He did not, however, use sampling 
techniques nor did he worry whether his data were representative of either general 
or special populations. The data he used were descriptive of specific geographic 
areas at specific points in time. He did examine sets of data descriptive of a number 
of different special populations. In effect, he replicated his hypothesis tests. A very 
important principle of science is that hypothesis tests should be repeated in- 
dependently a number of times to gauge their soundness. The impressive aspect 
of Durkheim's work was the consistency with which these separate sets of data 
upheld his hypotheses. 

15.1 STATISTICS AND HYPOTHESIS TESTING 

When concepts that appear in sociological theories are not defined in measurable 
form, the hypotheses linking the concepts are not directly testable. The usual 
procedure in such cases is to specify measurable indices of the concepts, frame 
hypotheses relating the indices, and test these "working hypotheses" against 
empirical data. 

Figure 15.1 illustrates the relatiionship betyeen a. general theoretical 
hypothesis and a working hypothesis using Durkheim's study of suicide as an 
example. Robert E. Clark conducted a study designed to test the general 
hypothesis that incidence of mental disorders varies with occupatibnal status 
(Clark, 1949). As indices of mental disorders Clark used diagfiostic categories 

';assigned to patients in mental hospitals in the Chicago area. He looked separately 
at rates for alcoholic psychoses, senile psychoses, paresis, manic-depressive 
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Abstract concepts 
GENEFfAL HYPOTHESIS: Social Solidarity --BLevel of Suicide 

(Causal) 

Measurable indices 
WORICING HYPOTHESIS: Groups with -Suicide Rates 

(Empirical) different 
levels of 
solidarity 
(e-g., Jews, 
Catholics, 
Protestants) 

FIGURE 15.1 RELATIONSHIP BETWEEN A GENERAL THEORETICAL HYPOTHESIS AND A 
WORKING HYPOTHESIS: DURKHEIAI'S THEORY OF SUICIDE 

psychoses. and schizophrenia among patients whose occupations were known. He 
used two indices of occupational status: a measure of the prestige of the 
occupation on the North-Hatt scale,* and the median income for the occupation in 
the Chicago area at the time of the study. 

From the one general hypothesis Clark framed several working hypotheses. 
relating indices of mental disorders to indices of occupational status. When he 
tested his working hypotheses against the data, he found that his general 
hypothesis had to be qualified. Alcoholic psychoses, senile psychoses, paresis, and 
schizophrenia were inversely related to occupational status (the higher the 
occupational status, the lower the incidence of the disorder), but manic-depressive 
psychoses were unrelated (Clark, 1949:440). Although Clark's substantive findings 
are interesting in themselves, we are concerned primarily with the procedures used 
to test the general hypothesis. Clark selected indices of his theoretical concepts 
and recast his general hypothesis in terms of these indices, thus deriving working 
hypotheses; then he subjected his working hypotheses to empirical tests and, on 
the basis of these tests, drew conclusions about the general hypothesis. 

When population data are available, the indices serve as parameters; and 
decisions about hypotheses can be made simply by examining the parameters (no 
test of significance is needed). When Durkheim compared suicide rates in Catholic 
Bavaria with those in Protestant Prussia he merely had to take note of the fact 
that the Prussian rates were higher. Since these rates were parameters for 
his populations, the differences between them were actual differences (assuming 
that the data were error free). Therefore, descriptive statistics allow for direct 
tests of hypotheses without further complications. 

Unfortunately. population data are not usually available. We are faced with 
the necessity of examining sample data and making generalizations about the 

* For a description of the North-Hatt Scale see Reiss (1961). 

CHAPTER 15 THE OF HYPOT~ESIS 52,j 526 INFERENTIAL STATISTICS: HYPOTHESIS TESTING 

pop;lation. The procedure for testing hypotheses with sample data is as follows: 

1. Specify indicts of the concepts included in the general hypothesis. 
2. Derive working hypotheses that link the indices. 
3. Draw a sample of data from the population to which the h>poiheses apply. 
4. Use statistical techniques to analyze the sample data. 
5. On the basis of that analysis, decide whether the data support the  ork king 

hypotheses. 
6. Decide uhether the general hypothesis fruitfully describes the population. 

When hypotheses are tested usingsampledata, the cdmplication introducedis that 
parameters must be estimated, since they cannot be examined directly because 
they are not available to the researcher. For exampie,if Durkheim's comparisons 
of suicide rates in Catholic Bavaria and Protestant Prussia had been based on 
sample data rather than population data; he would have been faced with the 
necessity of estimating suicide rates from his sample data, and then deciding 
whether the estimated parameters actually differed. 

We found in Chapter 1 4  that estimating parameters involves the use of 
probability theory applied to sampling distributions. As yoti will see later. chere is 
a close relationship between interval estimates of parameters and statisricql tests 
of hypotheses. The difference between them is a difference in orientation rather 
than kind. 

F 
[ BOX 15.1 SAMPLING DISTRIBUTION I 

If the concept of the sampling distribution is not yet quite clear to you, 
perhaps you should go back and review Chapter 13, particularly the units 
under Section 13.2. An understanding of the concept of sampling distri- 
bution is essential to the discussion that follows. / 

/ f 1 15.1. The Statistical Hypothesis 

When we use sample data to test hypotheses, it is necessary to introduce a thifd 
type of hypothesis-the statistical hypothesis. Ere start with a general hypoth- 
esis, which Ice translate into working hypotheses, and from our working h~potheses 
we derive statistical hypotheses. Statistical hypotheses make statements abdut 
population parameters, but are tested by examination of statistics cofnpured from 
sample data. As a result of the outcomes of tests of statistical hypotheses, we 
decide what conclusions about the working hypotheses are warranted and. in turn, 
these decisions help us to make decisions about the general hypothesis. 

Again, we will rely heavily on sampling distributions to help us make deci- 
sions. The questions we will ask, however, will be somewhat different from t.hose 
raised in estimating parameters. We will examine the following questions: 

Are the statistics we have computed reasonably seen a s  separate sample 
estimates of a common parameter or do they estimate different, 
distinct 

In each case primary concern will be with making decisions about hypotheses that 
refei to parameters or to relationships between parameters. In classical hypothesis 
testing we must choose between two competing hypotheses. 

Is it reasonable t o  conclude that t h e  statistic we have computed from the 
sample is a n  estimate of a specific, given parameter? 
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15.2 TESTING STATISTICAL HYPOTHESES 

Thus far our discussion of hypothesis testing has been fairly abstract. It might be 
helpful a t  this point to take a concrete example, run through the process involved 
in testing a hypothesis, then analyze the procedure involved. In the process of 
presenting the example we will introduce the concepts that play an integral part in 
the testing of statistical hypotheses. 

One characteristic that particularly distinguishes the developing countries 
of the world from the others is the rate at  which infants and young children die, 
Infant and childhood diseases that have long since ceased to be serious killers in 
the industrialized countries still take a terrible toll of babies and small children 
in developing countries. Xccording to World Health Organization estimates. 
3.450.000 children die every year of diseases that 'are preventable through 
vaccination (United Nations Children's Fund. 1986). Measles alone is estimated to 
kill 2 million annually. Is the distinction between the developing and the developed 
countries merely that vaccinations are more common in the latter than in the 
former? Xccording to Mcfieown (1976), malnutrition is an important factor in the 
whole equation. People who are malnourished are more vulnerable to infection. 
and thus fall victim to diseases that. in other circumstances, are much less virulent 
(1956:35). 
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countries of the world into two categories: those that meet or exceed the 
perce'ntage requirement of daily calorie intake and those that do not. Using this 
distinction, we found that 65% of the countries of the world niet or exceeded the 
daily percentage requirement. 

Furthermore, we singled out the countries bf the world in which more thah 
50% of their populations were rural and drew a simple random sample of 30 of 
those countries. When these countries were examined to determine whether their 
per capita daily calorie intake met or exceeded the percentage requirement it was 
found that 9 of the countries did and 21 did not. Theresearch question that we wish 
to answer is whether this distribution for the 30 predominantly rural countries 
provides evidence in support of our working hypothesis. 

One might assume that malnutrition would not be a common characteristic 
of countries that are largely rural because the inhabitants could subsist on 
foodstuffs they grew themselves. According to Bogue (1969:46), however, predomi- 
nantly rural settlement petterns are characteristic of developing countries and it 
is in the developing countries that death rates are high. 

To understand better this whole process whereby underdevelopment, mal- 
nutrition. infectious disease, and high infant death rates are linked. an informative 
preliminary step would be to establish the nature of the relationship between 
rural-urban settlement and the level of nutrition existing nationally. The Food 
and .Agriculture Organization of the United Nations (U.N.) has collected interna- 
tional data on daily per capita calorie supply as a percentage of the require- 
ment necessary for satisfactory nutrition (United Nations Children's Fund. 
1985:134-35). These data may be used as a measure of the level of nutrition 
available for each country covered. 

Consistent with what has been said thus far about underdevelopment, 
nutrition, disease, and death rates, our  working hypothesis will be t h a t  
countries that  are  predominantly rural  will be less likely to provide the  
required per capita daily calorie intake than will the countries of the world 
in general. In order to test this hypothesis we used the U.N. data to divide the 

15.2.1 The Null Hypothesis 

Framing a statistical hypothesis in a positive manner, we wouid come up with sampling distribution of proportions with an expected value of 0.65, which is the 

some such hypothesis as the following: Countries tha t  are  more than 50% value for countries in which the daily per capita calorie intake met or exceeded the 

rural  a r e  significantly less likely t o  meet or exceed the  daily per capita cal- 
orie intake requirement t h a n  a re  the countries of the world in general. 
The kind of sample data we wou!d consider as evidence of significance would 
have to be stated explicitly so that we could test the hypothesis. 

Since statistical inference is based upon probability theory, tests of 
statistical hypotheses are probabilistic rather than absolute. It is not possible to 
prove or disprove statistical hypotheses in an absolute sense. The best that can be 
achieved is an estimate of their truth or falsity. 

It so happens that the rejection of a statistical hypothesis is much more 
clear-cut than is its acceptance. Therefore, the usual procedure is to frame a sta- 
tistical hypothesis contrary to that which we are hoping to prove. Such a hypoth- 
esis is known as a null hypothesis. If sample data warrant rejection of the null 
hypothesis, that is regarded as evidence for its alter~iatives-those hypotheses 
our theory predicted and those we proposed as explanations in the first place. 
The null hypothesis gets its name from the fact that it  is the hypothesis to be 
nullified by statistical test. 

The advantage of using the null hypothesis is that it serves as a basis for 
selecting a specifiisamplingdistributio~,~that is, the sampling distribution that 
would be found if the null hypothesis were, in fact, true, This sampling distribution 
is then used to determini whether sample data warrant rejection of the null 
hypothesis in favor of some set of alternatives to it. 

Since we wish to seek evidence in support of the contentibn that the rural 

requirement. 
The procedure we follow in testing the null hypothesis is: (a) assume that it 

is true, (b) generate a sampling distribution from the null hypothesis, (c) draw a 
random sample, (d) collect the relevant sample data, (e) compute the relevant 
statistic, and (f) decide whether it is reasonable to assume that the statistic came 
from the given sampling distribution. If the probability that the statistic came 
from the given sampling distribution is as small as or smaller than some pre- 
determined level. we reject the null hypothesis in favor of its alternatives. If the 
probability is not as small as or smaller than the predetermined level, we fail to 
reject the null hypothesis. 

Notice that we fail to reject the null hypothesis rather than accept it. If we 
accepted the null hypothesis. we would be saying, in effect, that it  is true. How- 
ever, if we fail to find reason to reject the null hypothesis, i t  does not necessarily 
follow that it is true. We are saying, rather, that the data we collected did not 
provide us with sufficient basis for concluding that the null hypothesis is false. 
Perhaps, our data collection was merely inadequate. 

By the same reasoning, if we do reject the null hypothesis, it does not follow 
that we accept its alternatives. All we imply by rejecting the null hypothesis is that 
some set of alternatives to it is more probable than the null hypothesis itself. 

ru'ote, also, that both the null hypothesis and its alternatives apply not to 
sample data but to population data-not to statistics but to parameters. We test 
the null hypothesis with sample data and generalize from statistics to parameters. - - 

countries of the world are less likely to meet daily calorie intake requirements 
than are countries in general, we wish to show that significantly fewer than 0.65 of 
the rural countries meet or exceed those requirements. We use the 0.65 because 
that is the proportion of all of the countries of the world that meet or exceed the 
requirements. It is, therefore, the parameter of interest to us in generating the 
sampling distribution necessary to test our null hypothesis. The null hypothesis 
would be formulated as follows: The proportion of rural  countries that  meet 
o r  exceed the daily per capita calorie intake requirement will not difFer 
significantly from 0.65. If this null hypothesis were true, we would have a 
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N L  HYPOTHESES 
$$psPodding null 
g~otheses 

The rather convoluted thinking of null hypotheses is necessary if we are going to .- 
set the scene for testing hypotheses using statistical tools. As noted in Chapter 1, 
theories survive and gain support as a result of not being disproved, rather than 
being proven conclusively. For sound theories, this does not imply a ticking 
bomb waiting to  explode in the form of some researcher in the future proving 
it wrong. What it does suggest is that researchers are usually trying out compo- 
nents of a theory in ditrerent situations or with different groups; they are looking 
for the limits of applicability or refinements in detail. Hypotheses, as described 
above, express anticipated outcomes as predicted by a given theory or the 
expected consequence of an application of principles to a situation, stated in 
more specific terms than those of a general research question. 

When it comes to testing hypotheses, all that statistics can tell us is whether 
the outcomes we ultimately see could have happened due to some causal rela- 
tionship or simply by chance alone. In other words, the effect has to be big 
enough, whether it is the difference in average scores on some performance 
task for two groups, or the cue of a correlation coefficient. The null hypothesis 
simply states that 'no significant difference' is expected between what we obtain 
and what would happen by chance alone. If the difference observed is greater 
than some minimum, then it is considered significant and whatever has hap- 
pened (probably) did not occur by chance alone. It is still up to the researcher 
to prove through sound design and data collection that nothing could have 
caused the observed effect other than what is described in the hypothesis. 

So the next stage in refining our statement of hypotheses would be to try to 
express them as null hypotheses related to the data that will be collected. As 
a consequence of a given study, several types of null hypothesis could be gener- 
ated - for example, describing differences in scores or frequencies of events 
between the sample and the population (normative), or between two groups 
or among three or more groups - i.e., they actually belong to the same popula- 
tion, not to separate populations (experimental, quasi-experimental or ex post 
facto). The statements simply anticipate that any diBerence(s) will be too 
small to be attributable to anything but chance. 

Alternatively, if one were carrying out a correlational study, the null hypoth- 
esis of 'no significant correlation' anticipares correlations that will be so small 
that they could have happened by chance alone. To illustrate this, the hypoth- 
eses of Table 2.2 above are provided in Table 2.3 with corresponding possible 
null hypotheses. 

The process of specifying a null hypothesis is one that focuses the attention on 
what will happen next, stating the implications of the proposed relationship 
among variables in terms that can be resolved by statistical instruments (see 
Figure 2.14). At this stage, it is sometimes possible to identify potential difficuI- 
ties in carrying out the research. For example, where are we going to find the 

Testing the null hypothesis 
For normally distributed traits, those that produce sample means out in either 
of the tails of a distribution of sampling means are highly unlikely. Social 
science researchers commonly accept that events which occur less frequently 
than 5% of the time are unlikely to have occurred by chance alone and conse- 
quently are considered statistically significant. To apply this to a normal dktri- 
bution would mean that the 5% must be divided between the top and the 
bottom tails of the distribution, with 2.5% for each (there are occasions when 
all 5% would occur in one tail, but that is the exception, to be discussed 
later). Consulting Table B.l in Appendix B, the top 2.5% is from 47.5% 
onward, or (interpolating) 1.96 standard deviations (SEMs) or more from the 
mean. The two ranges of sample means that would be considered slatistically 
significant, and result in the rejection of the null hypothesis since they grob:lbly 
did not occur as part of the natural chance variation in the means, are shown 
shaded in Figure 13.8. 

FIGURE 13.8 
Normal distribution 
of sample means 
with 5% si&cance 

.levels, where pis the 
population mean 

TURNING DATA INTO INFORMAnON USING STATISnCS 

re-1.96 I! ZP t1.96 
Sample Menns 

CHAPTER 2 BEGINNING THE DESIGN PROCESS 55 

Hypotheses Null hvpotheses 

A random sample of assembly-line (Both of the hypotheses assume that 
workers in factories in Birmingham will population data exist.) There will be no 
be found to suffer a greater frequency of significant difference between the mean 
sleep interruptions, and a longer amount number of times per night that assembly- 
of time awalce after going to bed, than the line workers in Birmingham awaken and 
population as a whole. the mean for the population of employed 

adults as a whole, or between the mean 
number of minutes that these workers are 
awake per night and that for the 
population of employed adults. 

One of three counselling approaches, A, There will be no significant difference 
B or C, will produce a greater reduction frequencies of 'dry' and return drinkers 
in frequency of return to drinking among across three equivalent sets of alcoholics 
alcoholics. participating in the three counselling 

approaches, A, B, C. 

It is expected that there wiIl be a negative There will be no significant correlation 
correlation between social class and drug between social class and frequency of 
use, and a negative correlation between dtug use, or between educational 
educational achievement and drug use achievement and frequency of drug use 
for a representative selection of 18-24- for a random selection of 18-24-year- 
year-olds. olds (i.e., any correlation will not a e r  

from that which could be expected by 
chance alone). 

For a sample of identical twin boys who There will be no significant diierence in 
are the sons of alcoholic fathers and frequency of alcoholism between groups 
fostered or adopted from infancy of separated twins, all sons of alcoholics, 
separately from each other, one to a when one twin goes to a family with at 
family with at least one alcoholic parent, least one alcoholic parent and the other 
one group will show a greater tendency goes to a family with no alcoholic 
towards alcoholism than the other. parents. 

In a given hospital, patients on 24-hour There will be no sighiscant difference in 
prescriptions will be expected to feel the perception of feeling rested, as 
more rested if they are awakened for measured by the Bloggs Restedness Scale 
medicines at times that follow REM completed by patients, between two 
rather than just at equal time intervals. groups: those whose medication was 

administered at regular time intervals 
and those whose medication was 
administered at times close to times 
prescribed but following a period of 
REM. 

sample of twins implied by the fourth proposal in Table 2.3? Some of the more 
interesting questions generate very difficult scenarios for resolving them, com- 
pelling researchers to rethink the hypotheses resulting from a question. 
Obviously, it is better to consider such issues early in the research process 
before too much is invested in an impossible task. 

Thus for the situation above involving the mean IQ of the sample of ll-year- 
olds, the null hypothesis and the statement of expected outcomes need an addi- 
tion: 

. . . and, is the probability that the difference between the sample mean and the 
population mean would occur naturally more or less than 5% (the chosen level 
of significance that will be used as the test criteria)? 

The cut-off point of 1.96 standard deviations (SEMs) would correspond to 
1.96 x 2.5 = 4.9 points above or below the mean. Thus a sample mean IQ of 
less than 95.1 or greater than 104.9 would be considered significant and the 
sample not representative of the population. Therefore, in the example, the 
group with a mean IQ of 106 would be considered statistically significant and 
the group not typical, and it is unlikely that they are a representative sample 
of the whole population, for IQ. 

Some researchers preseht results that are supported by an even lower level of 
probability, usually designated by the Greek letter a, to support their argument, 
such as 1% (a = 0.01), 0.5% (a  = 0.005), or even 0.1% (a = 0.001). TWO 
problems arise with such a practice. Fist ,  for the test to be legitimate, one 
school of thought says the level of significance should be set before the test 
(or even the study) is conducted. Remember that the hypothesis is a statement 
of expectation, one that should include what will be expected in terms of statis- 
tical outcome. It is not fair to write the rules after the game has begun. Second, 
there is a feeling that a lower significance level than 5% ( p  < 0.05), such as 1% 
(p < 0.01), provides greater support for the results. In other words, if the prob- 
ability of the relationship existing is only I in 100, that must be a stronger state- 
ment than if it were only 1 in 20. This supposition will be challenged in Chapter 
14 when the concept of the power of a statistical test is introduced. 
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gickd, sociologiclcb a statistieke. Ui tat0 
jednota jEn ukazuje, zaeiitos~4 i e  analjrza '~l~-'i;~~~~-~i'-ti;oiivVe dat neni ~ b e c  

jnference vededce. 

\I a) Formrilni " A  vztahy hodnot znnku: zde. 
rozeznavame maky 'kardinili,-zdinilni 
a nomin&i. Infomace Eerpani z techto 
vztahd mezi hodnotami maku je podstatna 

Data, kteri ziskiivhe mohou bJit Ma- 
s $ i k o v ~ n ~ @ ~ ~ ~ & ~ ~ - i ~ c ~ ~ ~ ~ & & ~ -  
b o s t i  u statisticici jednow. ~3lcterh zna- . . 

tyoRt jine statisticks; resp: pravi~~ododl  
nostni modely. 

VBtGinou se pii analjrze dat dosthime Ky jsou konstnntni, n- se podle naa- 
, d ~ ,  okamiitao stavu resuondenta. neood- 

-. - . -. 
pro vytvli.eni nej-gjsich poiula&ich do pole 2 resp. do ,pole 4 a po redulcci 

do pole 2. To je proto, i e  na s 1 W  ot5zky 
sociologi+c6ho vjrzkumu odpovidh respon- 

% 6 t i i n o u i n o s t i  chvbv a sebiek- 
t e i h o  hodnoceni obsahu kategorii odpo- 
_v8dl. Nebude tfeba snad armentovat  pro 
to, i e  poznini molndho zdroje nepfesnych 
odpovEdl a informaci je velice diileiiti pro 
konebou in terpretaci. NEkterk pomocn6 
,.klasifikace" malcG uvidim v d&im pa- 
ragrafu. (Slovo klasifilcace je v uvozov- 
kich, protoie jde jen o p o m o d  tfididi.ni, 
lcteri jsou spiie vjrhodnd nei nutni.) 

, .-- l6haji chybim pi? zji~eivfini, nemeni se 
v ease. Jine znaky (a tsch je vBtSina) jsou 
pr0m6nliv6. MSeme je povaiovat za & 
hodn6 proml?nnB, nebof jejich zji36ni je 
podmin6no spoustou nej rb6j i ich  faktorii 
- mbjektivni pocity, chyba pi5 poEitini, 
nepozornost, Spatni interpretace o t u y  Ei 
v3'bEr neiidouciho obsahov&o prvku oth- 
ky. Tato data mlitime s chybou. Zatimco 
pohlavi je neprombe,  vE.k v pi-f~b&u 

mEr. ebzvlm ;e-- . . di- 
_nilnich znaki~, tj. znal&, jejichi hodnoty 
jsou uspoMdani kategorie (obvykli ,,kvan- 
tifikace" pofadovjrm Zdem odpovedi 
v uypoi.5dinl nejsou povsiovany vidy z3 
vyhovujici); to plyne jednak z faktu, i e  .@ 
z n h a  vzd&II@atemrii na gfed~oMC .--- 
dani 6kae a dile, i e  od ov6di bp3. i  Easto 
s~~~~l-rtirni G r -  
pretovatelne ---- respondentem 

b) Pihzh ziibfovdni X konstmJcce makc 
(sloien6 znaky, s"lc&l$. Je tfeba vyjadst -- 

. Statistickg.4>y& &he o z~lcladnim sou- 
.born, populaci, tj. o definovane mnoiine 
statiitimch i e & , o t e k ( & ~ ~ ~ $ & ~ & c h : ~ b -  
jekN), k ted  je piedmEtem Nieho iajiiiu. 
Zakladni soubor mmiie bfi dvojiho tv~z" - - *  

a) jednak je to h s n e  koneE 
pli soubor iednotg, N e e  le  ie- u - 
urtitelnjr n a p m d  tim, ie p o f i h e  jeho 
I- 

W j e  hodnolu 60 "jll, pak neni davodli hy- 
potezu odmitnout, je-li palc 60'!/11 vn6 in- 
tervaliu, poyaiujerne h y p o t b  za nesprav- 
nou-(nlSo pravdepodobnou). I zde je vid6t 
omezeni statistickjrch aplikaci. Pfedpoklb- 
dejme, i e  naie tPi osoby. ksidi  nezivisle: 
vyslovily tPi rdzne hypotezy: p = 60 fl.(,, 
p = 65 'I,'", p = 55 Prvni a tPeti osoba 
piijimaji svB hypotezy, kter6 jsou ale od- 
Line pro tentjri soubor, tj. pro tutQ rea- 
litu; druhb osoba odmiti hypothu (ai: 
hypotetick5 hodnota je tats jako skutet- 
n i  v souboru). 

4. lpatni volba z n a ~  vypovidajicich 
o oqelctech; Bpatni volba re je~eib6nihc 
systimu makiL; 

5. nevhodna formulace otazek; 
6. ?emantick8 neuratost otLzek - re-_ 

spondent je chape jinak nei v~zkurnnik; 
7. Spatnjr zpitn$ pieklad statistickdho 

rozho2nuti do pojmoveho &nce vjrchozi 
teorie; 

8. je k dispozici pFMP milo dat, aby 
rnohIy bjrt prokizihy formulovane hypo- 

vytva?et tak, i e  jej rozprostteme symetric- Jak i n t e m r e t o v g ~ o v o  s ? & & ~ & ?  
ky k&m bodoveho odhadu P: JeXGe vybereme n&hodn& jeden ze sou- 

boriI o 200 statich, mBme-@h&J&, 52 m' m 
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Sifka d bude z F e i m M b f i - p ? e s n o s t i  skutekiho nem&&o paramein. A to je -- - - -  - - -  
m&nien;a pa spQLe~vosti. s iakou c h c ~ e  tei laE k volbe tohoto Msla. Ve spole6en- 
n E  konfidenM interval (interval spoleh- sk$& vedach se vEKiou rozhodujeme pro 
livosti) konstruovat. '~fedpokUdejme, ie ~ G k d  ro 99 %. Podle problbu 
s~olehlivost ma bfl 95%; vlak ve?t~;sti"ckjrch filohich mdie b$t tezy; 

9. data nejsou analyzovana podle mode- 
lu. klery by1 aplilcovan; 

10. mohl nastat ptipad, i e  priv6 u t6to 
konlcritni hypotky se projevilo p d &  
podobnostni ruiko, se k t e m  pracujeme 
ve statistice vedy. 

d = l,96. SF, 
hladina spolehlivosti volena aZ na 99,9 "/I], 
coi ie pEipad nE?kwch medicinsI$ch &h Daki pfiklady hypotb: .--.-_ .--.-_. 

a) p r i m h j r  jsledek bodovaneho testu ,mai-&iti~ .- je-eirLfBrIu-.i-tu-Bent-d- .so;dss 
l@FFi6~~ii~~t'uilr;iitii' Tsy&ilg$e/-. 

b)-PXX-fi zivislost 'mezi zna- 
kem ,,intonnovanost o d a n h  objektuW a 
znalcem ,,postoj k objel&"; 

c) na ziiklade minulych m8Peni ptedpo- 
k l i d b e ,  ie se v p d m k  zlepsi poEasi a 
budou lbtat letadlove Linky mezi Prahou 
a Bratislavou; 

d) na zAlcladE zjSt6nych symptomfi pti- 
jirname diagn6zu D. 

kde S- 'e 'b6rovk ch.y,ba. (Kdybgchom neb; &u-aci. Bdv se n ~ & k d &  m6fECi 

c h t a  $ole%vost napfi 99 %, palc by se r-duieme oro velki investice. 

koeficient mbil z 1,96 na 2,58 apod.) MAme pi-irozenf: zBjem na tom, aby in- 
terval spolehlivosti by1 co nejkratSi. Plati 

Vybi?rovB chyba se vyjadfi vzorcern: ovgem, i e  spolehlivost poiadu.- 
j~me,  tim &iii interval dostaneme a ns.- 
opak. Je tu tedy &o&~:t. men obiima-!?!!:? 

Jednou kra$GZEe bodovir odha+, 
k t e ~  m i  s olehlivost 0% a na 

je tu :00% spolehlivost, t& ~ S a k  o&- 
povidi ceU"sk6la moinfch hodnot, talrie 
takovjr ijrsledek je prakticky bezcennjr. . .. 

Neni mohe tedy zamitnout bkrtem pera 
vychodiska, anii bychom nesledovali ce- 
lou dlouhou Padu vlivi~ {z nichi aateri .  
zde byly jmenoviny), kter.6 mohou ovliv- 
fiovat celkov6 zlv6ry a celjr proces vedec- 
k6 inference - nejen jeji statistickou fist. 

Statisticke testovhni hypotiz, jako vgech- 
ny aohy ?elen& matematikou, vychizeji 
z modelu, Merf je abstrakci skutebasti. 
Z toho plynou d&i omezeni aplikace me- 
tody - vidy je zachycen ?en nglrte j 

kde N je velikost popdace (N= 1000) 
n je velikost vjbiiru (n = 200) 

je procento ve e b h  (postupnT! 
62,5; 78,O; 56,3). V4&4p.g postupu ie to. i e  ie v nem ue 

pfimo zab&.ov&na pPesn~st - Eim uiii in- 
terval pE dank spolehlivosti. tim meng 
entropEnosti v rozhodovini a tim ~Fer-  
n?+ informace. Nevjihodou viak je prive 
t6, i e  jde o interval, s nimi nemGeme 
snadno gracovat pfi vytvGeni d&ich mEr 
a- 13 srovn6vini r i ~ ~ ~ p c h  x$sledkcd. Krom.6 
toPho je tu  st'ale z ~ d n i  fakt statistickjrch 
zkv6ni - jsou to zAv* za neuratosti. 
Pouze doufime, i e  n&m ie nghoda ufi rns- 
feni pfiznivi. V dlouh6 fad8 konstrulilli 
interval& s~olehlivosti oEekivhe 5 % pfi- 

Pro naSe ti1 vjrzkumniky dostaneme po- 
stupnZ vjrpoEtem (a po zaolcrouhleni) ta- 
bulku 2. 

Tabullca 2 
I I 

tj, o hypot&ich tykajicich se pravdhpo- 
d$q&taich v ~ s ~ o ~ Z r i ~ v Z i i l n ,  
ktere m6Pime a zjiStujeme. Mluvime-li 
o statistice, pi-edpoldftdime, i e  pteklad 
z jazyka sociologie do jazyka statistiky, tj. 
$atistick& operacionalizace, je ui provede- 
n a  KoneEny VWedek rozhodnuti o veli- ..- . 

z ,aspektd reality. 

Shriime jen s t rub i  ndktere z moin?njrch 
pPistupd k testovini hypotez. . 

A) Formulujeme hypotku K a za pied- 
pokladu, i e  plati, odvodime teoreticke 
pravd6podobnostni chovhi sledovanjrch 
velitin a j e d .  jestliie data, kteri ziskime 
jsou za teto hypot6zy a o  p r i ? d o b ~ Z ,  

ypotdzu z a m i h e .  ' m i s t u i a -  ~*A- 
zveme pfistupem R A. Rshera. By10 by 
rnoZno jej ?harakterizovat jako zeslabenou 
analonii lorrickiho postupu 

einach musi birt ~ p e t  nnieveden -3 

jazyka sociologie. 
Vlnohdy PA testovani hypotez nds vjr- 

sledky pfekapuji svoa neoCek~vatelnosti 
a zdaji se zcela nemohjmi - odmithe  
hypotezy, kter6 by may  bjrt podle teore- 
ticlci.ho vjrchodiska jednoznahE potvrzeny. 

P(l00-5) 8,62 l2,93 pad& nepo&ti. Je-li zvoleni spolehlivost 
n-l - - -  dostateEn6 vysoka, musi kaidjr vjnkunl- 

(r$ 1.4'2 ) 6.90 ) 10.34 1 nilc mzhodnout sim. 
Interpretace talcn@chto vysledk6 musi b$t. 
k r - n 6  zdrienliva a opatma. Je pochopi- 
telnb nutne talcovy vjrsledek vgsvetlit a na 

- - 
(H=. D) e (non D - non H) 

(Z hypotezy :o plyne chovhi dat 0);. 
nechovaii-li se data podle pfedpokladu, 

1.90 6,; 6.18 

interval 

vosti 

eeiskovidnim vjrzkumu jsou lilohy testo- 
vlni hypotez. To jsou pfipad~. lcdy nis  
nezajimi odhadov-tv parametlv 
pi.imo, ale rozhodnuti zda h e  Pi'rnout 
ten Ei j i n $ w  parametr2h ' neho 
0. rozlo2eni veliCin wibec. 

Rsistuie cela Pada typU hypotez. Talc 

bizi teorie se s nim wroviat. Nesmime 
viak zapominat, ie to mGe bpt zpfiso- 
beno nejrkm6jiimi faktory a Wapen6 
zivEry o revizi .'chodisek nelze piiimoqt 
bei provefeni - 2 e c h G i c 5 u ~  -T?~O~UKUL 

Uvedme nekterd moinC pfiEiny: 
1. chyby v operaciw-h 

pojmd; 
r @ t n 5  ko Id - tj. Spat- 

n? p r e ~ m  matematiky; 
3. clybnjr plan a realizace sb6ru dat; 

hypotsa neplati). 
Uvaiujeme vidy rizilto u (odpovidajici 

r p i u  nepokryti skutefne hodnoty pfi 
intervalovh odhadu, nap?. 5% resp. 
v jednotklch pravdepdobnosti 0,05), kte- 
rd je stanoveno jako h o d  pravd6podob- 
nostni hranice proti hypotke, jestliie je 
sprAvni. Nastane-li milo p r a v w  
jev, pak s u b  hypotCza neplaq-neb0 M- 
stal zgrak @. A. Ralier). 

- 
ILaidq jzkumnik dostivi zcela odliSn& nap?. Grzkumnik uvedgnjr ad 4. si mohl 

\:fsledlcy, pouze prvni (anii o tom vi) po- postavit hypot&zu, i e  skutehb procento 

k r $ ~ &  SkllteEnou hodnotu. VSchni viak p = 60 %. Test hypotdzy pak mohl b:St 

doufaji, i e  jejich vjrsledky jsou spfivni ekvivalentni s konstrukci intervdc spol&- 

a maji za sebou spolehlivost 95°/o'/0. livosti; jestlie interval spolehlivosti po- 
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,.. . , . . 
5.6 Systematicl(6 chyby - , ,p iedbgin) '  v fpo te t "  

&b~.~hl4.~~!~~p-~.0~..~.~p.0~i.ti,~,~~~,',, a ,  ,,ne- tohoto norku. Mohu vytvoiit tii vzoricy 
gat i~ni ' '  dva rlzn6vfiazy,, stane re o rozsahu n, = 20, n, = I00 a n, = 500, 
situ%e jeit6 zmatenqii, kdy i  re zaEne kter6 (ndhodou) viechny majf Zetnost 
miuvit-o ~ . h l a d i n ~ , v ~ z ~ m n o s t i i ' .  . . .. . . .- Nen i  . vfb6roveho souboru p = 0.7 (tedy 
to  n l 6 i t  IciastnE zvolenf vfraz, ale 70 %) maku. AvLic kvalita, vypovidacl 
piesto je velmi roz i ien.  ,.Vfznamnort" schopnost. pravdGpodobnost jistoty m.- 
je pralcticky rot62 co pravd+Tob%-ost: . . . .:. . leho vfbErov4ho souboru budou pod- 
vfsiedek'je ,,statisticky vf inakn' j  iia statn6 n i i i i  ne i  u vgtiiho souboru. 
drovni 5 %",' protoie by jen . t i rou~ n6- 
hodou n~astal:v '95,%: I?rjp.a.de. gel6 
rozs6h16 oblast testovbni hypotGz,(viz 
kap. 6), lcterd n6s bude jejtk velmi za- 
mGstn6vat, se zaIt16d6 ,: , .2.4 - .. ,-,,...... na .-. ta'ko"fchto %.. - . - 
dvahdch a 'vfpo~tech: je neb0 neni --.. i 2-.:... . 
d o ~ ~ e n , '  \ i fs!ed.,u. i telnf.  s t o u  ne6o 
onou hygo~6zou? 
,,VYznamnost" neni tedy nic jinLho n G  
dohoda.mezi'dmi, kdo statiiticl(6-me- 
tody pouzivaji. -A zcela stejng jako 
u pravd$'odobn&sti ' Ize posu- 
zovat. 6roveii-vfznamnosti v zdvislosti 
na kladeni otdzelc. Zpravidla ' se v&- 
obecng jj~l&jd'&%;o'~e~' ,j % ( n a z ~ v a n ~  

tak'6'?%t0 dro~eii.95.%).za.,,v)irnamnC", 
lirovefi . 1 O/d2.:(99,,%) I'a ,;yyso& qf- z".hh..a"., . . ."' . - .. .. .., . . . 

- .... <.. 

'PravdEpodobnosti jistoty je talc6 z6- 
rovkii' urEen .interVaI.spolehlivijsti. Tento 
interval se m6i i  jalco smerodatnd od- 
chyllca normovcz::~~ normdlniho roz- 
d6leni neb0 take i v absolutnich hod- 

...,. .,.-... , . . .,>? .r,- . . 
not6ch. . .. ...... - . Mkli jsme jif.piil<la'dy -pro oba 
zpfiioby vyjddieni: .usPory., maji For-, 

P~Y I  r, = .? ko!elp-~r.~.~!ro..,:,,=.?~, 
interval spq!ehlivest!., (?5,,%)., od 
360 'do~~600 DM, t o t i i  od (480 - 2 4  & 
do ' ( 4 8 0 ' ' ~  zg), M6h ' '~$~eo/~'  jisi''y, rQ' 

ndhodn~ vyGanf,, rdlnik. p$ ,"ice nef 
.. ,- 

360 a mBnB. n.eL6.aPaPDM.Asp,~.c !... 

Pozn6mlta: Pozor na zdm6nu eravdgpo- 
dobnost jevu a pravdgpodobnost statis- 
tickiho rozboru. PravdEpodobnost tet- 
nosti n6jalc6ho znaltu zjiSt6n6 ve vzorku 
(~roporce vfbGrov6ho soub,oru p) je 
nez6vis16 no pravdgpodobnosti jistoty 

Interval spolehlivosti ve vfSi 4 % m6 rfiznou 
vdhu u malych a velkfch podilir. Jestiiie podil 
vzorltu elni nap?. 4 %, sahd interval spolehli- 
vosti od 2 do 6 %, 'tedy a i  do trojndsobku. 
tin[-li podil vzorku naproti tomu 35 %, je 
rozpgti ,,me21 33 a 37 %" dostatein; informa- 
tivni a piesnk; 37 % je tot i i  jen as1 o desetinu 
vSt5i nei  33 %. 
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STATISTICAL INFERENCE 

Now that we have established a background in probability and have seen what a 
normal distribution can reveal, what can a statistical test tell a researcher? It 
cannot prove that a change in one variable caused a change in another, but it 
can tell whether the difference in mean scores observed between those experien- 
cing one treatment and the usual population that did not could have occurred as 
a random event. If the test says that it is unlikely that the difference occurred by 
chance alone, it is still up to the researcher to prove that the one variable was the 
only possible cause. Statistical tests are like the 'idiot lights' on the dashboard of 

TURNING DATA INTO JNPORMATION USING STATISTICS 

your car: they only tell you that something has happened, but not exactly why. 
For example, if the oil light comes on, we assume something is not right. It could 
mean the engine is low on oil, the engine bearings have worn out, the oil pump 
has perished, the signal-sending device on the engine is broken, or a wire has 
shorted out to the light. The motorist obviously checks the oil level first, but 
if that is adequate, then it is time to call the mechanic, who will try to iind 
the reason for the light being on. In the social sciences, the researcher should 
plan a study such that when the light comes on (the statistics indicate that some- 
thing probably happened), then there is only one predicted, defensible link or 
potential cause. As seen in Chapters 1-7, designing a study to resolve such 
issues is not trivial. 

The term inferential statistics refers to the process of using data collected from 
samples to malce inferences about a larger population or populations. The 
research process introduces complications since: 

o most research involves samples (which are probably representative); 
the traits usually result in distributions of scores, thus the group characteris- 
tics or tendencies are best described as measures of central tendency, such as 
means; - the natural variability (with hopefully little error due to low reliability of the 
instrument) is best indicated by standard deviations. 

Using this information, there is a desire to compare groups to determine rela- 
tionships that will ultimately extend back to the original population(s). Thus 
any comparisons will require the nature of the distribution to be considered 
as weU as the central tendency of the group. M of this depends heavily upon 
probability, and it is never possible to speak about relationships with absolute 
certainty, a fact that causes a distinct amount of mental anguish for most people 
who feel that events should have some degree of certainty. 

There is a need to state the expected outcomes of inferential statistical 
research in terms of the nuNIzypothesis: that there will not be any statistically sig- 
nificant difference. In other words, it is expected that any differences or changes 
or relationships found will be attributable to chance alone. Even if the null 
hypothesis is rejected, it only means that the difference or occurrence witnessed 
probabljt did not occur by chance alone. This probability level traditionally has 
been set at a critical level of 5%, which basically means that if a statistical test 
says that the probability of this event occurring by chance alone is less than 5%, 

. then it probably did not occur as a random event. At this level, there is some- 
thing probably infiuencing the event@), or at least the event($ has/have 
occurred as the result of some external influence other than natural random fluc: 
tuation. Exactly what this influence is, is not made clear by the statistical test. As 
noted before, it is still up to the researcher to justify that what he or she did or 
the variables identified, were the only possible source of iduence. 

This section will bring together earlier concepts from probability and com- 
bine them with research questions and hypotheses, and apply them to the 
cases where the variables are normally distributed. Before the actual choice of 
statistical tests can be considered, it is necessary to take a brief mathematical 
look at what underlies statistical inference and significance. This will be done 
graphically as much as possible, since most decisions are made on the basis of 
where the means of sets of data are in a normal distribution. It will provide a 
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basis for later chapters that will continue the,review of inferential statistics t~y 
considering a variety of specific tests which can be used as part of experimental, 
quasi-experimental and ex post facto designs to decide the acceptability of 
stated hypotheses. 

FIGURE 13.6 
(a) The population 
distniution of IQ 
scores for all 3000 
11-year-olds in a 
local education 
authority &FA); @) 
a single exemplar 
sample dishibution 
of IQ scores of a 
random selection of 
40 11-year-olds in the 
LEA; and (c) the 
distribution of 
sample means for a 
number of such 
random samples of 1 40sNdents 
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tion of sampling means. 
The IQ score is used here simply because it is one distribution for which the 

population parameters are known, since the tests are designed to produce a 
mean of 100 and a standard deviation of 15. As will be seen later, this is the 
exception, since we rarely know what the population mean is. The situation 
where the populationmean is knownis used here primarily because it is the sim- 
plest and easiest to use to illustrate the principles behind statistical significance. 
Once this foundation is laid, all the others are basically variations on this ideal. 

Remember that when the termpopulation is used, it refers to a group sharing a 
limited set of common characteristics. In social sciences, these are often not 

Linkhg probabiIity to statistical inference 

Just as individual scores for a trait vary around a mean to form a normal dis- 
tribution, the means of samples themselves will vary if a number of represent,%- 
tive samples are taken from a population. Thus, if the frequencies of these 
means are plotted on a graph it is not surprising that we find yet another 
normal distribution. This distribution of sanipling means will be quite useful in 
making inferences about the population. This was introduced earlier in Chapter 
5 with reference to sampling error. Figure 13.6 shows all three types distribu- 
tions for IQ scores: (a) an exemplar population distribution with parameters 
provided; (b) a single-sample distribution with its statistics; and (c) a distribu- 

IQ Scores 
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obvious to the casual observer and require some form of detailed observation, 
measurement or questioning of the subjects. So initially, the issue is whether or 
not a sample as a group is simila~ enough to the population for the trait or char- 
acteristic in question to be considered representative. A statistical test should be 
able to resolve what is enough. 

The first thing to notice in Figure 13.6 is that the standard deviation (and 
width of the bell-shaped curve) for the distribution of sample means is relatively 
small compared to the standard deviations for the population and any single 
sample. Thus it is very unlikely that a truly representative sample will have a 
mean very different from that of the population. This fact is used in the most 
basic of inferential statistical tests, deciding whether a sample is to be considered 
part of a defined population, or part of some other population. To distinguish 
this standard deviation from that of a sample of the population, the standard 
deviation of the distribution of sampling means is used, which is known as 
the star~dard error of the meal1 (SEM). This will be designated by ui if it is cal- 
culated from the population parameter and is found by 

u 
0" 3 (13.2) 

where u is the population standard deviation (equation (12.2)), and 11 is the 
sample size. Obviously, the standard error of the mean depends on the 
sample size: for avery large sample size the standard error of the mean, and con- 
sequently the width of the curve for the sampling distribution, will be very small. 

It is illustrative to consider an example: in order to carry out a study, a 
researcher selects a sample of 40 students from the LEA population of 11- 
year-olds described in Figure 13.6. They are given an IQ test: the group mean 
is found to be 106. Is this group typical? Let us first state this question as a 
null hypothesis: 

Ho: There is no significant difference between the IQ of the sample group and 
&at - of the population. 

In everyday English, we would say that we expect that the sample is representa- 
tive of the population for this trait. Here the sample mean wiU be used to resolve 
the issue. To make the decision, it is necessary to zoom in on distribution (c) in 
Figure 13.6, the sample means, shown enlarged in Figure 13.7. The question 
now becomes one that is stated in terms of probabilities: 

What is the probability that a sample with a mean of 106 would be randomly 
chosen from the population? 

Recall that the area under the distribution for a range of scores represents the 
percentage of people having scores within that range (see Figure 12.21). In this 
situation, we are considering a distribution of sample means. Using Table B.l in 
Appendix B, the number of standard deviations of sampling means (SEMs) can 
be used to determine what percentage of sample means one would expect below 
this group's. Here, a sample mean of 106 is 2.40 standard deviations (SEMs) 
above the population mean, as marked on Figure 13.7. From Table B.l, this 
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tells us that 49.18% of the sample means would be expected to be between this 
score and the population mean. Add to  this the 50% below the population mean 
and we find that 99.18% of the sample means should be below this, as shown in 
Figure 13.7. To put it another way, the probability of this event or any one 
beyond it occurring as a random event is 100% - 99.18% = 0.82%, or 0.82 of 
a chance in 100 or 8.2 chances in 1000. Thus this sample mean does seem to 
be a highly unlikely outcome for a random sample, but what is unIilcely 
enough for researchers? 

HYPOTPZA o  SHOD^ DVQU ~ R O M G R O  PRO 
NEZWISLA A PAROVANA DATA: T-TESTY A EKV VALENTN 
NONPARAMETR CKC TES ANALYZE; procedury 
Compare means: one-sam -test; independent-samples totest, 
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Comparir~g Cmups 

Hotu can you determine if the values of the sum 
variable differ for s~bgroups of cases? 

8 What are subgroups of cases? 
a What can you learn from calculating s 

for subgroups of cases? 
How can you graph means for subgroups of cases? 

In Chapter 3 and Chapter 4, you used the Frequencies and Descriptives 
procedures to calculate summary statistics for all of the cases in your 
study. Often, however, you are interested in comparing summary statis- 
tics for different groups of cases. For example, you want to compwe 
hours studied per week for college freshmen, sophomores, juniors, and 
seniors. Or you want to find the average income for people living in dif- 
ferent geographical areas. There's no easy way with the Frequencies or 
Descriprives procedure to produce such information. In this chapter, 
you'll use the Means procedure to calculate simple summary statistics 
for subgroups of cases. You'll see if you can find a relationship between 
the average years of education and job satisfaction. You'll also see 
whether the relationship appears to be similar for men and women. (The 
Explore procedure described in Chapter 6 lets you examine the values of 
a variable for subgroups of cases in much greater detail.) 

b This chapter uses the gssft.sav data file, which contains some of the 
variables in the gss.sav file, but for full-time workers only. (See 
"Case Selection" on p. 541 in Appendix B if you want to know how 
this smaller file was created.) For instructions on how to obtain the 
SPSS output discussed in this chapter, see "How to Obtain Subgroup 
Means" on p. 83. 

Education and job Satisfaction 
In Figure 5.1, you see the average years of education and the standard de- 
viation for people in each of four job satisfaction categories. To make 
comparisons easier to interpret, only people employed full time are in- 
cluded in the analysis. 

Figure 5.1 Pivoted Means output for education and job 
satisfaction 

TO obtain this output, 
from rhe menus 
choose: 
Statistics 

Compare Means b 
Means ... 

Select the variables 
educ and satjob, as 
shown in Figure 5.6. 

The Pivot Table 
Editor is used to put 
statistics into the 
columns. 

Hlghest Year ot School Completed 

Std 
Job Satlsiactlon Mean N Devlatlon 
Very satisfled 14.25 327 2.79 

13.80 320 2.80 

74 2.75 

26 2.37 

=Total 14 04 747 8 7n 

Looking at the last row of Figure 5.1, you see that the 747 people who 
are employed full time have 14.04 years of education on average, with a 
standard deviation of 2.70 years. These 747 people are assigned to one of 
four subgroups, based on their job satisfaction. The first subgroup, very 
satisfied employees, are somewhat more educated than the group as a 
whole, while the fourth subgroup, very dissatisfied respondents, are the 
most educated of all. People in the two subgroups in the rniddle-moder- 
ately satisfied and a little dissatisfied employees-have somewhat less ed- 
ucation than the group as a whole. 

Plotting Mean and Standard Deviation 

A plot of the mean years of education for the four subgroups is shown in 
Figure 5.2. There is a bar for each of the subgroups. The height of the bar 
depends on the average years of education. You can easily see that the 
very dissatisfied people have the largest mean years of education. The 
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mean years of education for the middle two satisfaction groups appear to 
be similar. Note, however, that the scale for the axis on which mean ed- 
ucation is plotted doesn't start at 0. That malzes even small differences in 
years of education look large on the plot. 

Figure 5.2 Bar chart of education by job satisfaction 

YOU can obtain bar , 1481 I 
using the 

Graphs menu, as 
described in 
Appendfx A. 
In the Define 
Simple Bar Chart 
Summaries for 
Groups of Cases 
dialog box, select 
Other summaw 
function and ' 

select the variable 
educ. Select 
satjob for 
Category axis. 

Vary satlsfled Mod satisfied Uttle dlssaUsned Very dlssatlslled 

Job Satisfaction 

Layers: Defining Subgroups by More than One Variable 

Figure 5.3 Pivoted means output for job satisfaction and 
gender subgroups 

Figure 5.7. 

Highest Year of School Completed 

The Pivot Table 
Editor is used to 
move thestatist~cs 
to the columns. 

Std. 
Devlatlon 

3.00 

2.54 

I 1 Female 1 13.90 1 147 1 2.50 1 

N 
179 

1 48 

Total 

Mean 
14.20 

14.31 

To obtain this 

1 1 Female 1 13.79 1 33 1 2.53 1 

output, select the 
variable sex for 
layer 2 in the 
Means dialog box, 
as shown in 

14.25 

Total 

Job Satlsfactlon Respondenrs Sex 

327 

2.68 Mod satisfied 1 Male 1 13.71 

A little dlssatlsfied I Male 1 14.02 ( 41 1 2.95 

13.80 

I /t Total 

/ Female 1 14.06 1 339 1 2.51 1 

Very satisfied 

2.79 

173 

" ~ { e ~ t o t a l  lhne I ~ I  : 
,,each category is , ' 
,ithe same 

In Figure 5.1, all of the people who are employed full time are subdivided 
into four groups based only on their answer to the job satisfaction ques- 

... 
tion. If you want to see whether the relationship between education and 

You see that 327 people rate themselves as very satisfied with their job. 

job satisfaction is similar for males and females, you must subdivide each 
They have an average of 14.25 years of education. Of the 327 vely sat- 

of the rows of Figure 5.1 further. Figure 5.3 shows summary statistics for 
isfied people, 179 are men and 148 are women. The men have an aver- 

full-time workers, subdivided first by job satisfaction and then by gender. 
age of 14.20 years of education, while the women have 14.31 years of 
education. That's not much of a difference. Loolcing at the moderately 
satisfied males, you see that their average years of education is about 
half a year less than that of the very satisfied males. 

One of the more interesting observations gleaned from Figure 5.3 is 
that the very satisfied women have the highest average years of education 
of all the women. Women in the remaining three satisfaction categories 
have very similar average years of education. In contcast, the very dissat- 
isfied males have the highest average years of education, 15.27. (Howev- 
er, there are few cases in the very dissatisfied group, so your conclusions 
are necessarilv tentative.) The moderately satisfied males have the smau- 

Male 

Female 

320 

13.92 

est average years of education. 
Figure 5.4 is a bar chart that displays the results of Figure 5.3. There 

are four sets of bars corresponding to the job satisfaction categories. Each 

2.60 

74 1 2.75 

, Agi.1~65 1 " T O /  1 Male 1 14.01 ) 408 2.85 

.-., - -  
/ ' 

Total 14.65 1 26 1 2.37 
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youcan obtain this 
..clustered bar chart 
using the Graphs 
menu, as 
described on p. 
500. Select the 
variables educ, 
.satjob, and sex in 
: the Define 
Clustered Bar 
Summaries for 
Groups of Cases 
dialog box. 

You can obtain this 
chart by modifying 
Figure 5.4, as 
described in "Bar 
Charts" on p. 520 
n Appendix A. 
Activate- the char; 
into a chart ed~tor 
window and from 
the menus 
choose: 
Series 

Transpose Data 
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set of bars has separate bars for males and for females. The conclusions 
we reached based on the summary table are easier to see from this dis- 
play. By looking at a corresponding pair of bars, you can see if the aver- 
age years of education are similar for men and women within each 
category of job satisfaction. (Boxplots, which are a better way of compar- 
ing summary statistics for groups of cases, are described in Chapter 6.) 

Figure 5.4 Bar chart of education by job satisfaction and sex 

Mod saUanad Verydlsssllsned 

Job Satisfaction 

You can also group all of the bars for men and all of the bars for women 
together, as shown in Figure 5.5. 

Figure 5.5 Bar chart of education by sex and job satisfaction 

Now you have two subgroups: men and women. Within each subgroup, 
you see the four categories of job satisfaction. This plot makes it easy 
to see that the relationship between job satisfaction and education is not 
the same for men and women. 

Means and standard deviations for groups of cases can be displayed 
with error bar charts. See "Error Bar Chartsn on p. 523 in Appendix A. 

iw What problems are associated with calculating statistics for sub- 
&$ groups of cases? AS the number of subgroups you want to com- 
pare increases, the sample size in each of the subgroups diminishes. When 
your means are based on a small number of cases, they are not very reli- 
able. That is, the subgroup means can change substantially if you select 
another sample from the same population. You'll learn more about the 
variability of sample means in Part 3. .lam 

Summary 

3 
Job SaUsfaction 

14.0 ~~eryseUsl led  
01 
f ~ ~ o d  sstnfled 
c 
8 ~~rmedls6aUslIed 

1 135 ~ ~ e r y d l s s e ~ s l l s d  
Male Famle 

Testing a 
Two lnde 

How can you test th 
equal, based on the 

Why can't you use a one-sample t test? 
What assumptions are needed for the two independent-samples 
t test? 

* Can you prove the null hypothesis is true? 
What is power, and why is it important? 

You know how to test whether a single sample of data comes from a 
population with a Icnown mean. You've tested whether the average cho- 
lesterol level for CEO's is the same as the average for the general popu- 
lation, whether college graduates work a 40-hour week on average, and 
whether the average change in P-endorphin values is 0 during a half- 
marathon run. In Chapter 12, although you had pairs of observations, 
you analyzed the differences between the two values and tested the hy- 
pothesis that these dBerences come from a population with a mean of 0. 

In this chapter, you'll learn how to test whether two population means 
are equal based on the results observed in two independent samples- 
one from each of the populations of interest. You'll use a statistical tech- 
nique called the two independent-samples t test. You can use the two 
independent-samples t test to see if, in the population, men and women 
have the same scores on a test of physical dexterity or if two treatments 
for high cholesterol result in the same mean cholesterol levels. 

b This chapter uses the gssftsavdata file, which indudes only cases for 
people holding full-time jobs. For instructions on how to obtain the 
independent-samples t test output shown in this chapter, see "How to 
Obtain an Independent-Samples T Test" on p. 250. 
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Looking at Age Differences 
In Part 2 of this book, you examined the relationship between job satis- 
faction, age, and education for full-time employees. You saw that the av- 
erage values of age and educatian vary among the different job 
satisfaction groups. That isn't surprising, since you know that even if the 
average ages and educational levels in the population are the same for all 
job satisfaction groups, the sample means will not be equal. Different 
samples from the same population result in different sample means and 
standard deviations. To determine if any of the observed sample differ- 
ences among groups might be real, that is, not simply the result of the 
usual variability of sample means from a single population, you need to 
determine if the observed sample means would be unusual when the pop- 
ulation means are equal. 

Let's consider what happens ii you form two independent groups of 
people-those who are very satisfied with their jobs and those who are 
not. You want to determine whether the population values for average 
age and average education are the same for the two groups. First we'll 
look at age. 

3v8 t*&@ What do you mean by independent groups? Samples from differ- 
.?--a ent groups are called independent if there is no relationship be- 
tween the people or objects in the different groups. For example, if you 
select a random sample of males and a random sample of females from 
a population, the two samples are independent. That's because selecting 
a person for one group in no way influences the selection of a person for 

" another group. The two groups in a paired design are not independent, 
since either the same people or closely matched people are in both 
groups. BEIM 

Since you have means from two independent groups, you can't use the 
one-sample t test to test the null hypothesis that two population means 
are equal. That's because you now have to cope with the variability of 
two sample means: the mean for very satisfied people and the mean for 
the not very  satisfied people. When you test whether a single sample 
comes from a population with a known mean, you only have to worry 
about how much individual means from the same population vary. The 
population value to which you compare your sample mean is a fixed, 
known number. It doesn't vary from sample to sample. You assumed 
that the value of 205 mgldL for the cholesterol of the general popula- 
tion is an established norm based on large-scale studies. Similarly, the 
value of 40 hours for a work week is a comrqody held bylief. 
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You can obtain 
these statistics 
using the Means 
orocedure, which 
is described in 
Chapter 5. Select 
the variables age 
sndsatiob2 in the 
Weans dalog 
 OX. 
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Fortunately, the Central Limit Theorem works for differences of Sam- 

ple means as well as for individual means. So if your data are samples from 
The two independent-samples t test is basically a modification of the 

one-sample t test that incorporates information about the variability of 
the two independent-sample means. The standard error of the mean dif- 
ference is no longer estimated from the variance and number of cases in 
a single group. Instead, it is estimated from the variances and sample sizes 
of the two independent groups. 

Descriptive Statistics 

Look at Figure 13.1, which shows descriptive statistics for the age vari- 
able, when full-time workers are classified into one of two distinct 
groups-the very satisfied and the not very satisfied. 

Figure 13.1 Descriptive statistics for age by job satisfaction cateeory 

Age of Respondent 

You see that the average age of the very satisfied group is 41.5 years,, 
while the average age of the not very  satisfied group is 39.6. The standard 
deviation of the very satisfied group, 11.5 years, is slightly larger than the 
standard deviation of the not very satisfied group, 10.8 years. In the Gen- 
eral Social Survey sample, the very satisfied people are on average 1.9 
years older than those less content with their jobs. Based on these sample 
results, what can you reasonably conclude about the population of Amer- 
ican adults who are employed full time? Can you conclude that there is a 
difference in average ages between the two groups? 

Job Satisfaction 
Very satisfied 

Not very satisfied 
Total 

Distribution of Differences 

To answer this question, you have to determine if your observed age dif- 
ference would be unusual if the two populations have the same average 
age. In the previous chapters, you answered similar questions by looking 
at the distribution of all possible means from a population. Now you'll 
look at the distribution of all possible differences between sample means 
from two independent groups. 

Mean 

41.50 

39.57 

40.41 

approximately normal populations, or your sample size is large enough so 
that the Central Limit Theorem holds, the distribution of differences be- 
tween two sample means is also normal. It's always a good idea to obtain 
stem-and-leaf plots or histograms for each of the two groups. From these, 
you can tell what the distribution of values looks like. 

Std. 
Deviation 

11.54 

10.79 

11.16 

Standard Error of the Mean Difference 

N 
325 

41 9 

744 

If two samples come from populations with the same mean, the mean of 
the distribution of differences is 0. However, that's not enough informa- 
tion to determine if the observed sample results are unusual. YOU also 
need to know how much the sample differences vary. The standard devi- 
ation of the difference between two sample means, the standard error of 
the mean difference, tells you that. When you have two independent 
groups, you must estimate the standard error of the mean dierence from 
the standard deviations and the sample sizes in each of the two groups. 

How do I estimate t h e  standard error of the  difference? #& The formula is 

where s~'  is the variance for the first sample and sZ2 is the variance for 
the second sample. The sample sizes for the two samples are n ,  and n2. 
I f  you look carefully at the formula, you'll see that the standard error of 
the mean difference depends on the standard errors of the two sample 
means. You square the standard error of the mean for each of the two 
groups. Next you sum them, and then take the square root. PMsl 

Computing the T Statistic 

Once you've estimated the standard error of the mean difference, you can 
compute the t statistic the same way as in the previous chapters. YOU 
divide the observed mean difference by the standard error of the differ- 
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ence. This tells you how many standard error units from the popularion 
mean of 0 your observed difference falls. That is, 

Equation 13.1 

If your observed difference is udilcely when the null hypothesis is true, 
you can reject the null hypothesis. 

How is this different from the one-sample r test? The idea is exact- 
ly the same. What differs is that you now have two independent- 

sample means, not one. SO you estimate the standard error of the mean 
difference based on two sample variances and two sample sues. D iti 

Output from the Two Independent-Samples T Test 

Look at Figure 13.2, which shows the results from SPSS of testing the null 
hypothesis that in the population the average age of very satisfied full- 
time workers and not very satisfied full-time workers is the same. 

Figure 13.2 Independent-samples t test of age by job 
satisfaction 

To obtain this 
output, from 
the menus 
choose: 

not 
assumed 

statistics 
Corn are Means b 

lngpendent 
Samples T Test. .. 

, 
: .:'.!-.,;' :::j, .L;,;.'::..jj;::.:<, 
;,;T(&:$$i;$$fo.K;, .?;!, 
..tt,-&d&&&mole'9, ...i:-, Lower .32 .30 :... 
d j p T g  <,..: $,yG2,-+,;::::; :::$.: Intewal of the Mean Upper 3.54 3.56 

Age of Respondent 
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Equal 

the t-test for Equality of t age and satjob2, 2.347 
as shown in Means d f  
Figure 73.8. 

742 
Sig. (2-tailed) 

I 

In the output, there are two slightly different versions of the t test. One 
makes the assumption that the variances in the two populations are 
equal; the other does not. This assumption affects how the standard error 
of the mean difference is calculated. You'll learn more about this distinc- 

Equal 
variances 

variances 
assumed 

,377 

,540 

Levene's Test for 
Equality of Variances 

tion later in this chapter. 
Consider the column labeled Equal variances assumed. You see that 

for the observed difference of 1.93 years, the t statistic is 2.35. (To cal- 
culate the t statistic, divide the observed dierence of 1.93 by 0.82, the 

F 

Sig, 

standard error of the difference estimate when the two population vari- 
ances are assumed to be equal.) The degrees of freedom for the t statistic 
are 742, the sum of the sample sizes in the two groups minus 2. 

The observed two-tailed sigdcance level is 0.019. This tells you that 
only 1.9% of the time would you expect to see a sample diierence of 1.93 
years or larger, when the two population means are equal. Since 1.9% is 
less than 5%, you reject the null hypothesis that the two groups of work- 
ers come from populations with the same average age. Your observed re- 
sults are unusual if the null hypothesis is true. 

Confidence Intervals for the Mean Difference 
Take another look at Figure 13.2. The 95% confidence interval for the 
true difference is from 0.32 years to 3.54 years. This tells you it's ricely 
that the true mean difference is anywhere from a third of a year to slightly 
more than three and one-half years. Since your observed siguficance level 

... for the test that the two population means are equal was less than 5%, 
you know that the 95% confidence interval will not contain the value of 
0. (Remember, only likely values are included in a confidence interval. 
Since you found 0 to be an unliltely value, it won't be included in the con- 
fidence interval.) 

I f  I compute a 99% confidence interval for the  true mean differ- 

TO ca~cu~ata a ence, will it also not inclgde 01 ?&e 99% confidence interval for 
99% confidence the mean difference extends from -0.194 to 4.053. This interval does in- 
99 ~n the T Test clude the value of 0. That's because your observed sigdicance level is 
Options dialog 
box /see hgure 

greater than 1%. If your criterion for unusual is 1 in a 100 or less, you 
73.70). cannot reject the null hypothesis based on the t test or on the correspond- 

ing 99% confidence interval for the mean difference. m.81 
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Another Way of Looking a t  It 
Besting the Equality of Variances 

You found a small, but statistically significant, age difference between 
people who are very satisfied with their jobs and those who aren't. Since 
the observed sample difference is less than two years, it's tempting to dis- 
miss this finding as not particularly interesting. However, there are many 
different ways you can look at the relationships between the two vari- 
ables. Sometimes uninteresting information can become more interesting 
when looked at in another way. 

You saw that there are two different t values in Figure 13.2. That's be- 
cause there are two different ways to estimate the standud error of the 
difference. One of them assumes that the variances are equal in the two 
populations from which you are talcing samples, the other one does not. 

In Figure 13.1, you see that the observed standard deviations in the 
two samples are fairly similar. You can test the null hypothesis that the 
two samples come from populations with the same variances using the 
Levene test, which is shown in Figure 13.4. If the observed significance 
level for the Levene test is small, you can reject the null hypothesis that 
the two population variances are equal. 

For this example, you can't reject the equal variances hypothesis, since 
the obsemed s i d c a n c e  level for the Levene test is 0.54. That means you 
can use the results labeled equal variances in Figure 13.4. 

Figure 13.3 Crosstabulation of job satisfaction and age 

la 
c 
(U 
5. 
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5 
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you can obtain 
. '~sstabulations 
,, us~ng the 
"Crosstabs 
'procedure, as 
discussed in 
Chapter 7. % within 

Figure 13.4 Levene test for equality of variances 

To obtain this 
output, select the 
variables age and 
satiob-7 in the 

30-39 

4049 

50+ 

I I variances I not I 

age In four 
categories 
Count 

% w~thln 
age In four 
categories 

Count 

% w ~ t h ~ n  
age in four 
categones 

Count 

Age of Respondent 

Independent- 
Samples T Test 
dialog box, as 
shown 1n Figure 
13.8. 

Equal 

33.6%- 

112 

46.1 % 

89 

42 4% 

78 

Equal 
variances 

t-test for Equality of t 
Means df 

Std. Error Difference 

95% Confidence 

66 4% 

. 

Levene's Test for 
Equality of Variances 

l Lower 

100 0% 

assumed 
.377 

~ 5 4 0  

F 
Sig, 

Look at Figure 13.3, which is a crosstabulation of the two categories of 
job satisfaction and four categories of age. From the row percentages, you 
see that only 33.6% of people less than 30 are very satisfied with their 
jobs, while over 50% of people age 50 and over are v e y  satisfied. Over- 
all, 43.7% of full-time worlcers claim to be very satisfied with their jobs. 
The crosstabulation provides findings that are more interesting and easicr 
to interpret. (In Chapter 16, you'll learn how to test hypotheses that the 
two variables in a crosstabulation are independent.) 

assumed 

Interval of the Mean 
Upper 

131 

If the Levene test leads you to reject the null hypothesis that the two pop- 
ulation variances are equal, or if you are unsure, you should use the re- 
sults from the column labeled Equal variances not assumed in Figure 
13.4. Notice that the estimate of rhe standard error of the difference is not 
the same in the two columns. This affects the t value and confidence in- 

53 9% 

121 

57 6% 

76 
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100.0% 

210 

100 0% 

1 54 

group is more or less symmetric. One case stands out in the plot. That's 
the person who claims no formal education. For the not very satisfied 
group, the median is close to the bottom edge, indicating that there is a 
tail toward higher ed~:cational levels. If your sample is small, and the 
departures from normality are severe, you may want to substitute one of 
the nonparametric tests described in Chapter 17  for the independent- 
samples t test. In this case, the sample sizes are large, so the hdependent- 
samples t test should work just fine. 

Figure 13.5 Descriptive stztistics for education by job satisfaction 

: 32:6%~0fpGobIe 
, less then 30 are 
:'ye 'satlshed 
yhC/ ?elyiObs , ' i  7 ,  

terval. When you use the estimate of the standard error of the difference 
that does not assume that the two variances are equal, the degrees of free- 
dom for the t statistic are no longer the sum of the two sample sizes minus 
two. They are calculated based on both the sample sizes and the standard 
deviations in each of the groups. In this example, both t tests give very 
similar results, but that's not always the case. 

Why do you get different numbers for the standard error of the 
mean difference depending on the assumptions you make about the 

population variances? If you assume that the two population variances 
are equal, you can compute what's called a pooled estimate of the vari- 
ance. The idea is similar to that of averaging the variances in the two 
groups, taking into account the sample size. The formula for the pooled 

You can obtain Highsst Year of School Completed 
these statistics 
using the Means Deviation 
procedure, as 
discussed in Very satisfied 14.25 
Chapter 5. 

Not very satisfied 13.87 420 2.62 

variance is 

Figure 13.6 Boxplot of education by job satisfaction 

30 0 

Total 

You can obtain this 
boxolot ~ s l n g  the I 

14.04 

L 
9) 
Q. 
a 
S 

.$ Explore procedure, 
as discussed in 
Chapter 6. 

It is this pooled value that is substituted for both sI2 and S; in the 
equation on p. 236. If you do not assume that the two population vari- 
ances are equal, the individual sample variances are used in the equation 

I 8 / Comparing Education 

747 

From the previous analysis, you concluded that there appears to be a dif- 
ference in average ages between those who are very satisfied with their 
jobs and those who are not. Younger people tend to be less satisfied with 
their jobs than older people. Now consider education. As always, your 
first step should be to look at the data values in the two groups. Look at 
the distributions, and try to see if there's anything unusual going on. For 
small sample sizes, see if the distribution of data values is approximately 
normal. 

Figure 13.5 contains the descriptive statistics for the two groups. You 
see that the very satisfied people are somewhat berter educated (or at least 
went to school longer) than those who are not very satisfied. The differ- 
ence is slightly more than a third of a year. Figure 13.6 shows the distri- 
bution of education graphically. From the boxplot, you see that the 
variability of the two groups is similar. Since the median for the very sat- 
isfied group is in the middie of the box, the distribution of values for the 

2.70 ( 

Based on the Levene test in Figure 13.7, there is no reason to doubt that 
the population variances are equal, so you can use the t value in the col- 
umn labeled Equal variances assumed to test the null hypothesis that in 
the population, the average years of education are the same for those who 
are very satisfied with their jobs and those who are not. The two-tailed 
significance level is 0.057, so you don't reject the null hypothesis. AS ex- 
pected, the 95% confidence interval for the mean difference includes the 
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To obtain this output, 
select the variables 
educ and satjob2 in 
the hdependent- 
Samples T Test dialog 
box. (See Figure 13.8.) 
Then activate the 
pivot table and from 
the menus choose: 
Pivot 

Transpose Rows 
and Columns 
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value of 0. (The lower bound of the 95% confidence interval is given in 
scientific notation. The lower limit is -0.011 years.) 

What kind of number has an E in it? When SPSS displays a very $&"? ~~~k small or very large number, it uses scientific notation. The number 

that follows the letter E tells you how many places the decimal must be 
moved. If the number following E is negative, move the decimal to the 
lefc. If the number following E is positive, move the decimal point to the 
right. For example, -1.lE-02 is -0.011; -1.1E02 is -110. 

If you don't like the format SPSS uses to display a number, activate tlie 
pivot table, select the cell, and from the menus choose: 

Format 
Cell properties ... 

Select the format you prefer in the Value tab of the Cell properties dialog 
box. 8 11 B4 

Figure 13.7 Independent-samples t test of education by job 
satisfaction 

t-test for Equality of Means 

Levene's Test for Equality of 
Variances 

I Mean Difference , 

F 
Sig. 

Equal 

I ( Std. Error Difference 1 .20 1 .20 1 

JAK TESTOWAT MULOVOU MVPOT~ZU 0 SHOBE NEKOL 
POPWLACN CH PWOMERO. 

95% Confidence 
Interval of the Mean 

-1.lOE-02 

.77 

Lower 

Upper 

-1.42E-02 

.77 
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a What is analysis of variance? 
What assumptions about the data are needed to use analysis-of- 
variance techniques? 
How is the F ratio computed, and what does it tell you? 

* Why do you need multiple comparison procedures? 

You've already learned how to test hypotheses about two population 
means usingthe paired-samples t test and the independent-samples t test. 
Often, however, you want to compare more than two population 
means. For example, if you are studying four methods for teaching 
mathematics, you want to compare average test scores for all four 
groups. Or, if you are testing seven different treatments for lowering 
cholesterol, you may want to compare the average final cholesterol lev- 
els for all seven methods. In this chapter, you'll learn how to test the null 
hypothesis that several independent population means are equal. The 
technique you'll use is called analysis of variance, usually abbreviated as 
ANOVA. 

B This chapter uses the gssft.sav data file, which includes only people 
holding full-time jobs. For instructions on how to obtain the One- 
Way ANOVA output shown in the chapter, see "How to Obtain a 
One-Way Analysis of Variance" on p. 274. 

260 Chapter 14 

In Chapter 11, you looked at the average number of hours worked in a 
weelc by college graduates. Based on the results from the General Social 
Survey, you rejected the null hypothesis that the average work week is 40. 
hours. You found the 95% confidence interval for &e population value- 
for the average number of hours worked to be from 46.16 hours to 49.30 
hours. So it's not inconceivable that the average college graduate works 
almost an extra 8-hour day each week. 

An obvious question that arises is whether it's just college graduates 
who suffer from the expansion of the work week, or is everyone, regard- 
less of educational background, working more? Using the General Socia 
Survey, you can look at the average number of hours worked by full-time 
employees of various educational backgrounds. 

Describing the Data 

You see in Figure 14.1 that the average work week for all full-time em- 
ployees is 46.29 hours. (It's the entry in the column labeled Total.) The 
average work weelc ranges from a low of 43.69 hours for people without 
a high school diploma to a high of 50.27 hours for people with graduate 
degrees. 

Figure 14.1 Descriptive statistics for hours worked 

To obtain this 
output, from 
the menus 
choose: 
Statistics 

Compare Means b 
One-Way ANOVA ... 

Select the variables 
hrs I and degree, as 
shown in Figure 74.5. 

In the One-Way 
ANOVA Opt~ons 
dialog box, select 
Descriptive, as 
shown in 
Figure 14.7. 
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In the row labeled Std. Deviation, you see that the smallest variability 
in hours worked is for people with less than a high school diploma, 
while the largest is for people with bachelor's degrees. The next column, 
labeled Standard Error, tells you how much the sample means vary in 
repeated samples from the same population. For each group, it's the 
standard deviation divided by the square root of the sample size. The 
smallest standard'error is for high school graduates, since they are the 
largest group. 

Confidence Intervals for the Group Means 

You can obtain 
this error barchart 
using the Graphs 
menu, as 

' 

. 

HAS1 Number of Hours Worked Last Week 

DEGREE RS Highest Degree 

described in 
"Error Bar 
Charts" on p. 523 
1n Append~x A. 

, 

Less than 
HS 

52 

Mean 43.69 45.77 

8.72 10.68 

SM. Error 1.21 .54 

41.26 44.72 

46.12 46.83 

Minimum 20 

Maximum 70 80 

In the Define 
Simple Error Bar 
Summaries for 
Gmups of Cases 
dialog box, select 
the variables hrsl 
and degree. 

In the last two columns of Figure 14.1, you see for each group the 95% 
confidence interval for the population value of the average hours worked 
per week. You are 95% confident that the true worlc weelc for those with 
less than a high school diploma is between 41.26 and 46.12 hours. For 
those with a graduate degree, you are 95% confident that the true aver- 
age work week is between 47.82 and 52.72 hours. 

High school 

387 

45.87 

11.66 

1.59 

42.69 

49.05 

25 

80 

Figure 14.2 Plot of sample means and 95% confidence intervals 

Lassthm HS High scbd Judormllags Bachelor Qmdua~ 

Junior 
college 

54 

46.38 

12.89 

1.01 

44.38 

48.38 

5 

89 , 

Respondenfs Highest Degree 

Plots of the means and confidence intervals are shown in Figure 14.2. 
You see that the 95% confidence interval for high school graduates is the 
narrowest. That's because there are so many of them in the sample. Many 
of the confidence intervals in Figure 14.2 overlap. That tells you that 
some of the values that are plausible for the true work weelc in one group 
are also plausible for the true work week in the others. The exception is 
the confidence interval for those with graduate degrees. It doesn't overlap 

Bachelor 

162 

50.27 

11.44 

1.23 

47.82 

52.72 

34 

69 , 

the confidence interval for those with less than a high school education, 
nor the interval for those with a high school education. 

48.29 

11.27 

.41 

4 5 . 4 8 .  

47.10 

5 

89 , 

B Can you tell from the plot if the 40-hour work week is a reason- 
able guess for the true hours worked per week? Sure. Remember, 

if a value doesn't fall in the 95% confidence interval for the mean, you 
can reject the hypothesis that it's a plausible population value. You see in 
Figure 14.2 that the value 40 is not included in any of the confidence in- 
tervals. That means you can reject the hypothesis that it's a reasonable 
value for any of the groups. It appears that the 40-hour worlc week may 
be a thing of the past, regardless of your education level. P B ~  

Graduata 

86 

Besting the Null Hypothesis 

The descriptive statistics and plots suggest that there are differences in the 
average worlc week among the five education groups. Now you need to 
figure out whether the observed differences in the samples may be attrib- 
uted to just the natural variability among sample means or whether 
there's reason to believe that some of the five groups have different values 
in the population for average hours worked. 

The null hypothesis says that the population means for all five groups 
are the same. That is, there is no difference in the average hours worked for 
people in the five education categories. The alternative hypothesis is that 
there is a difference. The alternative hypothesis doesn't say which groups 
differ from one another. It just says that the groups means are not all the 
same in the population; at least one of the groups differs from the others. 

The statistical technique you'll use to test the null hypothesis is called 
analysis of variance (abbreviated ANOVA). It's called analysis of vari- 
ance because it examines the variability of the sample values. You look at 
how much the observations within each group vary as well as how much 
the group means vary. Based on these two estimates of variability, you 
can draw conclusions about the population means. If the sample means 
vary more than you expect based on the variability of the observations in 
the groups, you can conclude that the population means are not all equal. 

SPSS contains several different procedures that perform analysis of 
variance. In this chapter, you'll use the One-Way ANOVA procedure. It's 
called one-way analysis of variance because cases are assigned to different 
groups based on their values for one variable. In this example, you form 
the groups based on the values of the degree variable. The variable used 
to form groups is called a factor. In Chapter 15, you'll learn how to test 
hypotheses when cases are classified into groups based on their values for 
two factors. 

Total 

741 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



One-Way Analysis of Variance 243 

Assumptions Needed for Analysis of Variance 
Analysis of variance requires the following assumptions: . 

Independent random samples have been taken from each population, 
* The populations are normal. 

The population variances are all equal. 

fie Kruskal-Wa!lis 
test, descr~bed ~n Independence. The independence assumption means that there is no re- 
Chaprer requires lationship between the observations in the different groups and between more 11m1ted 
assumptions about the observations in the same group. For example, if you administer four 
the data. different treatments to each individual, you cannot use the one-way anal- 

ysis-of-variance procedure to analyze the data. Observations from the 
same individual appear in each of the groups, so they are not indepen- 
dent. (In this situation, you must use an extension of the paired-sampks 
t test. It's called repeated measures analysis of variance, a topic not cov- 
ered in this book.) Observations within a group are also not independent 
if conditions are changing with time. For example, if you are explainir~g 
a task to subjects and your instructions get better with time, early subjects 
may not perform as well as later subjects. In this situation, the response 
of the subject depends on the point in time he or she entered into the 
studjr. '~ons'ecutive subjects will be similar to each other. 

Normality. The normality assumption in analysis of variance can be 
checked by making histograms or normal probability plots for each of the 
groups. In practice, the analysis of variance is not heavily dependent on 
the normality assumption. As long as the data are not extremely non-nor- 
mall you do not have to worry. (If your sample sizes in the groups are 
small, you should be aware of the impact of unusual observations, which 
can have a big effect on the mean and standard deviation. You can rerun 
the analysis without the unusual point to make swe that you reach the 
same conclusions.) 

Equality of Variance. The equality of variance assumption can be 
checked by examining the spread of the observations in the box plot. You 
can also compute the Levene test for equality of variance, which is avaiJ.- 
able in the Explore and One-Way procedures. In practice, if the number 
of cases in each of the groups is similar, the equality of variance assump- 
tion is not too important. 
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Let's look a little more closely now at the two types of variability and how 
they are used to test the null hypothesis that the population values for av- 
erage hours worked per week are the same for people in the five education 
categories. The game plan is as follows: You want to know whether your 
sample means vary more than you would expect if the null hypothesis is 
true. First, you'll see how much the observations in a group vary, and then 
you'll see how much the sample means vary. If the sample means vary 
more than you expect, you'll reject the null hypothesis. 

Within-Groups Variability 

The within-groups estimate of variability, as its name suggests, tells you 
how much the observations within a group vary. The sample variance of 
each group estimates within-groups variability. One of the assumptions 
of analysis of variance is that all groups come from populations with the 
same variance. That makes it possible for you to average the variances in 
each of the groups to come up with a single number, which is the within- 
groups variance. (You'll see later how this averaging is done. You can't 
just add up the sample variances and divide by the number of groups.) 

You might wonder why you can't just put all of your observations to- 
gether and compute the variance. The reason is that you don't know if all 
of the groups have the same population mean. If they don't, pooling all 
the values together will give you the wrong answer. For example, suppose 
that all people without a high school diploma work exactly 40 hours a 
week; all people with a high school diploma work exactly 43 hours a 
week; and all people with a college degree worlc exactly 45 hours. The 
variance in each of the groups is 0, since the values within a group don't 
vary at all. The correct estimate of the within-groups variance is also 0. 
If you compute the variance for all cases together, it wouldn't be close to 
0. The observed variability would be the result of differences in the means 
of the three groups. 

Between-Groups Variability 

You have a sample mean for each of the groups in your study. If all of the 
groups have the same number of cases, you can find the standard devia- 
tion of the sample means. What would that tell you? If all the groups 
come from populations with the same mean and variance, the standard 
deviation of the sample means tells you how much sample means from 
the same population vary. The standard deviation of the sample means is 
an estimate of the standard error of the mean. 

What should I do if I suspect that my  data violate the necessary 
assumptions? Well, it depends on which assumption is being vio- 

lated. For example, if you're worriec! about the normality or equal- 
variance assumptions, sometimes you can transform your data so that the 
distribution of values is more normal or the variances in the groups are 
more similar. Taking logarithms or square roots of the data values is often 
helpful. If this fails, you can use a statistical test that makes fewer as- 
sumptions about the data. In particular, you may want to use the 
ICruslcal-Waliis test described in Chapter 17. 

The situation is considerably more complicated if you're worried 
about whether the groups are somehow biased. That is, you're concerned 
that one or more of your samples differs in some important way from the 
population of interest. For example, if you want to compare four medical 
treatments, and the participating physicians have assigned the sickest 
patients to a particular group, you've got a real problem. You may not be 
able to draw any correct conclusions from your data. That's why it's very 
important when comparing several treatments or conditions, to make 
sure that the subjects are randomly assigned to the different groups. 
Randomly doesn't mean haphazardly. It means that you must have a'well 
organized system for random assignment of cases. .PsB 

Anajyzing the Variability 

In analysis of variance, the observed variability in the sample is divided 
(partitioned, in statistical lingo) into two parts: variability of the obsema- 
tions within a group about the group mean, and variability between the 
group means. 

Why  are we talking about variability? Aren't w e  testing hypothe- 
ses about m e a d  Yes, we're testing hypotheses about population, 

means; but as you've seen in previous chapters, your conclusions about 
population means are always based on looking at the variability of sam- 
ple means. You have to determine if your sample mean is outside the usu- 
al range of variability of sample means from the population. 

In analysis of variance, you'll look at how much your observed sample 
means vary. You'll compare this observed variability to the expected vat]- 
ability if the null hypothesis that all population means are the same is - 
true. If the sample means vary more than you'd expect, you have reason 
to believe that this extra variability is because some of groups don't have; 
the same population mean. (If you have two independent groups, you'Ir 
get the same results using ANOVA or the equal variance t test.) P mP 
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From the standard error of the mean, you can estimate the standard 
deviztion of the observations. You do this by multiplying the standard er- 
ror of the mean by the square root of the number of cases in a group. 
.. -- $# Where did that come f r o m  The standard error of the mean is the 
31%~ standard deviation of the observations divided by the square root 

of the sample size. So, using simple algebra, the standard deviation is the 
standard error of the mean multiplied by the square root of the sample 
size. Thus, 

error = standard deviation 

J W k  
and 

standard deviation = standard error x j&$ziie mmn 

If you square the estimate of the standard deviation, you have a quan- 
tity that's called the between-groups estimate of variability. It's called 
the between-groups estimate of variabili.~ because it's based on how 
much sample means vary between the groups. 

Comparing the Two Estimates sf Variability 

YOU now have two estimates of how much the observations within a 
group vary: the within-groups estimate and the between-gro,ups estimate. 
These two estimates differ in a very important way: the between-groups 
estimate of variance will be correct only if the null hypothesis is true. If 
the null hypothesis is false, the between-groups estimate of variance will 
be too large. The observed variability of the sample means will be the re- 
sult of two factors: the variability of the observations within a group and 
the variability of the population means. The within-groups estimate of 
variability doesn't depend on the null hypothesis being true. It's always a 
good estimate. 

Your decision about the null hypothesis will be based on comparing 
the between-groups and the within-groups estimates of variability. You'll 
see how much the number of hours worked varies for individuals in the 
same education group. This will give you the within-groups estimate of 
variability. Then you'll see how much the means of the five groups vary. 
Based on this, you'll calculate the between-groups estimate of variability. 
If the between-groups estimate is sufficiently larger than the within- 
groups estimate, you'll reject the null hypothesis that all of the means are 
equal in the population. 
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The Analysis-of-Variance Table 

The estimates of variability that we've been taking about are usually dis- 
played in what's called an analysis-of-variance table. Figure 14.3 is the 
analysis-of-variance table for the test of the null hypothesis that the pop- 
ulation value for average hours worked per week is the same for people 
in five categories of education. By looking at this table, you'll be able to 
tell whether you have enough evidence to reject the null hypothesis. 

Figure 14.3 Analysis-of-variance table 

tain this,output, 
.r the variables 
md degree in the 
Way ANOVA 
r box, as shown 
ure 74.5. 

Sig. 

456.479 

" Ratio of mean 
'squares. 

Tne two estimates of variability are shown in the column labeled Mean 
Square. Their ratio is in the column labeled F. If the null hypothesis is 
true, you expect the ratio of the between-groups mean square to the 
within-groups mean square to be close to 1, since they are both esti- 
mates of the population variance. Large values for the P ratio indicate 
that the sample means vary more than you would expect if the null hy- 
pothesis were true. 

You can tell if your observed F ratio of 3.65 is large enough for you to 
reject the null hypothesis by looking at the observed sigdicance level, 
which is labeled Sig. You see that the probability of obtaining an P ratio 
of 3.65 or larger when the null hypothesis is true is 0.006. Only 6 times 
in 1000, when the null hypothesis is true, would you expect to see a ratio 
this large or larger. So you can reject the null hypothesis. It's unlilcely that 
the number of hours worked per week is the same for the five groups in 
the population. 

Now that you know the punch line, let's see where all the numbers are 
coming from. 

Estimating Within-Groups Variability 

You need three steps to compute the within-groups estimate of variability 

1. First, you must compute what's called the within-groups sum of 
squares. Take all of the standard deviations in Figure 14.1 and square 
them to obtain variances. Then multiply each variance by one less than 
the number of cases in the group. Finally, add up the values ior all of 
the groups. The within-groups sum of squares is: 

(8.722 x 51) + (10.58'~ 386) + ( 1 1 . 6 6 ~ ~  53) Equation 14.1 
+ ( 1 2 . ~ 9 ~  x 161) +(11.44~ x 85) = 92148.28 

You see this number in the second row of Figure 14.3 in the column la- 
beled Sum of Squares. (You have to use more decimal places for the 
standard deviation than shown above to get exactly the answer given.) 

2. Next, you must compute the degrees of freedom. That's easy to  do. For 
each group, you compute the number of cases minus 1, and then add 
up these numbers for all of the groups. In this example, the degrees of 
freedom are: 

degrees of freedom = 51 + 386 + 53 + 161 + 85 = 736 Equation 14.2 

This number is shown in the Within Groups row of Figure 14.3, in the 
column labeled df (for degrees of freedom). 

3. Finally, divide the sum of squares by its degrees of freedom, to get 
what's called a mean square. This is the estimate of the average vari- 
ability in the groups. It's really nothing more than an average of the 
variances in each of the groups, adjusted for the fact that thg number 
of observations in the groups differs. Your estimate of the variance for 
the number of hours worked, based on the variability of the observa- 
tions within each of the groups, is 125.20. 

Estimating Between-Groups Variability 

You also need three steps to calculate the between-groups esrimate of 
variability. 

1. First, you compute the between-groups sum of squares. Subtract the 
.overall mean (the mean of a l l  of the observations) from each group 
mean. Then square each difference, and multiply the square by the 
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number of observations in its group.Finally, add up all the results. For 
this example, the between-groups sum of squares is: 

Equation 14.3 

2. Next, you must compute the degrees of freedom. The degrees of free- 
dom for the between-groups sum of squares is just the number of 
groups minus 1. In this example, there are five education groups, so 
the degrees of freedom for the between-groups sum of squares is 4. 

3. Pially, calculate the between-groups mean square by dividing the be- 
tween-groups sum of squares by its degrees of freedom. The between- 
groups mean square is 456.48. 

1 %  I Calculating the F Ratio 
You now have the two estimates of the variability in the population: the 
withi-groups mean square and the between-groups mean square. The F 
ratio is simply the ratio of these two estimates. Take the between-groups 
mean square and divide it by the within-groups mean square: 

= between-groupsmean square = 456.48 - 3.65 Equation 14,4 
within-groups mean square 125.20 

(Remember, the within-groups mean square is based on how much the 
observations within each of the groups vary. The between-groups mean 
square is based on how much the group means vary among themselves.) 
If the null hypothesis that the average hours worked per week is the same 
for the five groups is true, the two numbers should be close to each other. 
If you divide one by the other, the result should be close to 1. 

As you see, the ratio of the two estimates is not 1. Does that mean you 
automatically reject the null hypothesis? No. You lcnow that your sample 
ratio will not be exactly 1, even if the null hypothesis is true. You need to 
figure out how often you would expect to see a sample value of 3.65 or 

greater when the null hypothesis is true. That is, you need to dettrmine 
whether your sample results are unlilcely if the null hypothesis is true. 

The observed significance level is calculated by comparing your ob- 
served F ratio to values of the F distribution. The observed signlfi 1 cance 
level depends on both the observed P ratio and the degrees of freedom for 
the two mean squaies. 

What's the F distribution? Like the normal and t distributions, the 
F distribution is defined mathematically. It's used when you want 

to test hypotheses about population variances. The Central L i t  Theo- 
rem doesn't worlc for variances. Their distributions are not normal. The 
ratio of two sample variances from normal populations has an F distri- 
bution. The F distribution is indexed by two values for the degrees of 
freedom, one for the numerator and one for the denominator. The de- 
grees of freedom depend on the number of observations used to calculate 
the two variances. .Pa 

In Figure 14.3, you see that the observed significance level for this ex- 
ample is 0.006. Since the value is small, you can reject the null hypoth- 
esis that the average hours worked per week in the population is the 
same for the five groups. The observed sample results are not lilcely to 
occur when the null hypothesis is true. 

MuBtipie Comparison Procedures 
. ... 

A sta&tically significant F ratio tells you only that it appears unlikely 
that all population means are equal. It doesn't tell you which groups are 
different from each other. You can reject the null hypothesis that all 
population means are equal in a variety of situations. For example, it 
may be that the average hours worked differs for all of the five groups. 
Or it may be that only one or two of the groups differ from the rest. 
Usually when you've rejected the null hypothesis, you w m t  to pinpoint 
exactly where the differences are. To do this, you must use multiple 
comparison procedures. 
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Why do you need yet another statistical technique? Why can't you 
just comnpnre all possible pairs of nzeans using t tests? The reason 

for not using many t tests is that when you make many comparisons in- 
volving the same means, the probability increases that one or more com- 
parisons will turn out to be statistically significant, even when all the 
population means ,are equal. This is known as the multiple comparison 
problem. 

For example, if you have 5 groups and compare all pairs of means, 
you're making 10 comparisons. When the null hypothesis is true, the 
probability that at least 1 of the 10 observed significance levels is less 
than 0.05 is about 0.29. With 10 means (45 comparisons), the probabil- 
ity of finding at least one significant difference is about 0.63. The more 
comparisons you make, the more likely it is that you'll find 1 or more 
pairs to be statistically different, even if all population means really are 
equal. 

Multiple comparison procedures protect you from calling differences 
significant when they really aren't. This is accomplished by adjusting the 
observed significance level for the number of comparisons that you are 
making, since each comparison provides another opportunity to reject 
the null hypothesis. The more comparisons you malte, the larger the dif- 
ference between pairs of means must be for a multiple comparison pro- 
cedure to call it statistically significant. That's why you should look only 
at differences between pairs of means that you are interested in. When 
you use a multiple comparison procedure, you can be more confident that 
you are finding true differences. mk%lBll 

Many multiple comparison procedures are available. They differ in how 
they adjust the observed significance level. One of the simplest is the 
Bonferroni procedure. It adjusts the observed significance level by mul- 
tiplying it by the number of comparisons being made. For example, if 
you are making five comparisons, the observed significance level for 
each comparison must be less than 0.0515, or 0.01, for the difference to 
be significant at the 0.05 level. 
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To obtain the 
Bonferroni test, 
selectPostHocin 
the One-Way 
ANOVA dialog 
box. Then select 
Bonferroni, as 
shown rn Figure 
74.6. 

Figure 14.4 Bonferroni multiple comparison test on hours 
worked 

Dependent Variable: Number of Hours Worked Last Waak 

Bonferroni 

1 

Junior coilega -218 2174 1000 -8 30 3.94 1 Bachelor / -2k I 1:783 1 0 0 0  1 -771 1 2.33 I 
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Std. Error 
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Graduate 

Less than HS 
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If you want to compare all five education groups to one another, you 
can form 10 unique pairs of groups. Statistics for all pairs of group com- 
parisons using the Bonferroni multiple comparison procedure are 
shown in Figure 14.4. There are a lot of numbers, but they're not hard 
to understand. Each row corresponds to a comparison of two groups. 
The first row is for the comparison of the less than high school group 
to the high school group. The last row is for the comparison of the grad- 
uate group to the bachelor's degree group. The difference in hours 
worked between the two groups is shown in the column labeled Mean 
Difference. Pairs of means that are significantly different from each oth- 
er are marked with an asterisk. You see that people with graduate de- 
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gees work significantly longer than people with less than a high school 
education and people with graduate degrees work significantly longer 
than people with just a high school education. No two other groups are 
significantly different from one another. The table shows all possible 
pairs of groups twice. There is a row for the comparison of bachelor to 
graduate and anorher row for the comparison of graduate to bachelor. 
These two rows are identical, except for the sign of the mean difference. 

The column labeled Std. Error (of the difference) is calculated from the 
within-groups estimate of the standard deviation and the sample sizes in 
each of the two groups. The observed signrficance level for the test of the 
null hypothesis that the two groups come from populations with the same 
mean is shown in the column labeled Sig. Looking down the column of 
observed significance levels, you see that four of them are less than 0.05. 
(Note that the mean differences for these pairs are marked with an aster- 
isk.) The 95% confidence interval for the mean difference gives you a 
range of values that you expect would include the true population differ- 
ence between the two groups. For example, it's possible that the true dif- 
ference between the hours worked by people with graduate degrees and 
people with less than a high school education is anywhere between 1 and 
12 hours. Note that the confidence intervals for the pairs that are signif- 
icantly different from one another do not include the value 0. The confi- 
dence intervals are also modified to take into account the fact that 10 
pairs of means are being compared. They are wider than they would be if 
only one pair of means was being compared. 

How come the graduate degree group isn't different from the jun- 
ior college group too? Whether a difference between two groups 

is statistically sigDlficant depends on how big the difference is between 
the two groups and how many cases there are in each of the groups. (The 
same estimate of variance is used for all groups.) The average hours 
worked for junior college grads is very similar to the average hours 
worked for high school grads. However, there are only 54  people with 
junior college degrees. It's possible that you'll find in the pairwise table 
of differences that smaller differences between two groups may be signif- 
icant, while larger differences between other groups are not. That's the 
result of differences in the sample sizes between the groups. H ~a a~ 
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6.3.1 Creating a Bivariate Frequency Distribution 

To illustrate how a table is constructed, Table 6.4 shows a tolerance score and a 
gender score for each of 13 fictitious individuals. The bivariate distribution is set 
up as shown, with the categories of tolerance (here two categories, high and low) 
down the stub or side of the table, and the categories of gender across the heatling 
at the top. 

This table is a 2 by 2 table, or fourfold table, because it has two rows and 
two columns (or four cells in the body of the table where the rows and columns 
intersect). Tables can, of course, have any number of rows and column (in general 
we refer to an r by c table where r refers to the number of rows and c to the number 
of columns); rand c depend upon the number of categories that are distinguished 
for row and column variables. 

The problem now is to count the number of cases that have various possible 
combinations of values on the two variables, and to enter these totals into the table 
to form a bivariate frequency distribution. Notice that 3 of the 13 cases in this 
sample are males who are "high" on tolerance, 3 are males who are "low" on 
tolerance, 5 are females who are "high" on tolerance, and 2 are females who are 
"low" on tolerance. These numbers are written in the boxes or cells in the body of 
the table corresponding to the appropriate row and column labels shown in Ta.ble 
6.4. Sometimes it is helpful to create a tally within each cell as a workmanlike way 
to assure accuracy. 

Each of the boxes in the table is called a cell and the frequency in a cell is 
called a cell frequency. Cell frequencies are sometimes symbolized by the small 
letter nu, where the first subscript (i) indicates the number of the row and the 
second subscript ( j )  indicates the number of the column, as follows: 

- 
Column I Column 2 Row Totals 

Row1 n11 n1: Zn1, 
Row 2 n2 I n,, zn2, 

Column totals $.nil . Fni2 N 

They indicate the number of cases in the total sample that fall in a certain category 
of the row and column variables as indicated by the row and column labels.' The 
cell frequencies indicate the number of cases with two characteristics simu1t;a- 
neously. Row and column totals each add up to 13, the total number of cases there 
were. The cell frequencies constitute the conditional distributions, and the row 
and column totals reflect the marginals or univariate distribution of each variabte. 

* Some authors use a different set of symbols for row and column totals, where a dot is used in 
place of a subscript for totals. Thus n., would be the sum of column 1 over all of the rows in 
the table (the row subscript is replaced by a dot) instead of C n,, .and n,. wouldsvmbolize the - - 
total of TOW one, instead of In,,. One could use nrather thin   or Z Z ~ , ~  to indicate the grand 

J total number of cases. 

16.3.2 Traditions of Table Layout 

As mentioned above (Section 6.3) tables usually are set up so that the dependent 
variable is the one with categories listed down thestub, or left side of the table, and 
the independent variable is listed across the top in the heading. This convention, of 
course, is not always kept, but it does tend to aid the examination of conditional 
distributions in each column to have it set up this way. Table 6.3 illustrates proper 
labeling of a table. Notice that low categories of the independent variable. where 
there are low categories on that variable, are listed at the left and the high 
categories at the right. For the dependent variable the high categories are at the 
top of the table and the low categories are at the bottom. This is similar tb the 
labeling of other graphs, although in the case of tables the convention is not as 
rigidly adhered to, and the investigator would do we! to double check the table 
layout before proceeding to make any interpretation. 

A table usually has a title that lists the dependent variable, whether the table 
contains frequencies or percentages (or some other measure), the independent 
variable(& and the kind of case upon which the measurements were taken. 
Table 6.3 contains data on 7,714 individuals. If the table is a percentaged table. 
it is important to indicate the base upon which the percentage was computed in 
brackets, at the bottom by the column total percentages*, when this is done, cell 
frequencies may be omitted from a percentaged table. The source of' data is 
indicated, typically, in a footnote to the table, and both the stub and heading are 
clearly marked with the variable and the name of each of the categories of each 
variable. 

Table 6.4 is a frequency table. It has categories of the tolerance variable 
down the side (the stub), and categories of the variable, gender, across the top. In 
this case, tolerance played the role of dependent variable. 

Notice that cell frequencies in columns are summed, and the sums are put a t  
the bottom of the table. Rows are also summed, and the totals put a t  the right-hand 
side. These row and column totals are called marginals, or simply row totals and 
m!urnn totals, and they are merely the univariate distribution of each variable 
separately. 

If the table shows percentages it is called a bivafiatepercentage distribution, 
and if frequencies are shown, it  is called a bivariate frequency distribution. 

Percentaged Tables 

Probably the most often used type of table is the percentaged table. Its value lies in 
the way it  helps one to make comparisons across the conditional distributions one 
wants to compare. The basic rule for computing percentages in a table is as follows: 

Computepercentages in  the direction of the independent uariable. 

This means that percentages should sum up to 100% for each category of the 
independent variable. For tables set up such as Table 6.3, the percentaging rule 

O then row ' This is true if column totals are the bases of percentages. If rows sum to 10Dh 
total frequencies are given. 
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leads to computation with column totals as the base of the percentage: thus 
column percentages add up to 100% for each column. If the independent variable 
and the dependent variable were switched around, the percentages would have to 
be run in the other direction. There are three ways that a table can be percentaged, 
as shown in Table 6.5, using the hypothetical data from Table 6.4. Tables could 
be percentaged with column totals as the base of percentages, with row totals 
as the base of percentages, and with the  grand total as the base of percentages. 
Since the dependent variable is down the stub of Table 6.4, the proper table to 
examine to see what differences there may be between categories of the gender 

variable would be  to percentage with column totals (the number of males or the 
number of Females) a s  the base of the percentages. One wants to tontrast the dis- 
tribution of the dependent variable between men and women, and the only way 
to do this is to take out the effect of different numbers of men and women by per- 
centaging down (in the direction of the independent variable). This type of opera- 
tion permits one to make comparisons in the other direction. Comparisons are 
made in the opposite direction from the way percentages are run. 

Independent Variable - COMPARE 

v 

TABLE 6.6 ILLU~TRATION OF DIFFERENT WAYS PERCENTAGES CAN BE COMPUTED ON 

TABLES 
7 

Oripinal Frequency Distribution from Table 6.4 

Gender 

ToleranceLecel Male Female Total 

High 3 5 8 
Low 3 2 5 - - - 
Total 6 7 13 

Comparisons are made in a percentaged table by examining differences 
between percentages. In Table 6.5A. for example, the difference between percent- . 

age "high" on tolerance among men and women is 2l94 (71% - 50% = 219;). This 
value is called epsilon, the percentage difference in a table. and it is  symbolized by 
the Greek letter E. For tables larger than a 2 by 2 table, there are a number of 
percentage contrasts o r  epsilons that may be computed and used in interpretation. 
Epsilon will be discussed further later on in this chapter. 

Sometimes an  investigator will compute percentages. as in Table 6.5C. with 
the total number of cases (N) as the base forallcellpercentages. Wherti this is done. 
we no longer can compare conditional distributions, but we can express the 
percentage of cases that have each of thedifferent combinations of characteristics 
labeled by the rows and columns. 

If it is not clear which variable is dependent or  independent, or if we could 

A. Percenfa~ine to Column Totals as the Base 

Gender 

Tolerance Leuel Male Female Total 

High 50% 71% 62% 
Low 50 - 29 - 38 - 
Total 100% 100% 100% think of the data in both ways, we might compute percentages to both row and 

column totals (as in Tables 6.5A and 6.5B) and examirte each table. Table 6.5.4 would 
permit us to say that females are more likely to be highkr on tolerance than are 
males. Table 6.5B would permit us to say that high-tolerance people are more likely 
to be remale than are low-tolerance people-a subtle shift with worlds of import, 
as we shall soon see. 

As shown in Table 6.5, percentaging down permits an examination of any 
influence gender may have on the distribution of tolerance; percentaging across . 
shows the possible recruitment pattern into tolerance levels from each gender, and 
percentaging to the grand total permits us to examine the joint percentage 
distribution of tolerance levels and gender. 

B. Percenla~in~ to Row Totals as the Base 

Gender 

ToleranceLeuel Male Female Total 

High 38% 62 100% 
Low 6 3  40 - looO/o - 
Total 46% 54 100% 

C. Percenta~in~ to Ouerall Grand Total as the Base 

Gender 

Tolerance Level Male Female Total 

High 23% 39% 62% 
Low 23% 15% - 38 
Total 46% 54 100% - 
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In the table below, however, there is no association between "toenail length" and 
"education," and this is shown by the fact that there is no difference in the 
percentage distribution of education (the dependent variable) regardless of the 
category of the independent variable within which we examine the dependent 
variable. 
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I s  I 6.4 FOUR CHARACTERISTICS OF AN ASSOCIATION 

Going back to a bivariate distribution such as that shown inTable6.3. we can think 
of that distribution as a relationship between two variables. Suppose we want to 
know how the distribution of the dependent variable varies as we move from 
category to category of the other variable. The way two variables relate to each 
other is called an association between the variables. In Table 6.3, as city size 
increased, the percentage of individuals showing higher tolerance increased. The 
two variables were associated in that particular fashion. 

We can speak of the association of any two variables and describe that 
association in terms of a percentaged table, as we have shown. There are other 
ways to summarize the association, however, and, in fact. there are four 
characteristics of an association that we will single out for summary. just as there 
are three characteristics of an univariate distribution that we summarized in 
terms of different index numbers (i.e., central tendency, variation. and form). The 
four aspects of a bivariate association are: 

Toenail Len~th 

Education Short Long Total 

High 33Ob 33% 33% 
Low 67 67 67 - - -  
Total 10O0!, 100% lOOq$ 

(521) (1756) (2277) 

In the following table i t  is clear that there is an association between social class 
and the number of arrests, because the percentage distributions, comparing across 
the way percentages were run, are different. 

1. Whether or not an association exists. 
2. The strength of that association. 
3. The direction of the association. 
4. The nature of the association. 

Social Class 
Number of 

Arrests Lou Medium Hi~h 

Each of these characteristics will be discussed in turn, and in the next 
chapter we will develop several alternative measures of them. In fact, we will 
create a single number that will be used to describe the f i s t  three features of an  
association listed above and in some cases a simple formula can be used as an 
efficient description of the last. 

None 1600 28% 45% 
Few 18 18 35 

54 20 Many 66 - - 
Total 100yO 100% 1M10/. 

(129) (129) (13) 

6.4.1 The Existence of an Association 
Recall that there is a name for these comparisons: epsilon ( E ) ,  which is the 

pert-atage difference computed across the way percentages wkre run in a table. In 
a table where all of the epsilons are 0, there is no association. If any epsilon iS non- 
0, there is an association in  the data even though we may not choose to consider the 
very small differences important enough to talk about. 

The second way to tell whether or not there is an associ~tion in a table is to 
compare the actual observed table frequencies k i th  the frequencies we would 
expect if there were no association, or expected frequencies. If the match 
between actual data and our model of no association is perfect, then there is no 
association in the actual data between/the two vaqables that were cross-tabulated 
in the table. 

An association is said to exist between two variables if the distribution of one 
variable differs in some respect between a t  least some of the categories of the other 
variable. This rather general statement can be pinned down in a number of ways, 
the first of which we have already discussed. If, after computing percentages in the 
appropriate direction in a table, there is any difference between percentage 
distributions, we would say that an  association exists in these data. In the table, 
below, the distribution of education is slightly different for men compared wit,h 
women. We know this by percentaging in the direction of the independent variable 
and comparing across. 

Education Men Women Total 
6.4.la No-Association Models 

A model of n o  association can be set up for a specific table as follows. 
Usually in setting up a model of the way frequencies in a table should look if there 
were no association, we assume that the marginal distribution of each variable is 
the way i t  is in the observed data table, and that the total number of cases is the 
same. The problem is to specify the pattern of cell frequencies in the body ~f the 

High 40% 38% 38% 
Low 60 62 62 - - -  
Total 100% 100% 100% 

(43) (56) (99) 
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table in a way that shows no association. As an example, suppose the marginals 
for variables X and Y,are as follows: 

(XI 

fY) Low High Total 

High a b 57 
Low c - d 50 - 
Total 34 73 107 

The problem is to find a pattern of frequencies for cells a, b, c, and d such that they 
exhibit no association between X and Y. The reasoning goes like this. If there is  no 
association in the table, then the ratio of "high" cell frequencies for variable Y as 
related to the corresponding column totals should be the same throughout the 
table, as it is in the overall distribution of Y itself, namely 57 to 107. In the table 
above. we would expect 571107th~ of the 34 cases in the "low" category of Xto be in 
the "high" category of Y. Furthermore, we would expect the same ratio, 57/107ths 
of the 73 cases in the high column of Xto  be in the top row. This would mean thal, 
relatively speaking, there is no difference between the proportion of cases in the 
top row for any column of the table. 

57 
-43.1) = .533(34) = 18.1 cases expected in cell a 
107 

57 
-473) = .533(73) = 38.9 cases expected in cell b 
107 

Given that one of the above cell Frequencies in a 2 by 2 table is computed, the other 
expected cell frequencies could be determined by subtraction. The resulting table 
of expected cell frequencies (expected if there were no association between the two 
variables X and Y for these 107 cases) is  shown below. 

-- 

"EXPECTED" CELL FREQUENCIES 

(XI 

IY) Low High Total 

High 18.1 38.9 57.0 
Low - 15.9 34.1 50.0 
Total 34.0 73.0 107.0 

This is a hypothetical tabulation showing no association and thus fractional 
frequencies are acceptable. 

Expected cell frequencies (f,) can be computed for a given cell by multiplying 
the row total for that cell by the column total for that cell and dividing by N, which 
is the operation explained above. 
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where f,,, refers here to the expected cell frequency for the cell in the ith row and 
jth column of the table; n,. is the total for the ith row and n., is the total for 
the j th column; and N is the total number of caaes. An expeated cell frequency is 
computed (or found by subtraction) for each cell in the table. 

Now the difference between the table of observed data and the model we 
could construct of how this table would look if there were no association can be 
compared. This comparison is made by subtracting an expected cell frequency, f,, 
from the corresponding observed cell frequency, f,. The difference is called delta, 
and in this text we will symbolize delta with the upper case Greek letter delta (A). 
For a given cell, 

A delta value can be computed for each cell in a table, regardless of the size of the 
table. If any of the deltas are not 0, then there is a t  least some association shown in 
the table. Whenever all deltas are 0, all epsilons will also be 0. Later we will discuss 
summary measures of association based on these ideas. 

In  summary, whether or not an association exists in a table of observed 
frequencies can be exactly determined in two ways that yield the same conclusidnk. 
One way is to compute percentages in one direction and compare across in the 
other direction, using epsilon. The other *ay is to creatd a table of expected cell 
frequencies and compare the observed and expected cell frepuencies, cell by 
corresponding cell, using delta. If all of the epsilons that can be computed in a 
table, or if all of the delta values for a table, amount to 0, then there is no 
association between the two variables cross-tabulated in the bivariate distribu- 
tion. This is called statist ical  independence. If, on the dther hand, there is any 
epsilon or any delta that is not 0, then there is an association in the observed 
frequency table, however slight or large that association might be. 

6.4.2 Degree (Strength) of Association 

Where the differences between percentages (epsilons) are large, or where the 
deltas are large, we speak of a strong degree of association between the two 
variables; that is, the dependent variable is distributed quite differently within 
the different conditional distributions defined by the independent variable. This 
can be contrasted with a weak association where there is v e e  little difference 
or where the epsilons and deltas are very small, approaching or equaling 0. 

Often investigators use epsilon (or delta) as a crude first indicator of the  
strength of association. The problem with both delta and epsilon is that i t  is 
difficult to determine what a given-sized delta or  epsilon means, other than that 
there is some association in the table. The reason for this is that both delta and 
epsilon values for any cell(s) canvary from 0 or near-0 up to a magnitude that is not, 
in general, fixed. They are not "normed" or standardized. Later, in this chapter and 
in the next, the problem of creating good standardized measures of thestrength of 
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association will be discussed and several alternative measures will be described. 
SuRce it to say here that some tables show a strong relationship between 
independent and dependent variables, and some show a weak association or no 
association at  all. 

6.4.3 Direction of Association 

Where the dependent and independent variables in a table are a t  least ordinal 
va~.iables, it makes sense to speak about the direction of an  association that may 
exist. If the tendency in the table asshown by the percentagedistribution is for the 
higher values of one variable to be associated with the higher values of the other 
variable (and the lower values of each variable also tend to go together). then the 
association is called a positice association. Height and weight tend to have a 
positive association, since taller persons tend to be heavier; in general. across the 
people in o general population. 

On the other hand, if the higher values of one variable are associated with 
lower values of the other (and the lower values of the first with higher values of the 
second). the association is said to be negative. Sociologists generally expect that 
the higher the educational level of people, the lower their degree of normlessness 
will be-a negative association. 

The association between city size and tolerance scores (see Table 6.3) is 
positive because the larger the city, in general, the higher the tolerance level 
becomes (i.e., the higher the percentage of people who have high tolerance scores). 
The older a person's age, in general, the fewer the years left until retirement, a 
negative association. 

6.4.4 The Nature of Associaiion 

Finally, the nature of an association is a feature of a bivariate distribution 
referring to the general pattern of the data in the table. This is often discovered by 
examining the pattern of percentages in a properly percentaged table. Often idhe 
pattern is irregular. and an investigator would cite many epsilons in describing 
where the various concentrations of cases are in the different categories of I.he 
independent variable. Sometimes there is a rather uniform progression in 
concentration of cases on the dependent variable as we move toward higher values 
of the independent variable. If, with an increase of one step in one variable, cases 
tend to move up (or down) a certain number of steps on the other variable we might 
call the nature of the association "linear." That is, the concentrations of cases on 
the dependent variable (the mode, for example) tend to fall along a straight. line 
that could be drawn through the table. 

The nature of association will be discussed at  length in the next chapter. 
Simple linear associations have an intrinsic interest to investigators as one of the 
simplest natures of association, but some associations are curvilinearin nature, or 
of some more complex patterning. In most cases the nature of association will be 
determined from a percentage table or a scatter plot, but in some cases nature can 
be described in terms of an equation. 
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At this point we should pause to examine several tables and describe them in 
terms of these four features of an association. Table 6.9 presents' a series of 
examples together with brief summary statements. 

TABLE 6.9A PERCENTAGE DISTRIBUTION OF TOTAL MONEY INCOVE FOB FAMILIES LIY 
ETHNIC BACKGROUND OF HOUSEHOLDER, 1983 

Income White Spanish Blnck Total 

S35.000 and over 3 2  15.1 13.2 

$25,000 to 34.999 &3 14.3 14.0 

Sl5,OOO to 24,999 23.i 27.0 21.5 
$ 7,500 to 14,999 16.0 - 23.6 23.; 
Under $7,500 - - = 8.; 20.0 2i.6 

Total 100.0 100.0 100.0 
N (millions) (53.9) (3.6) (6.7) 

Source: U.S. Bureau of the Census. (19851. 

1. Existence of Association. This table is ~ercentac~ed down in the directiod 
of the independent'variable, ethnicity, so that comparisons may be made across. 
The percentages across are different so that there is an association evident in the 
table. compare any row, say the row for incomes of $35,000 dr more; percentages 
range from a high of 31.5% down to 13.2%, all different frdfn 39.6%, the total for 
that income category. 

2. Strength of Association. Overall, if ethnicity makes any difference in the 
distribution of family income, we should find fairly substantial epsilon's. Here, the 
whiteblack epsilon for $35,000 and over incomes is 18.3. That for Spanish-black for 
the same income category is 1.9 and for white-Spanish is 16.4. These are all less 
than 100% but substantially larger than 0. 

3. Direction of Association. Here, ethnicity is anommal variable so that i t  is 
impossible to talk about direction of association. 

4. Nature of Association. To see the pattern of associationmost clea*ly, it id 
helpful to underline the highest percentages in  each row-wise comparison. Here, 
for the highest income category, 31.5% is clearly the largest percentage and is 
underlined. In the next row, 20.3% is largest and is  underlined; 21.0% is underlined 
in the third row. We will underline both the 23.6% and 23.7% in the fourth row 
because they are essentially equivalent in magnitude. Finally, 27.6% is underlined 
in the bottom row. Notice that we areunderlining the percentages from the body of 
the table, not the marginal distribution. The nature of adsociation is the pattern of 
white's having higher percentages in the highest two income groups, compared 
with the other two ethnic groups; Spanish have higher percentages in the next 
group and are tied in percentages in the $7,500 to  14,999 income category. Finally, 
the black group has highest percentages in the lowest -income categbry. The 
pattern of high and low percentages from comparisons across the way the 
percentages were run is the nature of the association of ethnicity afld income for 
families in 1983. 
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be. In this "occupational mobility" table, people in the upper left-hand area above 
the diagonal are downwardly mobile (fathers had higher status occupations than 
the child) and people in the lower right-hand area under thediagonal are upwardly 
mobile (child has a higher status occupation than father). 

4. Nature of Association. In this table, the nature of association (i.e., the 
pattern of concentration in  the table) tends to be almost linear. There is a 
relatively uniform shift toward higher status child's occupation with shifts upward 
in the category of father's occupation. There are no "reversals" in this general 
trend of concentration. Because the variables are ordinal, it would be more 
appropriate to speak of this nature of association as ~~mbnotonic" rather than 
linear. If distances were defined then one could determine whether in fact there is a 
constant amount of shift in values of one variable, given a fixed amount of differ- 
ence in the other. In ordinal variables one can odly say that the value of one 
variable remained the same or shifted in a fixed direction with increases in the 
other variable-a monotonic nature of association. Contrasted with this type of 
nature are those such as the one shown in Table 6.9C. 

TABLE 6.9C PERCENTAGE DISTRIBUTION OF BODY WEIGHT BY AGE FOR ~ E R S O N S  20 TEARS 
AND OLDER 

Percentage Aboue or 
Age 

BelowDesiredWeight 20-34 35-44 45-54 55-64 65-74 75+ 

30% or more above 10.7 16.7 21.8 2& 21.5 
20-29.9% above 7.8 11.0 13.3 13.9 13.3 
10-19.9% above 16.5 21.5 23.1 23.3 22.0 
5 9 . 9 %  above 12.6 13.1. 13.1 12.9 12.3 
Plus or minus 4.9% 27.6 22.5 18.1 18.9 18.1 

. 5-9.9% below - 11.6 8.0 5.7 5.0 6.2 
10% or more below 13.3 '1.2 4.9 4.1 6.6 - - - - -  
Total 100.0 100.0 100.0 1&.0 100.0 
N (1000's) (59.9) (28.9) (22.2) (22.b) (16.4) 

Sourcc National Center for Health Stntistics (1986). 

1. Existence of Association. In this table, age is treated as the independent 
variable and the amount by which one's weight is above or belo'w the desired 
weight is the dependent variable. Comparing across, there is a percentage 
difference, thus there is an association shown irl the table. , 2. Strength of Association. Among all the possible percentage comparisons, 
the strongest percentage difference should be evident in comparing the extreme 
categories of age for the extreme categories of percentage above or below desired 
weight. Taking the top row, the overall epsilon is only 1.1 and in the bottom row it 
is only 1.3. These are indeed small percentage differences. Yet, there are larger 
percentage differences in  the table; for example, the difference between the 20-34 
and45-54 age categories for the top row of the table. As we shall see, the pattern of 
association in this table is irregular, making the assessment of strength of 
association more complex. Even at its best, however, the percentage differences 
are rather small, suggesting a weak association between the two variables. 

200 DESCRIPTIVE STATISTICS: TWO VARIABLES 

TABLE 6.9B PERCENTAGE DISTR~BUT~ON OF FATHER'S OCCUPATION BY ~ C C U P A T I O N  OF 
30- ~~-YEAR.OLD CHILD. SWEDEN. 1977 

Occupation of Child 
Occupntion 
of Father Fnrmer Worker Entrepreneur Middle Class Not Knbwn 

Middle Class 2 10 13 29 - 14 
Entrepreneur 6 10 23 15 10 - 
Worker 14 52 38 39 A 39 
Farmer - 77 24 21 14 21 
Notiinown - 4 - 5 - 8 - 16 - 
Total 109. 100. 100. 100. 100. 
N (211) (2964) (525) (2567) (166) 

Source: Adapted lrom Sundstrom (lYS6:3691. 

1. Existence of Association. This table presents the results of a Swedish 
survey of occupations of adult (30-69-year-old) children and their fathers. 
The table is percentaged in the direction of the child's occupation to show 
the distribution of fathers' occupation. Comparing across, the percentages 
are different, thus there is an association in the table. Note that this way of 
percentaging the table permits one to make statements about background 
occupational experience of children (e.g., their father's occupation). Per- 
centaging the table the other way would permit one to say something about 
the distribution of children's occupations for fathers in different occupations. 
Percentaging to the total would permit statements about the percentage of 
people who, for example, stayed in the same occupation that their father had. The 
way percentages are run permits quite different kinds of comparisons. 

2. Strength of Association. In this table, the highest epsilon ought to beseen 
in comparing extreme categories of child's occupation for the highest (or lowest) 
category of father's occupation. Taking the middle class fathers, the farmer to 
middle-class epsilon is 27%. For fathers who are farmers, the same epsilon 
comparison is 63%. These are both very substantial epsilons. The association is 
quite strong. 

3. Direction of Association. As an aid in finding the direction of an 
association between variables each of which is at least ordinal, auseful procedure 
is to make comparisons across the way percentages are run, underlining the 
highest percentage for each comparison. In this table we could make four 
comparisons (aside from the not known category that the author provides here). 
For the middle class row the highest percentage is "middle class." For the 
entrepreneur row, it is "entrepreneur"; it is "worker" for the worker row, and 
"farmer" for the farmer row. Notice that the highest percentage is for father 
having the same occupation as the child, or no social mobility between genera- 
tions. One could draw a diagonal line through the underlined percentages in the 
table. In this case, the line would extend from the "farmern-"farher" or loderi 
status occupational category to the highest category combination, "middle 
classn-"middle class." This indicates a positive association: the higher thq QCCU- 

pational status of the father, the higher the child's occupational status tends to 

3. Direction of Association. As before, we will underline the highest per- 
centages in each comparison, underlining more than one where percentages are 
very close in magnitude. Table 6.9C shows a pattern that moves generally from 
upper right to lower left, between overweight associated with older ages and 
underweight with younger ages, a generally "positive" association. 

4. Nature of Association. Although the overall pattern of association in- 
dicated by drawing a diagonal line through the underlined percentages (or the 
middle of several underlined percentages in a given comparison) is linear, there 
are other patterns that need to be examined. Notice that percentages are essen- 
tially tied from 4.5-74 years old for the top two rows but there is a clearer con- 
centration of high percentage in one column for the bottom three rows. There is a 
broader area of high percentages for overweight rows than for underweight rows. 
Notice too that the percentages along the bottom three or four rows drop down 
as one moves across from low to high age categories and then the percentages 
begin to rise again. If the second "high" is italicized for each of the bottom three 
rows one can see a more complex pattern emerging from the table. The nature of 
association hegins to appear "curvilinear." Underweight is concentrated in che 
lowest age bracket and to some extent in the oldest age bracket while overweight 
is more likely found in middle age categories. It was this curved nature of associa- 
tion that made an assessment of strength of association difficult to determine if 
we made epsilon comparisons as if we expected a monotonic relationship. We will 
have more to say about this later but suffice it to say that one needs to be aware 
of the nature of association in selecting measures of strength of association. 
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Counting Responses for 
Combinations of 

How can yo t~  study the relationship betwee71 twoF $@nore variables 
that have a snzall nzrrnber of possible vnbtes? E 

' w 
Why is a frequency table not enough? 
What is a crosstabulation? 

* What kinds of percentages can you compute for a crosstabulation, 
and how do you choose among them? 

0 What's a dependent. variable? An independent variable? 

What if you want to examine more than two variables together? 
How can you use a chart to display a crosstabulation? 

The Means and Explore procedures described in Chapter 5 and Chapter 
6 are useful only when statistics such as the mean and standard deviation 
are appropriate measures for the variable whose values you want to 
summarize. You can't use Means or Explore to look for relationships be- 
tween color of car driven and region of the country, since it doesn't 
make sense to compute an average color or region. When you want to 
look at the relationship between two variables that have a small number 
of values or categories (sometimes called categorical variables), you may 
want to use a crosstabulation, a table that contains counts of the number 
of times various combinations of values of two variables occur. For ex- 
ample, you can count how many men and how many women are in each 
of the job satisfaction categories, or you can see the distribution of car 
colors for various regions of the country. 

In this chapter, you'll use a crosstabulation to look at the relationship 
between job satisfaction and total family income, measured on a four- 
point scale. 

112 Chapter 7 

To obtain this 
frequency table, 
select the 
variable 
income4 in the 
Frequencies 
dialog box. See 
Chapter 3 for 
information on 
frequency 
tables. 

lncome and Job Satisfaction 
In the General Social Survey, respondents are asked to select the range of 
values into which their annual family income falls. There are 21 catego- 
ries, ranging from under $1,000 (assigned a code of 1) to $75,000 and 
over (assigned a code of 21). To look at the relationship between income 
and job satisfaction for full-time employees, you'll use four income 
groups with roughly the same number of cases. That is, you will use quar- 
tiles of income. (The variable income4 contains the income data recoded 
into quartile categories.) You see from Figure 7.1, which shows a fre- 
quency distribution of the four categories of income, that as expectedj 
roughly 25% of the people fall into each of the income groupings. 

Figure 7.1 Frequency table for income quartiles 

- 
Valld 

- 

To examine the relationship between income and job satisfaction, you 
want to count how many very satisfied, moderately satisfied, a little dis- 
satisfied, and very dissatisfied people there are in each of the income cat- 
egories. Figure 7.2 contains this information. The income groups make 
up the columns of the table. The rows are the job satisfaction categories. 
A cell appears in the table for each combination of values of the two vari- 
ables. The first cell, at the top left of the table, is for very satisfied people 
in the lowest income group. You see that 53 people fall into this cell. The 
cell in the second row of the first column is for moderately satisfied peo- 
ple in the lowest income category. There are 93 people in this cell. Simi- 
larly, the cell in the fourth row of the fourth column tells you that there 
are 7 very dissatisfied people in the highest income group. 

B This chapter continues to use the gssftsav file. For instructions on 
how to obtain the crosstabulation output shown in this chapter, see 
"HOW to Obtain a Crosstabulation" on p. 122. 
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24,999 or less 

25,000 to 39,999 26.0 49.3 

40.000 to 59,999 156 20.9 20.9 70.1 

60000 o m o e  1 ; 1 29.9 I 29.9 1 100.0 

Total 100.0 100.0 

I I Figure 7.2 Crosstabulation of job satisfaction by income 

To the right and at the bottom of the table are totals-often called 
marginal totals because they are in the table's margin. The margins on the 
table show the same information as frequency tables for each of the two 
variables. Inthe right margin, labeled To'tal, you have the total number of 
people who gave each of the job satisfaction answers. Similarly, the first 
column total of 174 is the number of people in the lowest income catego- 
ry. The very last number, 747, is the total number of people in the table. 

count 

f$E&J Will the marginal totals that I get in a crosstabulation table always 
*v be the same as those I would get from frequency tables for th,? 

variables individually? Not if you have missing values for either of the 
two variables in the crosstabulation. For example, the crosstabulation in 
Figure 7.2 includes only cases that have nonmissing values both for job 
satisfaction and for income. The marginal totals for income are therefore 
based on cases that have nonmissing values for both income and job sat- 
isfaction. When you make a frequency table for income, the only cases 
excluded from the valid percentages are those with missing values for 
income. Ed 88 IP 

If you look at the counts in the crosstabulation, you see that 53 people 
from the lowest income category said they are very satisfied with their 
jobs, 90 from the second income category, 74 from the third income cat- 

Total 
327 

320 

74 

26 

747 

TO obtaln this 
crosstabulatfon, 
from the menus 
choose' 

egory, and 110 from the highest income category. Can you tell from the 
counts just what the relationship is between income and a high level of 
job satisfaction? Of course not, since you can't just compare the counts 
when there are different numbers of people in the four income groups. 
To compare the groups you must look at percentages instead of counts. 
That is, you must l~olc at the percentage of people in each of the income 
groups who gave each of the job satisfaction responses. 

shown In Figure 7.9. 

Row and Column Percentages 

'rota1 Family lncome In quartiles 

Figure 7.3 contains both the counts and the column percentages. From 
the totals for each of the rows, you see that, overall, 43.8% of the sample 
are very satisfied with their jobs. You also see that 30.5% of the lowest 
income group, 46.4% of the second income group, 47.4% of the third in- 
come group, and 49.3% of the highest income group are very satisfied 
with their jobs. It appears that the lowest income people are less likely 
than average to be very satisfied, while the high income people are more 
lilcely than average to be very satisfied. , 

Statistics 
Summarize b 

Crosstabs ... 
In the Crosstabs 
d~alog box, select 
the vawbles satjob 
and fncome4, as 

To obtafn column 
percentages, 
select Cells in the 
Crosstabs dialog 
box. Then select 
Column, as sho_wk 
m F~gure 7.1 1. 

60,000 or 
more 

Use the Pivot 
Table Editor to 
specify labels of 
your choice. 

40,000 to 
59.999 

24,999 or 
less 

Job 
Sat'sfaction 

Figure 7.3 Crosstabulation showing column percentages 

25,000 to 
39.999 

Very sat~sfled 53 90 74 110 

Mod satisfied 93 79 61 87 

A lltlle dlssatlsfled 24 17 14 19 

Very dlssebsfied 4 8 7 7 

Total 174 /I94 156 223 

ToWl 
327 

43.8% 

320 

Allllle 

'Jew 
dbsaUsned 

Tolal 

Total Femllv lncome In guedles 

Count 

4b wlthln Total 
Famllylncome 
In quaiUles 

Count 

Job 
Satlstnetlon 

% WIVlinTolal 
Famlly lncome 
In qusrtlles 

Count 

VerysaUsIitisd 

Mod saLfled 

vh wlIhln Total 
Family lncome 
In quartlles 

count 

%within Total 
Famlly lncome 
In q~B111186 

Count 

80,000 or 
more 

110 

49.3% 

87 

24,399 or 
lass 

53 

30.5% 

33 

53.4% 

24 

13 8% 

4 

2.3% 

174 

25,000 to 
39.939 

90 

46.49h 

b73 

40.7% 

17 

40.000 to 
59,399 

74 

47.4% 

81 

8.8% 

8 

4.196 

194 

39.1% 

14 

3.02 

7 

4.5% 

155 

39.0% 

19 

428% 

74 

8.5% 

7 

3.1% 

223 

9.9% 

20 

3 5% 

747 
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The percentages you used to make comparisons are lcnown as column 
percentages, since they express the number of cases in each cell of the 
table as a percentage of the column total. That is, for each income 
group, they tell you the distribution of job satisfaction. The column per- 
centages sum up to 100% for each of the columns. In Figure 7.3, you 
can see that 30.5% of people with incomes less than $25,000 are very 
satisfied with their jobs, while 49.3% of people with incomes of 
$60,000 and up are very satisfied. The percentage of people who are 
very dissatisfied or a little dissatisfied is largest in the lowest income cat- 
egory (16.1%). 

You can also calculate row percentages for the table. Row percentage:; 
tell you what percentage of the total cases of a row fall into each of the 
columns. For each job satisfaction category, they tell you the percentage 
of cases in each income category. (You.can also compute what are called 
totalpercentages. The count in each cell of the table is expressed as a per- 
centage of the total number of cases in the table.) Figure 7.4 contains 
counts and row percentages for our example. 

Figure 7.4 

To obtaln row 
percentages, select 
Cells in the 
Crosstabs dialog 
box. Then select 
Row. (See Figure 
7.71.) 

From the row percentages, you see that 16.2% of the very satisfied re- 
spondents are in the lowest income group, 27.5% are in the second in- 

. 

come group, 22.6% are in the &id income group, and 33.6% are in the 
fourth income group. The four row percentage values sum to 100 for 
each of the rows. In this example, the row percentages aren't very helpful, 
since you can't make much sense of them without taking into account the 
overall percentages of cases in each of the income categories. That is, you 
can't tell whether the percentage of high income cases in the very satisfied 
category is due to a large number of high income cases in your sample or 
to high satisfaction rates in that category. 

How can I tell whether a table contains row or ~ o k r n n  
percentages? If the column labeled Total shows all loo%, the ta- 

ble contains row percentages, which necessarily sum to a 100 for each 
row. If the row labeled Total contains loo%, the tables contains column 
percentages. IEmm 

For a particular table, you must determine whether the row or column 
percentages answer the question of interest. This can be done easily if 
one of the variables can be thought of as an independent variable and 
the other as a dependent variable. An independent variable is a variable 
that is thought to influence another variable, the dependent variable. 
For example, if you are studying the incidence of lung cancer in smokers 
and nonsmolcers, smolcing is the independent variable. Smoking influ- 
ences whether people get cancer, the dependent variable. Similarly, if 
you are studying the income categories of men and women, gender is the 
independent variable since it might influence how much you get paid. 

If you can identify one of your variables as independent and the other 
as dependent, then you should compute percentages so that they sum to 
100 for each category of the independent variable. In other words, what 
you want to see is the same number of people in each of the categories of 
the independent variable. Having the percentages sum to 100 for each 
category of the independent variable is the equivalent of having 100 cases 
in each category. For example, you want 100 smokers and 100 nonsmok- 
ers. Then you can compare the incidence of lung cancer in the two 
groups. In the current example, income category is the independent vari- 
able and job satisfaction is the dependent variable. That means you'd like 
to see 100 people in each of the income categories. Since income is the 
column variable in Figure 7.3, you use column percentages that sum to 
100 for each category of income. 

I / 

Total 

---."","----- -- ---- 
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Can't you analyze these data using the Means procedure? The 
General Social Survey codes income in unequal intervals. For ex- 

ample, the interval from $8,000 to $9,999 is coded 8, but the interval 
$60,000 to $74,999 is coded 20. So you don't want to compute means 
for these codes. Instead, if you want to compute average family income, 
you must change the coding scheme so that the code for a case is the mid- 
point of the appropriate income interval. For example, an income any- 
where in the range of $8,000 to $9,999 would be assigned a code of 
$9,000. Similarly, incomes in the range of $60,000 to $74,999 would be 
assigned a code of $67,500, the midpoint of the interval. You can then 
compute descriptive statistics for the recoded incomes. Of course, the 
means won't be the same as those you would get if you had the exact in- 

Row 

Count 

Row 
pelcsnls 

come for each person, but they're the best you can do given the limita- 
tions of the data. m.. 

Bar Charts 

15.4% 

174 

23.3% 

You can obtain this 
hnr chart usino the 

30.8% 

104 

26.0% 

-- . 
Graphs menu:as 
described !n "Bar 
Charts" on p. 520 
m  append!,^ A. In 
the Clustered Bar 
Summaries for 

26.9% 

156 

20.9% 

Groups of Cases 
dialog box select 
the variables 
income4 and 
satiob. 

26.& 

1 3  

zs.8'~ 

You can display the results of a crosstabulation in a clustered bar chart. 
Consider Figure 7.5, which is a bar chart of family income by job satis- 
faction. The length of a bar tells you the number of cases in a category. 

ioo.o% 
1 

747 

100.0% 

Figure 7.5 Bar chart of income by job satisfaction 

! 
Job Satislaclion 

m v e r y  saelled 

Nbd rsbsfled 

0 LllUe dlsrattsflsd 

~ ~ e r y d i s s a U d i e d  

--,"- - -. 
25.000 10 39.999 60,000 of mom 

Total Family Income 

There is a cluster of bars for each of the four income categories. Within 
each cluster, there is a bar for each of the job satisfaction categories. 

Since there are unequal numbers of people in the income categories, 
comparing bar lengths across income categories presents the same prob- 
lem as looking at  simple counts in a crosstabulation. All you can really 
do with this bar chart is compare bar lengths within a cluster and see 
whether the patterns are the same across clusters. 

Figure 7.6 Stacked bar chart  

You can obtarn this 
chart by modiiyrng 
Figure 7.5, as 
described in "Bar 
~ h a % ' ~ i n  p. 520 
in Appendix A. 
From the Chart 200 
Editor menus - 
choose: c 

Gallery 21 ~ o b  Salisfaclion 
Ear. .. 100 -very dlssansflod 

in the Bar Charts 
dialog box select a ~ l ! J e  chsstisfled 

Stacked. M M o d  ssusflsd 

0 ~ ~ e ~ s e U s l l s d  
24.999 orlssl 40,000 ID 59.999 

25.000 m39.999 60.000 or mom 

Total Famlly Income 

Stacked Bar Charts 

You can stack the bars in a clustered bar chart one on top of the other. 
The result is the stacked bar chart in Figure 7.6. Now it's easier to see for 

Y 
each income category the proportion of people in each of the job satisfac- 
tion categories. However, the lengths of the bars aren't equal for the four 
income categories, so that still gets in the way. 

Ideally, you want each of the bars to be of the same length, so you can 
easily compare the areas across bars. What you'd really like to see is a 
plot of the column percentages from Figure 7.3. You can do this by turn- 
ing the counts in each bar into percentages, as shown in Figure 7.7. Now 
each of the bars has the same length-100%-and you can easily com- 
pare the job satisfaction distributions across bars. You see that people in 
the lowest income group are least likely to be very satisfied with their 
jobs. They are also least likely to be very dissatisfied. The distribution of 
job satisfaction categories seems to be very similar for the other three in- 
come groups. The proportion of very satisfied people doesn't Increase 
with income for these three groups. You can also see that the sum of the 
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percentages for very satisfied and moderately satisfied is very similar for 
the four groups. 

I Figure 7.7 Stacked bar chart with percentage scale 
You can obtain this 

I choose: 25.000 10 38,888 BO,WO ormom 

- - 
2 
at 
U 
Z 
5 

22 
LZ 
L" 

g 
QL 
5 
'8 .- 

series 
Transpose Data 

to cluster bars 
within income 
categories. 

bar chart using the 100 
Graphs menu, as 
described in "Bar 80 

Charts" on p. 520 h 80 
Appendix A. In the 
Clustered Bar 70 

Summaries for 
Groups of Cases 
dialog box, select 

P 
the variables $ 40 ~ o b  SattsfaoUan 

; 
income4andsarjc~b. 
Or you can select 30 ~~erydIssaUsfled 
Display clustered 20 
bar charts in the 

~ L I l u s  dlssotlsfled 

Crosstabs dialog 10 m ~ o d s a U s f i e d  

box. From the Chart o ~verysausfiod 
Editor menus 

Total Family Income 

Counting Responses for Combinations of Variables 121 

Summary 

Comparing 
Expected C 

Hotu can you test the n re 
independent? 

What are observed and expected counts? 
How do you compute the chi-square statistic? 
What assumptions are needed for the chi-square test of 
independence? 
What is a one-sample chi-square test? 

* Why is sample size important? 

You know how to test a variety of hypotheses about population means. 
However, these tests are useful only when it makes sense to compute a 
mean for a variable. If you want to look at the relationship between pref- 
erence among car colors and region of the country, or between type of 
treatment and remission of symptoms, you can't use a t test because it 
doesn't make sense to compare means. Rather, such variables are best 
summarized by a crosstabulation. In this chapter, you'll use the chi- 
square test to examine hypotheses about data that are best summarized 
by a crosstabulation. 

b This chapter uses the gss.sav data file. The chi-square test output 
shown can be obtained using the SPSS Crosstabs procedure. (For 
more information on Crosstabs, see Chapter 7.) 

Education and Anornia 
The French sociologist Emile Durlcheim introduced the concept of 
anomie to represent the feelings of alienation and rootlessness common 
in the modern world. The General Social Survey attempts to measure 
such feelings with a scale called anomia. One item on this scale asks re- 
spondents whether they agree or disagree with the following statement: 

310 Chapter 16 

"In spite of what some people say, the lot of the average man is getting 
worse, not better." Let's consider whether education is related to the like- 
lihood of agreeing with this statement. 

Figure 16.1 Crosstabulation of anomia and education 

You can obtain a 
crosstabuletion 
using the 
Crosstabs 
procedure, as 
discussed in 
Chapter 7. 
Select anomia5 
and degree2 in 
the Crosstabs 
dialog box. 

College Degree 
No I 

Column VO 26.0% 41.1% 1 31.1% 

Total 735 1 224 1 959 

Figure 16.1 is a crosstabulation of responses to the statement for those 
with and without college degrees. You see that 72% of respondents 

. - -, who have not completed college agree with the statement, while 58.9% 
of respondents with college degrees agree with this statement. Based on 
these results, do you think that, in the population, there is a difference 
between college graduates and non-college graduates in the perception 
of the lot of the average man? Certainly in this sample, college gradu- 
ates are less pessimistic than nongraduates. But as usual, the sample re- 
sults are not what you're interested in. You want to know what you can 
conclude about the population based on the observed sample results. 
You want to know whether you have enough evidence to reject the null 
hypothesis that, in the population, the same percentage of college grad- 
uates and nongraduates agree with the statement. 

Lot of average man 
getting worse 

Observed and Expected Counts 

coliige 
degree 

529 

,72.0% 

/ 206 

The basic element of a crosstabulation table is the count of the number 
of cases in each cell of the table. The statistical procedure.you'll use to test 
the null hypothesis is based on comparing the observed count in each of . 

Agree 

Disagree 

Collage 
degree 

132 

56.9% 

92 

Count 

Column % 

Count 

Total 
661 

68.9% 

298 
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the cells to the expected c~unt .  The expected count is simply the number 
of cases you would expect to find in a cell if the null hypothesis is tme. 
Here's how the expected counts are calculated. 

Calculating Expected Counts 

If the null hypothesis is true, you expect college graduates and nongrad- 
uates to answer the question in the same way. That is, you expect the bey- 
centage agreeing with the statement to be the same fo; the G o  goups of 
cases. You don't expect the same number of graduates and nonwaduates 
to agree with the statement, since you don't have the same number of 
~eople in the two education categories. 

From the row marginals in Figure 16.1, you see that in the sample, 
68.9% of the respondents agreed with the statement and 31.1% dis- 
agreed. If the null hypothesis is true, these are the best estimates for the 
percentages you would expect for both graduates and nongraduates. To 
convert the percentages to the actual number of cases in each of the cells, 
multiply the expected percentages by the numbers of graduates and non- 
graduates. For example, the expected number of nongraduates agreeing 
with the statement is 

68.93% x 735 = 506.6 Equation 1 6.1 

Similarly, the expected number of nongraduates disagreeing with the 
statement is 

31.07% x 735 = 228.4 Equation 16.2 

For college graduates, the expected values are calculated in the same way, 
substituting the number of college graduates (224) for the number of non- 
graduates (735) in the above G o  equations. 

I 
Is there a simple way I can remember how to calculate expected 
values? Sure. The following rule is equivalent to what you've just 

done: To calculate the expected number of cases in any cell of a crosstab- 
ulation, multiply the number of cases in the cell's row by the number of 
cases in the cell's column and divide by the total number of cases in the 
table. Try it. You'll see it always works. BBt%l 
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To obtain 
observed and 
expected 
counts, select 
Cells in the 
Crc~sstabs 
dia!og box. 
See Chapter 7 
for more 
information. 

Figure 16.2 Observed and expected counts 

I College Degree 

You see in Figure 16.2 the observed and expeaed counts for all four 
cells. The last entry in a cell is the residual, the difference between the 
observed and expected counts. A positive residual means that you ob- 
served more cases in a cell than you would expect if the null hypothesis 
were true. A negative residual indicates that you observed fewer cases 
than you would expect if the null hypothesis were true. 

The sum of the expected counts for any row or column is the same as 
the observed count for that row or column. For example, the expected 
counts for college graduates add up to the observed number of college 
graduates. Similarly, the expected counts for the number agreeing add up 
to the observed number of cases agreeing. Another way of saying this is 
that the residuals add up to 0 across any row and any column. 

The Chi-Square Statistic 

When you test the null hypothesis that two population means are equal, 
you compute the t statistic, and then, using the t distribution, calculate 
how unusual the observed value is if the null hypothesis is true. To test 
hypotheses about data that are counts, you compute what's cajled a chi- 

314 Chapter 16 
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square statistic and compare its value to the chi- square distribution to see 
how unlikely the observed value is if the null hypothesis is true. 

What assunzptions are needed to use the chi-square test? AU of 
your observations must be independent. That implies that an indi- 

vidual can appear only once in a table. You can't let a person choose two 
favorite car colors and then make a table of color preference by gender. 
(Each person would appear twice in such a table.) It also means that the 
categories of a variable can't overlap. (For example, you can't use the age 
groups less than 30,2540, 35-90.) Also, most of the expected counts 
must be greater than 5, and none less than 1. SPBB 

To compute the Pearson chi-square statistic, do the following: 

1. For each cell, calculate the expected count by multiplying the number 
of cases in the cell's row by the number of cases in the cell's column 
and dividing the result by the total count. 

2. Find the difference between the observed and expected counts. 

3. Square the difference. 

4. Divide the squared difference & the expected count for the cell. 

5. Add up the results of the previous step for all of the cells. 
To obtain the 
Pearson chi- 

In the current example, the value for the Pearson chi-square statistic is square test 
2 2 along with a 

(529 - 506.6) + (132 - 154.4$ + (206- 228.41~ + (92 - 69.6) = 13,64 crosstabulation, 

506.6 selsct StatlStI~S 154.4 228.4 69.6 in the Crosstabs 

Equation 16.3 

If the null hypothesis is true, the observed and expected values should be 
similar. Of course, even if the null hypothesis is true, the observed and ex- 
pected values won't be identical, since the results you observe in a sample 
vary somewhat around the true population value. As before, you have to 
determine how often to expect a chi-square value at least as large as the 
one you've calculated, if the null hypothesis is true. 

To determine whether a chi-square value of 13.64 is unusual, you 
compare it to the chi-square distribution. Like the t distribution, the chi- 
square distribution depends on the parameter called the degrees of free- 
dom. The degrees of freedom for rhe chi-square statistic depend not on 
the number of cases in your sample, as they did for the t statistic, but on 

dialog box. 
See Cha~fer 7 
for more 
information. 

tile number of rows and columns in your crosstabulation. The degreeso& 
freedom for the chi-square statistic are 

(number of rows in the table - 1) x (number of columns in the table - 1:) 
Equation 16.$ 

For this example, there is one degree of freedom, since there are two 
rows and two columns. 

s What's the logic behind the calculation of the degrees of freedom? 
For any row or column of a crosstabulation, the residuals sum to 

0. That means that you can tell what the expected values must be for the 
last row and last column of a table without doing any calculations other 
than summing the expected values in the preceding rows or columns. The 
number of cells for which you have to calculate expected values is equd 
to the number of cells when you remove the last row and the last column 
from your table. The number of cells in a table when one row and one coE 
umn are removed is the number of rows minus 1 multiplied by the number 
of columns minus 1, which is the formula for the degrees of freedom.8 ii~ 

Figure 16.3 Pearson chi-square test for anomia by education 

In Figure 16.3, you see that the observed s idicance level for. the Pear- 
son chi-square value of 13.64 is less than 0.0005. This means that, if the 
null hypothesis is true, you expect to see a chi-square value at least as 
large as 13.64 less than five times out of 10,000. Since the observed sig- 
nificance level is small, you can reject the null hypothesis that college 

Exact Sig. 
(I-sided) 

, , 

- .- . __ _.. 
Pearson 
Chi-Square 

Asyrnp. 
Sig. 

(2-sided) 

,000. 

Continuity 
Correction 

Likelihood Ratio 

Fisher's Exact 
Test 

Linear-by-Linear 
Association 

N of Valid Cases 

Exact Sig. 
' 12-sided) 

13.036 ,~ .OOO 

13.201 .OOO 

' .ooo .ooo 

13.624 ,000 

969 

Value 

13'639 \ 

\ 

iif 

1 
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graduates and those who did not graduate from college give the same 
responses to the question. It appears that college graduates are more op- 
rimistic about the lot of the common man than high school graduates. 

What's all that other stuff in Figure 16.3 along with the Pearson 
chi-square? The continuity-corrected chi-square is a modifica- 

tion of the Pearson chi-sqvare for two-by-two tables. Most statisticians 
agree that the modification is unnecessary, so you can ignore it. The 
likelihood-ratio chi-square is a statistic very similar to the Pearson chi- 
square. For large sample sizes, the two statistics are close in value. The 
Linear-by-Linear Association test is a measure of the linear association 
between the row and column variables. It's useful only if both the row 
and column variables are ordered from smallest to largest. Ignore it in 
other situations. 

If you have a table with two rows and two columns, you'll also find 
something labeled Fisher's Exact Test on your output. The advantage 
of Fisher's exact test is that it is appropriate for 2 x 2 tables in which 
the expected value in one or more cells is small. The disadvantage is 
that it requires a very restrictive assumption about the data: that you 
know in advance the number of cases in the margins. There's contro- 
versy among statisticians about the appropriateness of Fisher's exact 
test when this assumption is not met. In general, Fisher's exact test is 
less lilcely to find true differences than it should. Statistically, a test like 
this is called conservative. EmP1 

College Degrees and Perception of Life 
In the previous example, you tested whether college graduates and those 
who are not college graduates respond in rhe same way to the question 
about the lot of the average man. The null hypothesis can be stated in sev- 
eral equivalent ways. You can say the null hypothesis is that the percentage 
agreeing with the statement is the same for the two categories of education. 
Another way of stating the null hypothesis is that educational status and 
response are independent. 

Independence means that lulowing the value of one of the variables for a 
case tells you nothing about the value of the other variable. For example, if 
marital status and happiness with life are independent, knowing a person's 
marital status gives you no information about how bappy they are with life. 
College education and uercevtion of the lot of m a  on the other hand don't " A & 

seem to be independent. If you know that a person is a college graduate, you 
know that he or she is less likely to agree with the pessimiitic statement about 
the lot of the average man than is a person who is not a college graduate. 

ti16 Chapter 16 

A Larger Table 
The chi-square test can be used to test the hypothesis of independence for 
a table w~th any number of rows and columns. The idea is the same as for 
the two-row and two-column table. As an example, let's look at the rel& 
tionship between highest degree earned and whether life is perceived as 
excltlng, routine, or dull. 

Figure 16.4 is a crosstabulation of highest degree earned and the re- 
sponse to the perception of life question. 

Figure 16.4 Crosstabulation o f  education and life 

Highest I Degree I Expected Count I 12.0 / 86.8 1 88.2 1 186.0~,1 

ROW % 12.9% 51.6% 35.6% 100.0'& 

-- 

AS 1 Less than HS 1 Count 

Expected Count 1 ~ f ? o W %  1 ~~~~{~~~ ~ ~ l l O ? ~ ~ /  
Res~duai 

Junior college Count 

Expected Count 4.0 28.6 29.4 620 

Row % 3.2% 53.2% 43.5% 100.0% 

- 
Is l~ fe  exciting of dull 

Dull 1 Routine 1 Exciting 

24 1 96 ( 66 

Residual 

Residual -2.0 4.4 -2.4 

Bachelor 1 count 58 1 , 97 1 i n  
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1 

12.0 

From the row percentages, you see that almost 70% of people with grad- 
uate degrees find life exciting. (They   rob ably don't read or write statis- 
tics books!) Only 36% of people with less than a high school diploma 
find life exciting. In fact, as education increases, so does the likelihood of 
finding life exciting. (Don't be alarmed by the large number of missing 
observations. Not all people in the General Social Survey were aslced the 
question.) 

To test the null hypothesis that highest degree and perception of life 
are independent, youcompute a chi-square statistic for this table the same 
way you did for a 2 x 2 table. For example, if the null hypothesis is true, 
the expected number of people without high school diplomas who find 
life exciting is 88.2. (That can be calculated by multiplying the overall 
percentage of peoplewho find life exciting, 47.4%, by the number of peo- 
ple without high school diplomas, 186.) 

The Pearson chi-square value for the table is shown in Figure 16.5. 
You see that the observed sigdicance level is less than 0.0005, which 
leads you to reject the null hypothesis that degree and perception of life 
are independent. By looking at the residuals in Figure 16.4, you see that 
college graduates have large positive residuals for the response Exciting. 
That means that the observed number of college graduates in those cells 
is larger than that predicted by the independence hypothesis. By examin- 
ing the residuals in a crosstabulation, you can tell where the departures 
from independence are. 

Total 

186' 

High school 1 Count 35 1 251 1 231 ( 517 

Figure 16.5 Pearson chi-square for crosstabulation of education 
and life 

' 

10.2 

, 

Sig. 
Value df Widedl 

Peanon Chi-square 1 53.962' 1 8 1 .OOO 

-22.2 
'! 

Likelihood Ratio 55.874 .OOO 

Linear-by-Linear 
Association 

N of Valid Cases 995 

1. 2 cells (13.3%) have expected count less than 5. The minimum 
I / expected count is 3.99. 

After the chi-square statistics are printed, SPSS tells you what the small 
est expected count is in any cell of the table. In this example, the Mini. 
mum Expected Frequency is 3.99. This is important because, if too 
many of the expected values in a table are less than 5, the observed sig- 
nificance level based on the chi-square distribution may not be correct. 
As a general rule, you should not use the chi-square test if more than 
20% of the cells have expected values less than 5, or if the minimum ex. 
pected frequency is less than 1. 

P What should I do if one of these conditions is not satisfied? If your 
table has more than two rows and two columns, you can see if it 

malces sense to combine some of the rows or columns. For example, if 
you have few people with graduate degrees, you can combine them into 
a single category with bachelor's degrees. Similarly, if necessary, you can 
combine the junior college graduates with the high school graduates, 
since their responses appear to be similar. man 

A One-Sample Chi-Square Test 
So far, you've used the chi-square test to test for independence in a 
crosstabulation of two variables. You can also use the chi- square test to 
test null hypotheses about the distribution of values of a single variable. 
T h q i 2  you can see whether the distribution of observed counts in a fre- 
quency table is compatible with a set of expected counts. The expected 
counts are specified by the null hypothesis that you want to test. For ex- 
ample, you can test the hypothesis that people are equally lilcely to find 
life exciting, routine, or dull. Or you can test the null hypothesis that 
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YOU can obtain 
h i s  output Using 
the Chi-Square 
~estpmcedure, as 
descr~bed in "Chi- 
Square Test"onp. 
337 in  Chapter 17. 
Select the variable 
life and Al l  
categories equalin 
h e  Chi-Square 
dialog box. 

there are twice as many people without college degrees as there are with 
college degrees. 

Figure 16.6 Chi-square test for life 

Routine iToul 1 i:! 1 332.3 \;26.7 1 
Exciting 332.3 140.7 

I Observed N ( Expected N, I Residual 

Is life 
exciting or 

Chi-square 322.965 

Asymp. Sig. ,000 

Dull 

Look at  Figure 16.6, which shows counts of the number of people who 
find life exciting, routine, and dull. Before you loolted at the data, you 
might have thought that people were equally likely to find life exciting, 
routine, or dull. To test the null hypothesis that the three responses are 
equally likely in the population, you have to determine the expected 
counts for each of the categories. That's easy to do. For this hypothesis, 
the expected count for each category is just the total number of cases 
divided by 3. 

You calculate the chi-square statistic the same way as before. Square 
each of the residuals (difference between observed and expected), divide 
by the expected count, and sum up for all of the cells. In Figure 16.6, you 
see that the chi-square value is a whopping 322.86. Its degrees of freedom 
are 2, one less than the number of categaries in the table. Based on the 
observed significance level, you can handily reject the null hypothesis. 

Let's try another test, this time specifying unequal numbers of expea- 
ed counts for the categories. You want to test the null hypothesis that 
there are twice as many people in the population without college degrees 
as there are people with college degrees. That means you expect two- 

65 1 332.3\1 -267.3 

thirds of the people not to have college degrees and one-third to have col- 
lege degrees. The expected counts for the two cells are 997.3 and 498.7. 

Figure 16.7 Chi-square test for degree 

/ Observed N /Expected N ( Residual 

No Col le~e deoree I 1149 1 997.3 1 151.7 

College 
Degree 

Asyrnp. Sig. .OO 

- - 
College degree 

Total 

The results of this test are shown in Figure 16.7. You see that the expected 
count for people without a degree is twice as large as it is for people with 
a college degree. From the residuals, you see that the two-to-one-ratio hy- 
pothesis predicts more college graduates than you observe. In the sample, 
the ratio is slightly larger than three to one. Again the chi-square statisticis 
large and the observed significance level is small, so you reject the null hy- 
pothesis that in the population, non-college graduates are twice as common 
as college graduates. 

Power Concerns 

347 

1496 

You know that your ability to reject the null hypothesis when it's false, 
the power of a test, depends not only on the size of the discrepancy from 
the null hypothesis, but also on the sample size. The same is true, of 
course, for chi-square tests. The value of the &-square statistic depends 
on the number of observations in the sample. For example, if you leave 
the table percentages unchanged but multiply the number of cases in each 
cell by 10, the chi-square value will be multiplied by 10 as well. This 
means that if you have small sample sizes, you may not be able to reject 
the null hypothesis even when it's false. Similarly, for large sample sizes, 
YOU will find yourself rejecting the null hypothesis even when the depar- 
tures from independence are quite small. 

Comparing Observed and Expected Counts 321 

498.7 

When one or both of the variables in your crosstabulation is measured 
on an ordinal scale (for example, goodlbet-ter/best), the chi-square test is 
not as powerful as some other statistics for detecting departures from inde- 
pendence. These other statistics make use of the additional information 
available for ordinal variables to measure both the strength and the djec- 
tion of the relationship between two variables. If examination of the resid- 
uals in such a table leads you to suspect that there are departures from 
independence, you should use one of the measures describedin Chapter 18. 

-151.7 

Summary 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Table 11.4 The links between correlations and lests of Significance 

C0:relation S~gnilrcance ' N lnterprelalton - 
0 35 0 27 100 Mooerale associal~on ~n sample b,: 

loo l~kely to be due lo sampling 
Conl~nue lo assume Correlation of 
in Ihe populalion 

0 15 0 001 1500 Weak associalion bul IS very likely lo 
hold in Ihe populalion 

- 
0 64 0 01 450 Slrong :elalionshlp lhat is likely lo 

hold in Ihe populahon - 
0 04 077 600 Neglig~ble associat~on Highly 

probable lhat Ihe correlal~on dlllers 
from zero due Only to sampling error 
Cont~nue lo assume correlal~on 01 0 
In Ihe populallon 

0 4  - m  2: 
;;;m p %  
C -  

r! 3 8 
'P. 
10 22 - 3 - -. 1 - - 
n n 
E 
d 2 

0 

o-.I -O 

,s!!l 
C -  

P 
E. 
10 
2. - -. 
n 
3 

m 

'P. m 
tc 
a. - 
W 
a 
P 

0-0-a 
6 2 
c - M  
8 
10. 
lo 
2. - -. 
n 
cl 

n m 

7 - 7 5 o 
IC 2 

= - t w  

s g g  
0 - v  

0- 9 
I?. a 
lo 
a. - -. 
n 
W 
m 
6 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



de VAUS D. A. 1990. Survey in Social Research. London: Unwin Hyman. 

Tnblc 11.5 Guldellncs for sclecllng mensures of  nssoclnllon 

Level o l  measuremenl 01 variables Appropriale methods Approprlale descriptive Appropriolc ~nlcrcr!\r~\ 
summary slalislics slatlsl~c 

1 I lnlervalllnlerval Bolh variable Crosslabulal~ons i Pcarsotis I Tesl lor s~~n i l i canca 
will1 srnall o l  r 
ntlrnbcr of 
cillcyorics 

i 2  lnlervalllnlerval Al leasl one Scallergram I Pcarson's r 
variable wilh ii .Regress~on 
many 
celcgories 

Tnble 10.15 Characlerlsllcs of various measures of assoclatlon 
I ..-, I Approprirle I Range I Direclional I Symmetric Olher l ca l~~ res  

lable size 
I I t I 

Phi I 2 x 2  I 0 .  1121 I no -1 
I Cramer's V larger than no I yes 1 m 1 More scr~silivc l o  a wicl(!l r;itl(jc o l  l o - I  I I 2 x 2  relalionships Ihnn larr111tla I 
Yule's 0 no Yes 

- 
any sizet1' no  yes',') 

1. tiigher co-ellicienls lhan phi 
2 Same as grrnnia 2 11y 2,casc 
3 Alw;iys l 00 il :In ntril,ly cctll -- -- -- - - . -- -- - 
lnsensilive arid Illcrclorc! rlol 
recommended 

I Goodman and I any size I I More sensilivc than larnl~da bul no1 
Kruskal's tau available or1 SPSS I 
Gamma any size 0- 1 Yes yes yes Gives higher co-elltc~enls Ilian Kcn!lall's 

Tau,, or Tau, 

I Kendall's Tau,, squarelables I 0-1 I onlv I 

-- 

Notes: ( I )  i e. given Ihe q~~alilicalions in sccliori 10 1 5 
(2)  Under certain condiliorrs Ihc'maxirri~~nl rnay bc  lcss Illan 1 (sce Guillord. 1965 336) 
(3) Will only be il lhere is perlecl associalion and i f  Ille indcperitlcnl variable has llie same number ol calegor~es as Ihc 

dependenl variable 
(4) There is bolh a symmelric and asymmelric version 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



(Ij c - 3 s E 
Arn 

The scattergrams in Figure 16.5 illustrate several alternative relationships 
between the independent variable X and the dependent variable Y. The following 
observations can be made on the basis of the information in Figure 16.5: 

(A) the data for this scattergram illustrate a moderately strong positive corre- 
lation that would be approximately .60. You will note that in this scattergram, as 
in the others, the X values increase horn left to right, that is, from L uow) to H 
(high); and the Y values increase from bottom to top (also horn low to hgh).  As 
with all positive correlations, there is a tendency for the Y values to increase as 
the X values mcrease. 

(B) Here aU the data points fall along a straight line; this is what happens 
when there is a perfect positive correlation between X and Y ( r  = 1.00). The 
correlation is perfect only in the sense that it represents the upper limit for the 
correlation coefficient. In actual social research applications we do not get corre- 
lations of 1.00 unless we have somehow managed to correlate a variable with 
itself. 

(C) Here there is no relationship between X and Y ( r  = .00). 
(D) Here there is a weak positive correlation ( r  = +.20) between X and Y. 
(E) Here there is a very strong positive correlation (r = +.go). 
(F) Here there is a perfect negative correlation ( r  = -1.00). Note that for a 

negative correlation Y decreases as X increases. 
(G) Here there is a strong negative conelahon (r = -.go). An example of a 

negative correlation would be the relationship between cigarette consumption 
(X)  and life expectancy (Y). As cigarette consumption increases, life expectancy 
decreases. (Undoubtedly, the actual correlation between these two variables is 
weaker than - .go.) 

(H) Here there is a Strong N O N L I N U R  R E L A T ~ O N S H I P ~ ~ ~ W ~ ~ ~  X and Y ( r  = .00). It 
is not appropriate to use the correlation coefficient to summarize this relahonship. 
The low correlation masks the evidence of its pronounced nonlinear shape. 
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FIGURE 16.5 Scattergrams for Alternative Correlations between X and Y 

(A) r = .60 (6)  r = 1.00 
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I CHAPTER 9 
Correlation and Scatterplots 

In this assignment, you will learn about how to compute the basic associational statistics. The 
Pearson correlation is a parametric statistic used when both variables are at least interval scale. 
When you have ranked data or when other assumptions (such as normality of the data) are 
markedly violated, one should use a nonparamehic equivalent of the Pearson correlation 
coefficient (such as Spearman's rho or Kendall's tau). The Kendall's tau is said to deal with ties 
in a better way than the Spearman rho. Here we ask you to compute all three correlations and 
compare them. 

Chapter 7 is important background because it will help you understand when to compute/choose 
associational statistics, and it will remind you about what the sigruficance test means and how to 
interpret it. 

Problems/Research Questions 

1. What is the association between grades in high school and math achievement? You will 
compute three bivariate (2 variable) correlations (Pearson, Spearman, and Kendall's tau-b) 
of grades and matl~ach. 

2. What are the correlations among all of the variables, mafhach, visual, nlosoic, matltcrs, 
pleasure, cor~tpfnc, and motivat~~, using Pearson correlations. 8 

3. In this problem, you will compare pairwise and listwise exclusion of missing data 

4. Using the Graphs menu, you will request Scatterplots with the linear, quadratic, and cubic 
regression lines and r2 printed on the scatterplot for grades and mathach and for some of the 
other correlations. 

Lab Assignment E 

i Retrieve hsbdataD &om your Data file. 

Prob1e111 I: Correlate Grades and Afatlz Achievemerzt 

Make sure that the Two-tailed (under Test of Significance) and Flag significant 
correlations are checked (see Fig. 9.1). 
Now click on Options to get that dialog box. 
Click on Means and standard deviations and note that Exclude cases pairwise is checked. 
Does your screen look like Fig. 9.21 
Click on Continue then on O K  What does your output file look like? Compare Output 9.1 
to your output and syntax. 

I 

Fig. 9.1. Bivariate 
correlations. 

To do Pearson, Kendall, and Spearman correlations follow these commands: 
Statistics => Correlate => Bivariate. 
Move nlathach and grades to the Variables box. 
Next, ensure that the Pearson, Kendall's tau-b, and Spearman boxes are checked. 

Problen~ 2: Correlation Matrixes for Several 61terval Scale F'nriables 

Now, on your own, compute a Pearson correlation among all the following variables: niatlzach, 
visual, nlosaic, n~afltcrs,pleasure, competnc, and n~otivabl. Follow similar procedures outlined 
previously except: 

Click offKendall's tau-b and Spearman (under Correlation Coefficients). 

It is usually best, except in exploratory research with small samples, to use two-tailed tests. The 
'flag" puts an asterisk beside the correlation coefficients that are statistically significant so that 
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they can be identified quickly. The output also prints the exact significance level (P) which is Now, move rnarl~ach to the Y axis and grades to the X axis (the dependent variable goes on 

redundant with the asterisk so you wouldn't report both in a thesis or paper. 
the Y aris). 

For Options, obtain Means and standard deviations, and Exclude cases pairwise. Click on Options and make sure gxclnde cases listwise is highlighted (see Fig. 9.5). 
Click on Continue. 

Tnis will produce Output 9.2, which was reduced in size to fit on the page. To see if you are Next, click on Titles (in Fig. 9.4) and m e  "Correlation of math achievement with high 

doing ine work right, compare your own syntax file and output to Output 9.2. 
school grades" (see Fig. 9.6). 
Click on Continue then on OIL You will get an output chart which looks like Fig. 9.7. 

Problerrr 3: Correlations lf'ilh Pnirwise Exclnsiotis 

Next, rerun the same analysis, except: 
Click offMeans and standard deviation (in the Options window). Pig. 9.5. Options. 
Changc Exclude cases paimise to Exclude cases listwise (under Missing Values). 

Now, compare the correlations in Output 9.3 (listwise exclusion ofparticipants with any missing 
data) to the Pearson correlations in Output 9.2 (pairwise deletion). Are they the same? 

Probtetrr 4: Scatterplots - Mathach Wit11 Grades 

Let's now work on developing a scatterplot of the correlations of matl~ach with grades. Follow 
these commands: 

Graphs => Scatter. This will give you Fig. 9.3. 
Click on Simple then Define which will bring you to Fig. 9.4. 

Correlation of Math Achievement 
wth High School Grades 

30 

Now let's put the regression lines on the scatterplot so we can get a better sense of the correlation 
and how much scatter or deviation from the line there is. 

Double click on the chart in the output file. You will see a dialog box like Fig. 9.8. 
Select Chart => Options until you see Fig. 9.9. 
Click on Total in the Fit Line box and Show sunflowers; there is no need to change the 
Sunflower Options. The sunflowers indicate, by the number of petals, how many 
participants had essentially the same point on the scatterplot. 
Next, click on the Fit Options button, which will give youFig. 9.10. 
Ensure that the Linear Regression box is highlighted. 
Then check the Individual box and Display R-Square in legend box. Check to be sure your 
window is like Fig. 9.10. 
Click on Continue then OK. 

Fig. 9.8. SPSS chart 
editor. 

Fig. 9.9. Scatterplot options. 

Pig. 9.6. Titles. 

Fig. 9.7. Scatterplot 
output 

Pig. 9.10. Chart: 
Scatterplot. 

Now, if the points on the scatterplot do not lie close to the regression line, it could be that the 
data were curvilinear (better fit a curved line). If so, you could (in Fig. 9.10) click on Quadratic 
and possibly the Cubic regression boxes (one at a time) to and see what the fit and r2 look like. 
If the quadratic andlor cubic r2 are quite a bit higher, a linear Pearson correlation is not the best 
statistic to use. Output 9.4 shows the quadratic and cubic regression lines as well as the linear 
chart. Check your syntax and output against Output 9.4. 

Now try the following scatterplots by doing the same steps as Problem 3. Don't forget to change 
the title before you run each scalierplot. 

1. Mosaic @) with rrlathach Q. 
2. hfnthcrs (X) with n~athach Q. 

Do your syntax and output look like the ones in Output 9.5 and 9.6? 

Print, Save, and Exit 
. z- 
-' -- * Phi > ocr outprrl if you \\art. 

* S a ~ e  your data file as hsbdataE (FiIe => Save As). 
Save the SPSS log files as hsbIogE. 
Exit SPSS. 

Interpretation Questions 

1. In Output 9.1: a) What do the correlation coefficients tell us? b) What is r2 for the Pearson 
correlation? What does it mean? c) Compare the Pearsou, Kendall, and Spearman correlations 
oil both coxelation size and significance level. d) When should you use which type? 

2. In Output 9.2. how many of the Pearson correlation coefficients are significant? 

3. In Output 9.3: aj How man). Pearson correlations are there? b) How many are significant? 
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4. Write an interpretation of a) one of the significant and b) one of the nonsignificant correlations 
in Output 9.3. Include whether or not the correlation is significant, your decision about the 
null hypothesis, and a sentence or two describing the correlations in nontechnical tem~s. 

5. What is the difference between the pairwise and lisiwise correlation matrixes? 

6.  Using Outputs 9.5, and 9.6, inspect the scatterplots. a) What is rZ? b) Is the linear relationship 
as good as a curvilinear (quadratic) one? c) Why should one do scatterplots? 

Outputs and Interpretations 
GET 
FILE='A:\hsbdataD.savl. 
EmCUTE . 

Output 9.1: Pearson, Spearman, and Kendall's Tau-b Correlations 

Svntax fo r  Pearson correlation of math achievement with grades i n  h . ~ .  

CORRELATIONS 
/VARIABLES=mathach grades 
/PRINT=TWOTAIL SIG 
/STATISTICS DESCRIPTIVES 
/MISSING=PAIRWISE . 

Output 9.2: Pearson Correlation Matrix (Pairwise Exclusion) 
Syntax for  Pearson correlation matrixes (pairwise exclusion of missinq data1 

CORRELATIONS 
/VARIABLES-mathach visual  mosaic mathcrs pleasure competnc motivatn 
/PRINT-TWOTAIL NOSIG 
/STATISTICS OESCRIPTIVES 

Descriptive Statistics 

Mean Std. Deviation N 
math achievement 12.5645 6.6703 75 
visualization score 5.2433 3.9120 75 
mosaic, pattern test 27.413 9.574 75 
Math course taken 2.1 1 1.67 75 
Pleasure scale 3.2267 .6300 75 
Competence scale 3.2945 .6645 73 
Motivation scale 2.8744 5382 73 

Descriptive Statistics 

Correlations 

I 

math achievement 
grades in h.s. 

~ - - . . - . - . . . -. . . 1 Correlation orades in h. I " -. -. - - . . . . . . - . 
I 

Sig. math achievement 
@-tailed) O M C I ~ S  in h s 

Mean 
12.5645 

5.68 

---- ... ...-. I 
N math achievement 

grades ir ' 

STrntax for  Kendall's Tau-b and Spearman Rho correlations of math achievement with grades i n  h.s.  

NONPAR CORR 
/VARIABLES=mathach grades 
/PRINT=BOTH TWOTAIL NOSIG 
/MISSING=PAIRWISE . 

Std. Deviation 
6.6703 

1.57 

Nonparametric Correlations 

N 
75 
75 

Correlatlons 

I 1 math 1 gradesin i 

tau-b 
1.000 

Coefficient grades In h.s. 

(z-tailed) grades in h.s. 

75 75 
grades In h.s. 

Spearman's Correlation math achlevement 
mo Coefficient grades in h.s. 

Slg. math achievement 
(2-tailed) grades In h.s. 
N math achievement 

correlations 

I grades In h.s. I 75 

Malh wuna laken 
Pleasum scale 
Corn~lelence scale 

75 
1.000 
.481" 

.OOO 
75 

75 

Mollvallon scale ,006 ,695 ,487 ,010 .W9 ,000 

N math achlevement 75 75 75 75 75 73 73 

vl~uallzalbn swm 75 75 75 75 75 73 73 

75 
.481h 

1.000 
,000 

75 

". Correlation Is slgniRcant at the .01 level (2-tailed). 

mosab, paltam teal 75 75 75 75 75 73 73 

Malh vlune taken 75 75 75 75 75 73 73 

Pleasure scale 75 75 75 75 75 73 73 

Cornpelenw sale 73 73 73 73 73 73 71 

Motlvatlon scale 73 73 73 73 73 71 73 

". CorrelaUon is signlflcant at the 0.01 level (2-tailed). 
'. Correlation Is significant at the 0.05 level (2-tailed). 

Output 9.3: Pearson Correlation Matrix (Listwise Exclusion) 
Syntax fo r  Pearson corre la t ion  matrix 

CORRELATIONS 
/VARIABLES=mathach visual  mosaic mathcrs pleasure competnc motivatn 
/PBINT=TWOTAIL N O S I G  
/MISSI%=LISTWISE . 
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NepravP korelace 

V indi evropsk$h regionP bylo zjiSCno, i e  Eirn vice EdpP iije v u e i d  krajini, tim vySSi je 

tam porodnost KorelaEni koeficienty byly tak \jmamn6, ie je velice nepravdipodobn8, f e  

j i l E n i  souvislost je nihodni. Jsme tedy ochomi piijmout hypotdzu, i e  Eipi pkce jen nosi 

dEti? Asi some Ale pak je naSi povinnosd navrhnout hypodzu, k ~ r i  by uspokojivE 

vysvEtlovala namEknou souvislost. 

Graf 1.2. 

N e p r a v i  korelace 
Jak se to jevl: Jak to je: 

X X 

U \ 
Y 

L/= 
Y 

Toto je klasicw p'nlclad neprav8 korehce ("spurious correlation"). Zkresleni vznikii tehdy, 

kdyi tied nepozorovani neb0 neanalymvani promknni ovliviiuje ngjak ob5 pmm6nn6 X a Y. 

Neprava korelace je skuteEngm n e h w m  ve v@kumu. Ned to anl tak technlcq problh  anal$~y. 

ale spRe problem lidskd kvallty vfzkumnlka. . 

V.SvoiovP sekvence 

Tak n a v l m e  zkresled, zpCsobend faktem, Ze promQn6 X. kterii ovliviruje Y, je urEov6na 

piedch5zejzejll. ale nepomsovnnou promEnnou 2. 

Graf 1.3. 

V jvo jov i  sekvence 

Jak se to jevl: Jak to je: & I'.. 
Y Y 

Takovi situace je skuEn5  naprosto nevyhnutelni. Kaidi phzina m i  totii jinou pHEinu, ta 

u s e  jinou pXinu, her6 m i  opit svoji pEiinu, a tak bychom mohli pokrnEovat n i  k oktu 

stvoieni, neb0 k tornu, co astronomov8 nazfvaji Big Bang. To je probl6m velmi doh% m h f  

filozofh, kteii ho obvykle nazfvaji "regresus ad infinitivum" 
her8 studujeme. 

NicmBnE, nikdy .miiie piedEasn6 pkruSeni k a u ~ n f h o  ietEzce vdst k mylni  interpretaci. 

CviEeni 1.3. NEkted studie tvrdi, Ze Eetba pomogratickd literatury vyvoliivtl nisiln6 choviM mu?; k 

Podivejre se peElivC nu graf 1.2., popisujici nepravou korelaci. Navrhneie, w mS?e &t to 
tajemnC 2. 

k n h .  Nelze vSak vylouEit, i e  je zde nEjW p7edch6zejicf Einitel, jako kup?. autoritativni 

metoda socinlimce respondents v dststvl, kte j vyvolal silnf ziijern jedince o pornografii. 

Tnkovf omyl jr. zSvainf zejmdna tehdy, kdyi cflem vfzkurnu je sociilni intervence. 

JisE nlm nehrozl nebezpeti, Ze bychom piijdi hypoEzu, 2e EEpi uosi diSti. Ale piedstavme si, Ze ' 

nepravii korelace se zdi pohmvat nn6i oblibenou hypoEzu. Potom vgzkumnnt musi mit objektivnost 

mdlS1a aQEliv0St nerostn&o krystolu, nby pmcn5 znbil to, co se pa rnLice pokuuSel dok5znt. 

Tak je oznnEov6na situace, kde mezi nezMsle prominnou X a zivislou Y je jeHrE: prom6nni 

Z, kterou jsme nezahmuli do analfzy. Graf 1.3. tuto situaci jasnE popisuje. Je to opit 

k ~ ~ g u r a c e ,  kteri je t6miP v5udypHtornnP. Kdybychom se jakousi sociologickou lupou 

podivali, co se dije rnezi nEjakou pXinou a jejim nhledkem, existuje jeSti fada mezikrokh. 

&to mPieme tyto elementy ignorovat bez rizika zkresleni. Ne vSak vidycky. . 

Graf' 1.4. 

ChybEjici stiedni Elen 

kekn~me, i e  X reprezentuje pohlavi respondenti a Y jejich sk6re v testu inteligence. Je 

mofn8, Ze jrsledky ien, a to zejmdna Zen piisluSejlcich k niEh sociilnfm tiidah, by byly 

signi6kantnE niiBi, nei  vqsledky muiii. 

Dvoii ~ i i E n a  

Talcto mliieme oznaEit situaci, kdy zivisl5 promknni Y m i  dvE piEiny, ale jenom jedna 

z nich. X, byla zahrnuta do vfzkurnu. Toro je asi nejEastEjH1 probl6m v)izkumu v soci6lnich 

vEdLh. PravdZpodobnE neexistuje ibdnf sociblnf jev, kce j by mil jedinou pFiEinu. I v naSem 

nesmirni zmenSen8m vesmim, sloiendm jenom ze tii promEnn~ch, si mPteme piedstavit. jak8 

zkresleni mliie vyvolnt, neni-li tato dalS1 piiEina znhrnuta do analfzy. 

Graf 1.5. 

Dvo j i  pfiEina 

CviEeni 1.5. . r , 
Piedstavme si tieba, i e  X je vzdtl6nijedince a i e  Y je jeho picem Pokud piepoklridhe, & 
se vzde'l6nimp~emporoste, m h l i  bychom dirtit, b souvislost je velice nizkr, neb0 dokonce 
nulovd. Co m h l o  vyvolat toto zkresleni? 

CviEeni 1.4. 

Zamyslete se, prosim nrulpiedchozim odrtavcem a navrhntte ulternativnihypotizu, ukaacjici 
mu%!+m Sbvinis th  ie rakovi jsiedXy nepotvnuji superioritu nris, pprind tvorstva 

Zkresleni tohoto typu miie  bft nebezpeEn8. Mfikme je Easto najit v quasivedec~ch pracich, 

podpo~jicfch rasismus, v nikte jch politickjch pamfletech atd. Mnoh6 noviny se dopouSEji 

tohoto hiichu z nevSdomosti, kdyi publikujf vjsledky statisticqch Setieni 

Teoreticky by bylo moind namitnout, i e  v nikteejch situacich nemEeni promEnni Z mP% 

posilovat vliv piziny X. Ale to je krajnE nepravdEpodobnd. Jak vidime z p f u  1.4.. mezi X 

a Y neni iidnf pXEinn9 vztah. I n d e  cviEeni 1.5. je plat116 jenom uvnit? ndeho nerealistick~ 

miniaturizovandho sysemu tii promEnnfch. Je jnsnd, f e  realisticky by bylo tieba zahrnout 

dalSi prominnou "vik", ktertl ovliviiuje vzdElfini, a prostiednic'ivim "zkuSenosti". "seniorily" 

i pXjem. 
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9.1. Pr& tabulka nemusf bi t  plaenti 

N s d y  neni Eikb zapochybovaf ie s uEi.itou jiJEnou souvislosti neni v-mhno v poiidku. 

Zkjminn je snadn6 poznstavit se nad nEkterjmi niUezy, publikovanjmi v dennfm tisku. 

Toronto Stor jsou dobri a seri6mi noviny, jedny z nejlepxich v Kana& a moini  i v celi 

Americe. Je proto vysoce pravdipodobn6,ie zpr$va, ze kted u v M h e  vfBatek, nenf plodem 

novinEovy fantnzie, ale je zaloiena na ponEkud s v i r h i  interpretaci skuMnE existujlcfio 

v)szkumu. 

TEMPE, A&. (AFP) 

Ve studii sponzorovan8 US vkidou se uvtidi, l e  osoby, kter8 
d d y  jedi hamburgy, miluji av8 rodiny, svoji prdci 
a niboh-istvi. .. LabuZnici, ktefi d v a j i  pfednost tistficim 
a kaviiiru, majf obecnli ateisti& a Iiberdld postoje.. 

Toronto Stnr, 9.litopadu 1981. 

NesnaZili jsme se  obdriet pbvodni data, ale tn mohla mit tieba mkovou distribuci, j&o 

v tabulce 9.1. 

LAMBDA = .420 

Tahle data ukazuji, i e  rnezi obima pmmtm$ni existuje povdilivd souvislost. Kdybphom 

tuto souvislost inlerpretovdi joko kaudni ,  znamennlo by to v sociologii $Inou revoluci. 

Sotva by nikdo z nbs by byla piipraven obhajovat teorii o biochemicljch determinantich 

postojb neb0 experimentilni testovat moinosf jak m i n y  v died m t n i  jednotlivcow 

rnorfiucu. VSichni si vEas vzpomeneme na klasicw p"3kkd s Ebpy a porodnosti, na koncept 

nepravi souvislosti. ~ e a  jde jen o to navrhnout, co je ten t k d  fakcor, kterj vyvolal soubEin6 

mEny v obou naSich promZnnfch, a hlavnt dokrizat, i e  souvislost namEen6 v nd f  tabulce 

je v @jake podst3ZnEj~i mEe vyvolba &to faktorern. 

905 

595 - 
1500 

* 
Preferovane jidlo: 

Naltizt nEco, co ovliviiuje privv6 ti& vzorce preferenci ve stravi, jnko postoje k ndboienstvi, 

rodini ntd., nebude tnk Bike navrhnout. Bude to pravdZpodobni iivotnl sol. 

Operacionnliovat Evotnl sty1 by bylo obtEnd. Tak si zjednoduSime situaci Urn, i e  prominnou 

"Evomi styl" nechdme zastupovnt prornZnnou "vzdE1biu. Osoby s vyZ5h vzdilhiim - despoii 

v severoamerickt! spoldnosti - jsou spge ochotny p"&naf ie to s jejich ndboienstvim neni 

tnk ihavt. VfSe vzd8lank osoby majf v8Ginou tak6 vy3i  plat, taEe si mohou dovolit - 
alespoii obEas - koviir, neb0 dstiice. A nby nnSe diskuse byle oprnvdu piehlednd, piedsUrejme, 

Ze prominnd "vzd818ni" mi5 jen dvi kategorie. 

Zboinost: HAMBURGY 

78% 
780 

22% 
220 

Celkem: 
1000 

~ e z  zbfv8 u i  jen jedno: dokdmt. ie souvislost pozorovand v tabulce 9.1. je nepravb, Ze je 

vyvolha vlivem vzdilhd na oboji, na "zboinost" n nu "prefemvnnou straw". JednoduchP 

technikn, kterou mhZerne pouiit, se nazjrvd kontrola daliim faktorem ("control for test 

factor"). Tady je nivod: 

KAVIAR 

25% 
125 

75% 
375 

100% 
500 

Kontrola pro dalsi faktor: 

(1) NaS vzorek rozdalime do tollka podsouborh, kolik kategodi ma promenni, jejii vliv 

kontralujeme. VSlchnl jedincl v I&dem podsoubo~  budou mitv teto prom6nnestejnou 

hodnotu. (V naSem piipad6 ziskame jeden podsoubor, ve  kter6rn budou v5lchnl)edinci 

mit jenom "nizke" vzdi?lAni a v druhem podsoubon! budou jenom jedlnci s "vysokqm" 

vzd6lanirn.) 

(2) Pak z k o n s t ~ ~ j e m e  pro kaidg podsoubor tabulku, Mera ma stelnou f o n u  jako phvodni 

tabulka poplsujicisowlslost, o jejii platnosti pochybujeme. (V hagern piipadB buderne 

rnit dv6 tabulky, forrnou shodne s tabulkou 9.1. V ledn6 budou jen osoby s nizkgrn 

vzd8ianim, v d ~ h e  ]en s vysokvm.) 

(3) Porovname intenZltU S O U V ~ S ~ O S ~ ~  v pljvodni tabulce s e  souvislosti zjiit6nou v noech 

tabulkich. Je-li souvlslost v pfivodni tabulce funkci tyetiho faktonr, v no j c h  tabulkiich 

souvislost mezi pOvodnimi daty zrnizi, neb0 je alespoii podstatn6 oslabena. 

Tabulka 9.2. 

C .- 
5 

Osoby s nizwrn vzd6linim 

A tei to rnfiierne vyzkouHet Tabulka 9.2. obsahuje data o osobdch s "nizkgrn" vzdClinim, 

tabulka 9.3. data o osobbch s vysokfm vzd816nim: 

Preferovane jidlo: 

Zboinost: HAMBURGY ( KAVIAR 

nizka 22% 22% 

LAMBDA = 0 

Tabulka 9.3. 

Osoby s vysokjrn vzdilinirn 

Preferovane jfdlo: 

Zbotnost: HAMBURGY 

LAMBDA = 0 

Vfsledky jsou docela jasnk: souvislost mezi pevodnimi dvEma prom6nnfmi 6pln6 mizela. 

Lambda v obou novych tabulkich klesla na nulu. V'idirne to i bez jakthokoliv miyenf sfly 

souvislosti: procento zboinfch je v obou zcela shodnC pro ty, kteX dhajf piednost kavi;lru, 

jako pro ty, kteii maji rodiji hamburgy. Mhieme tedy uzaviit, i e  pbvodnf souvislost rnezi 

zboinosti a jidlem byla jen n jen funkci tieti promEnni, funkcf vzdEiinf. 

Jisg u i  vite, ie to tak p i h i  vySlo jen proto, ie jsrne piipravili data tak, aby bylo viechno 

jasni a prhhlednti. Ve skutetnosti by n h  kontrola daliich faktorii v novgch tabulk6ch nedala 

nulovou souvislo&~iivotni sty1 maie bfi nndto ovlivn6n dnlSimi faktory, tfeba dm, zda 

respondent iije ve v e E m  m h t i  neb0 na venkovi. Ale i takovt situnce mhie kontrolu dalSiho 

fabrroru zvlddnout Tady je nivod, jak kontrolovat souvislost mezi stravou a zbo'snostf pro dva 

dalgf faktory (vzdBfini a misto bydlife) souEasn6: 
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VIechny ieny ve vzorku vyj6diily dmysl zakoupit vfrobek v baleni A a jen @ins z nich 

v baqni B. Pro mnrketing to je jistii velice uiiteEnb informace, kteri byla zceh neviditelnd 

v phodnf tnbulce 9.4. 

1. 
Pro keZdi3ho jedince jsou pozorovanb hodnoty ndsobeny koeficienty odpovldajlcfrni 
koaficienty prv4 diskrirninantnf iunkce. (To jsou ta Elsla v p ~ b r n  sloupci tabulky 9.9.) 
SouEet tiichto ndsobkd reprezentuje jednotlivcovu pozici na prv6 diskrirninaEnl 
funkci. 

Pro nis je tenhle poznatek tak6 ~ 8 x 1 8  dbleii@: ukazuje ndm, jak statistickii analfza vice 

prominngch souEasnE mcie odhalit nejen nepravou souvislost, produkovanou nEj&gm 

faktorem, ale mbie i odkdt nepravou neziivislost mezi prom8nnfmi. Ki:inou toboto typu 

zkresleni mi% b9t fnkt, ie souvislost exismje pouze v u e i e  EPti vzorku, v nJem 

specifick6m pXpad8 jen mezi ienami. Zde mhie bft konuola dnlHich faktod velice Einnfm 

nluojem. 

2. 
Stejnou operaci opakujeme s koeficienty druhb funkce a obdFilrne jeho pozici na t6ro 
funkci. 

3. 
~ e a  rndrne pro jedince dvFi souiadnice a rndieme ho zakreslit do rnapy, odpovldajlcl 
map6 v grafu 9.7. 

4. 
Pak ui  zb@d jen jedno, rozhodnout ke kterernu z centroidd ja jednotlivcova pozice 
nejblEe a zaiadit ho do ti3 skupiny. (Ve skuteEnosti jsou i obg poslednl operace 
provddiiny rnaternaticky.) NicmCn5, musime-li pncovat najednou s mnohn promEnnfmi, konlrnla dnlSiho faktoru brzy 

ztrhi dech. To jsme si u i  demowuovali. Musime se ady porozhl6dnout po jinfch postupech. 

kted by umokily dr. Watsonovi renlizovat jeho volebni projekt 
Tabulka 9.11. shrnuje esledky takov6 M a s S h w  

Tabulka 9.11. 

Z poselstviVogona Jetze. Elena Plftnovaciho j b 0 ~  pro 
galaktlckg nadprostor: 
"Bohuiei, vaSe planeta Je jednou z tech, ktere byly 
uteny pro dernolici. Tento proces zapoEne za necele 
dve vaSe pozemske rnlnuty. Nepodlehejte panice! 
Ditkuji varn. 

~kuteEn4 Elensrvl Odhadnuti3 Elenstvi 
Arnerika StFednl Evropa ltdlie 

Amerika 66% 14% 20% 
SWLdni Evropa 13% 69 % 18% 
ltdlie 25% 21 % 53% 

Daueks Adams, The Hifch-Hlksrs Guide lo Ule Gallwy, 1978. p.30 

On to bude vic nei Ety3ozmErnP prostor, ale nepmikSte. i kdyi opence, o kte j c h  budeme 

hovoiit, ma$ vzneieni a lehce hrozivd jmknn, jnko vicerozm5rnfi regresnf annlfzo, "path 

analysis", faktorovi nnnlfza atd. Jejich logika a jejich interpretace nenf sloiitd. Sloiiti jl: 

jen logika jejich j p & u  a logika zdbvodn6nl echto vgpoEtu. Ale tim se zde nehudeme 

zabfrvat s tGn se setk5te. a?, budete studovat skuteEnou statistiku. 

Z celkov6ho poEtu 2273 jedlnca bylo spdvn8 klasifikovzho 65 %. U v ~ m e - l i  charaktm 

pouiitjch prediiori~, je to opravdu doceia pozoruhodnf vjsledek. Soci6I1-18 psychologicki? 

rozdfly podrninEn.4 rozdfinou kulturou a rozdflnfm politicko-ekonomicl$m syst6mem jsou 

daleko silngjsi, ne2 jsme oEeEvali. Ale tIm se opct dostivrime do obsahov6 oblasti, a ta., 

bohiel, nepaef do n d i  kniiky. 

V podstntE zndnou Eht toho, o Eem tu budeme mluvit, u i  zndte. Zde to jen troShv roziriime. 

Napi. ui  dovedeme pomoci regrese odhadnout jednotlivcfiv piijem, kdyi mime jeho vzdZVhi. 

Ale pqem nezivisi jenom na vzdElini, ale i na d6lce odbornd praxe, povolhi atd. Zkwme. 

zda je mob6 aplikovat postup, kte j 16 znbme, i nu vice prom5nnfch. 

Tak nezbjvi nei poznamenat, i e  diskriminaEni analyza je nejen zajimavi, ale i velice 

uiitei5ni hraEka a piejit k posledni ze statisticljch technik, kterC zde budeme probirat. 
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INTERPRETATION, the second part of the elaboration paradigm, is the search for a 
control variable (Z) that causally interuenes between the independent variable 
(X) and the dependent variable (Y). Figure 16.9 diagrams the differences between 
explanation and interpretation as they mod@ the original relationship between 
the independent and dependent variables. An INTERVENINGVARIABLE must  be related 
to both the independent and the dependent variable, and it must be plausible to 
think of it as somehow a result of the independent variable that, i n  turn, affects 
the dependent variable. Figure 16.10 illustrates the effects of a n  intervening 
variable. 

Searching for an intervening variable that might explain the relationship be- 
tween abortion attitude and size of birthplace (Figure 16.8), one might 
hypothesize that towns '2nd citiei,promote very different kinds of political and 
social idkologies, which ii tum'might account for the cityitown differences in 
abortion attitudes. In effect, people bom i n  towns are more likely to be conserva- 
tive than are people born in cities, and conservatives are more likely than liberals 
to oppose abortion. Note in Figure 16.10 that there are no longer any differences 
in abortion attitudes between town people and city people in either subtable; all 
townlcity differences have been accounted for by subdividing the sample into 
conservatives and liberals. Hence we have successfully interpreted the relation- 
ship by locating an intervening variable. 

Compare Figure 16.7 with Figure 16.10. Notice that the results have the same 
statistical form; that is, the introduction of a control variable makes the original 

FIGURE 16.8 The Bivariate Relationship between Abortion Attitude and Size of Birth 
Place 

Size of Birthplace 
Town Citv 

"Should it be 82% 18% 
possible for -1 
a woman to (41 0) 
obta~n an 
abort~on on 

Yes 1 l o ,  1 82% / 
z (410) 

demand!" 
Total 100°/o 100% 

(500) (500) 

INTERPRETATION. Figure 16.8, a cross-tabulation of therelationship between at- 
titudes to~uard abortion and size of one's birthplace, shows persons from cities 
much more likely (82 percent) to endorse the right of women to obtain an abor- 
tion than are persons from towns (18 percent). Suppose, as in the previous exam- 
ple, we try to explain away the relationship but fail to discover any control variable 
that meets both requirements (i.e., associated with and causally prior to both 
original variables). When explanation fails to reduce such a nonobvious relation- 
ship between two variables, there still exists the possibility that we can uncover a 
third factor to help clarify the chain of circumstances that connects the two var- 
iables to one another. 

relationship disappear. Hence the difference between explanation and interpreta- 
tion rests in the underlying lopic, not in the statistics. We now turn to a third form 
of elaboration, referred to as SPECIFICATION, i n  which the objective is not to make 
the original relationship disappear. but rather to specify the conditions under 
which the strength of the original relationship varies in intensity. 

FIGURE 16.9 Models Iuustrating the Distinction Between Explanation and Interpretation 
SPECIFICATION. Figure 16.1 1 reexamines the relationship between size of birth- 
place atntudes toward abortion whSe controllingfor a thirdvariable, the region 
ofthe co&try in which a person was born. Here the original relationship changes 
(compare with Figure 16.8) but does not disappear; instead, it takes on a different 
form from one subtable to the next. The original relationship disappears for per- 
sons born in the South, where town and  city people show identical attitudes 

Original relationship 

FIGURE 16.10 The Relationship Between Abortion Attitude and Size of Birthplace Con- 
trolling for Political Ideology: an Example of Interpretation 

Political Ideology 
Conservative I Liberal 

Interpretation Size of Birthplace I Size of Birthplace 
Town City Town City 

90% 90% 
(15) (405) 

"Should i t  be No 
possible for 
a woman to 
obtain an 
abortion on 
demand?" 

Explanation 

x = Independent variable 
Y = Dependent variable 
z = Control variable 
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toward abortion; it remains strong in the West, where town people are more likely 
than city people to oppose abortion (86 percent versus 21 percent); and it inten- 
sifies in the North, where differences between town and city people regarding 
abortion attitudes are most pronounced (89 percent versus 0 percent oppose 
abortion). Introducing a control variable has enabled us to analyze the relation- 
ship between size of birthplace and attitude loward abortion more precisely, pin- 
pointing the circumstances under which the association holds. This is an exam- 
ple of specification. 

It is entirely possible that the use of a control variable for specification of a 
relationship, as in Figure 16.11, may produce fundamentally different relation- 
ships in different subtables. It is conceivable that town persons might favor abor- 
tion more than city persons in one region, and yet the opposite might be true in 
another area When this occurs, there is good reason to suspect that other, undis- 
covered factors are affecting the relationship. A specification that results in such 
markedly different subtables is an invitation to pursue the analysis further, as the 
following case illustrates. 

SUPPRESSOR VARIABLES. Suppose we have a table in which no relationship ap- 
pears, even though we had good reason to expect to find an association. In Figure 
16.1 1 the data for the West and the North indicate a strong association between size 
of birthplace and abortion attitude; yet the association disappears in data for the 
South. Why? It is possible that some hidden third factor is suppressing the true 
relationship between the two original variables. Such a factor is referred to as a 
sUppnEssonvARIABLE, because it hides the actual relationship until it is controlled. 

Figure 16.12 reanalyzes this data for the South, controlling for another vari- 
able, percentage of persons in the community who are black. Whereas the origi- 
nal data showed no relationship between size of birthplace and abortion attitude, 
these two subtables each show strong (but opposite) associations. Subtable 2 
shows data that are consistent with the overall findings presentedin Figure 16.11, 
while subtable 1 isolates the deviant cases. When the two subtables are com- 
bined, as they were in Figure 16.1 1, the relationship is no longer discernible. 

FIGURE 16.11 The Relationship Between Abortion Attitudes and Size of Birthplace. 
Controlling for Region of Birthplace: Example of Specification 

Region 01 Birthplace 

South j West j North 

Size 01 Birthplace I Size of Birthplace I Size of Birthplace 

"Should It be 
possible for No 
a woman to 

obtain an 
abortion on Ye5 

demand?" 
Total 

Town City 

No 

Yes 

Town City Town City 

(210) 

(1 80) 

100% 100% 100% 100% 
(185) (240) (235) (180) 

FIGURE 16.12 A Three-Way Table Illustrating the Effect of Intmducing a Suppressor 
Variable 

Percent Black in Community of Birth 
for Respondents Born in South 

High 1 Low 

Size of Birthplace I Size oi Birthplace 

Town City 
"Should it be 
possible for a No 
woman to 
obtain an 
abortion 
on demand?' 

100% 100% 100% 100% 
Total 

(40) (40) I (40) (40) 

(Subtable 1) I (Subtable 2) 

The data we have presented in this discussion of various methods of elabora- 
tion (Figures 16.6 to 16.8 and 16.10 to 16.12) are hypothetical and exaggerated to 
illustrate points of analysis. In actual research, relationships are seldom so strong, 
nor are distinctions between types of elaboration so clear. However. the logic that 
underlies these idealized examples embodies the range of possibilities for analysis 
that you will encounter in real research, and a thorough knowledge of these 
classifications will serve as a useful guide. 

For the sake of simplicity we have developed elaborations around dichoto- 
mies-variables with only two'values. The same logic applies to more complex 
variables: but when tables get larger, the elaborations soon .become unwieldy. 
Indee3;:it ,is often desirable to control for the effects of more than one variable, 
but we find ourselves confronted with the same practical difficulty. Just as corre- 
lation analysis was introduced to solve the analogous problem for two-variable 
tables with many cells, a technique called partial correlation exists to aid in the 
analysis of more complex elaborations. 

120 Chapter 7 

Adding Control Variables 
So far, you've considered the relationship between income and job satis- 
faction for the entire sample. It's possible that if you consider additional 
variables, the relationship you've seen between the two variables may 
change. For example, it may be that the relationship between income add 
job satisfaction is different for men and women. To test this, you can 
make separate tables of income and job satisfaction for men and for 
women. Gender is then called a control variable, since its effect is re- 
moved, or "controlied" for, in each of the separate tables. Figure 7.8 
shows separate crosstabulation tables for men and women. 

To obtain these 
separate 
or layered- 
crosstabulations, 
select sex as a 
layer variable, as 
shown in Figure 
7.10. 

Fieure 7.8 job satisfaction by income for men and women 

Each cell contains counts and column percentages. An interesting differ- 
ence emerges between the two tables. For women, job satisfaction seems 

,t_o increase with income. h o s t  twice as many women in the highest in- 
come category (53.5%) are very satisfied compared to women in the low- 
est income category (26.1%). For men, the difference is not as striking. 
Almost 35% of men in the lowest income category are very satisfied, 
compared to 46% of the men in the highest income category. 
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This opens the Select Cases dialog box, as shown in Figure B.12. 

Figure B. I2 Select Cases dialog box 
Select If 
condition is 
satisfied 

Specify 
temporary or 
permanent 
selection 

Temporary or Permanent Selection 

Case Selection 
Sometimes you want to analyze only part of your cases. For example, 
some of the analyses described in this book look only at full-time workers 
or only at college graduates. 

The Selen Cases dialog box allows you to restrict your analysis to a 
specific group of cases. There are a number of options for selecting cases: 

You can choose cases according to a logical condition based on their 
data values. 
You can select a random sample of the cases in your file. 
You can select a range of cases according to their order in the file. 
You can select those cases that are marked with a non-zero value for a 
"filter variable." 

b From the menus choose: 
Data 
Select Cases ... 

The Select Cases dialog box offers a choice between filtering cases (selea- 
ing temporarily) or deleting cases (selecting permanently). The distinction 
between temporary and permanent case selection is important to under- 
stand. 

When you filter cases, or select a temporary subset, the unselected cases 
remain in the working data file. You can regain all the original cases at 
any h e .  
When you delete cases, or select a permanent subset, SPSS deletes them 
forever from your working data file. If you save the working data file, 
replacing the copy on your disk, the deleted cases are gone forever from 
that file, too. This can be useM because it allows you to save a smaller 
data file. 

If you haven't saved the working data file, you can often "undo" a per- 
manent case selection by reopening the original data file. If you have 
saved the working data file there is no way to get back cases that have 
been deleted, unless you have a backup copy of the data file. 

Transforming and Selecting Data 543 544 r\ppendlx s 

I I Example: Selecting Full-Time Employees 

Many of the analyses in this boolc that use the GSS data restrict the anal- 
ysis to full-time workers. In the gss.sav file, respondents who are em- 
ployed full time are coded 1 for the variable wrkstat T o  select full-time 
employees: 

B From the Data Editor menus choose: 

Data 
Select Cases ... 

B Select If condition is satisfied alternative in the Select Cases dialog 
box (see Figure B.12). 

I !  I b Select Filtered in the Unselected Cases Are group. 

This assures that the unselected cases will remain in the worlcing data file 
if you want to use them in future analyses. 

b Click If. 

This opens the Select Cases If dialog box, as shown in Figure B.13. This 
dialog box, which strongly resembles the Compute Variable if  Cases di- 
alog box shown in Figure B.9, allows you to specify a conditional 
expression. 

Figure 8.1 3 Select Cases If dialog box 

l g  I b Enter the expression wrkstat = I. 

I 2. -1. B Click Continue ro return to the Select Cases dialog box. 

b Click OK. 

Cases for people who work full time are now selected. In the Data Editor, 
unselected cases are indicated by a slash mark over the row number. 

b To turn off case selection, open the Select Cases dialog box again, se- 
lect All cases, and click OK. 

Examole: Selecting Coliege Graduates - - 
In the gss.sav and gssftsav data files, the variable degree indicates the 
highest degree earned by each respondent. Pour-year college graduates 
are coded 3 (for bachelor's degree) or 4 (for advanced degree). To select 
people with bachelor's or advanced degrees: 

b Open the Select Cases dialog box as described a b o v ~  

b Select Filtered in the Unselected Cases Are group. 

B Select If condition is satisfied and click If. 

b Enter degree >= 3 in the Numeric Expression box. 

This expression specifies that cases should be selected "if degree is greater 
than -.. or equal to 3." 

k ~li"dc Continue to return to the Select Cases dialog box and click OK. 

Other Selection Methods 
Other o~ t ions  available in the Select Cases dialog box include: 

Random sample. Sometimes you want a random subset of cases. You 
have no particular criterion for choosing which cases to process, but you 
don't want the whole data file. 

Based on time or  case range. Under some circumstances, it is desirable 
to select a range of cases according to the order of cases, as displayed in 
the Data Editor. This can be useful for time series data files. 

Use filter variable. A filter variable is simply a variable that indicates 
whethir or not a particular case should by s + ~ e d .  Cves  for which the 
specified ffiter variable has a valid non-zero vafue are retained. Cases for 
&ich it is 0 or missing Lre dropped. 
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Testing for intervening variables 

The quest for intervening variables is different from the search for potentially 
spurious relationships. An intervening variable is one that is both a product of 
the independent variable and a cause of the dependent variable. Taking the data 
examined in Table 10.1, the sequence depicted in Figure 10.2 might be imag- 
ined. The analysis presented in Table 10.4 strongly suggests that the level of 
people's interest in their work is an intervening variable. As with Tables 10.2 
and 10.3, we partition the sample into two groups (this time those who report 
that they are interested and those reporting no interest in their work) and exam- 
ine the relationship between work variety and job satisfaction for each group. 
Again, we can compare d ,  in Table 10.1 with dl and d, in Table 10.4. In Table 
10.1 dl is 56 per cent, but in Table 10.4 dl and d, are 13 per cent and 20 per 
cent respectively. Clearly, d, and d2 in Table 10.3 have not been reduced to zero 
(which would suggest that the whole of the relationship was through interest 

Intervening 
variable 

Work 
variety 

Multivariate analysis: exploring relationships 241 

in work), but they are also much lower than the 56 per cent Merence in Table 
10.1. If d, and 4 in Table 10.4 had remained at or around 56 per cent, we would 
conclude that interest in work is not an intervening variable. 

The sequence in Figure 10.2 suggests that variety in work affects the degree 
of interest in work that people experience, which in turn affects their level of 
job satisfaction. This pattern differs from that depicted in Figure 10.1 in that if 
the analysis supported the hypothesized sequence, it suggests that there is a 
relationship between amount of variety in work and job satisfaction, but the 
relationship is not direct. The search for intervening variables is often referred 
to as explanation and it is easy to see why. If we find that a test variable acts 
as an intervening variable, we are able to gain some explanatory leverage on 
the bivariate relationship. Thus, we find that there is a relationship between 
amount of variety in work and job satisfaction and then ask why that relation- 
ship might exist. We speculate  at it may be because those who have varied 
worlc become more interested in their work, which heightens their job 
satisfaction. 

It should be apparent that the computation of a test for an intervening vari- 
able is identical to a test for spuriousness. How, then, do we know which is 
which? If we carry out an analysis like those shown in Tables 10.2, 10.3 and 
10.4, how can we be sure that what we are taking to be an intervening variable 
is not in fact an indication that the relationship is spurious? The answer is that 
there should be only one logical possibility, that is, only one that makes sense. 
If we take the trio of variables in Figure 10.1, to argue that the test variable - 
size of firm - could be an intervening variable would mean that we would have 
to suggest that a person's level of work variety affects the size of the iirm in ' 

which he or she worlcs - an unlikely scenario. Similarly, to argue that the trio 
in Figure 10.2 could point to a test for spuriousness, would mean that we would 
have to accept that the test variable - interest in work - can affect the amount 
of variety in a person's work. This too makes much less sense,than to perceive 
it as an intervening variable. c .  

One further point should be registered. It is clear that controlling for inter- 
est in worlc in Table 10.4 has not totally eliminated the difference between those 

Interest 
In work 

reporting varied work and those whose work is not varied, in terms of job sat- 
isfaction. It, would seem, therefore, that there are aspects of the relationship 
between amount of variety in work and job satisfaction that are not totally 
explained by the test variable, interest in work. 

Testing for moderated relationships 

* 

Figure 10.2 Is the relationship between work variety and job satisfaction affected by an A moderated relationship occurs when a relationship is found to hold for some 
intervening variable? categories of a sample but not others. Diagrammatically this can be displayed 

ds in Figure 10.3. We may even find the character of a relationship can differ 
- 2  

for categories of the test variable. We might find that for one category those 
who report varied work exhibit greater job satisfaction, but for another category 

Job 
satisfaction 
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Figure 10.3 is the relationship between work variety and job satisfaction moderated by 
gender? 

of people the reverse may be true (i.e. varied work seems to engender lower 
levels of job satisfaction than work that is not varied). 

Table 10.5 looks at the relationship between variety in work and job satisfac- 
tion for men and women. Once again, we can compare dl (56 per cent) in Table 
10.1 with d, and d2 in Table 10.5, which are 85 per cent and 12 per cent respec- 
tively. The bulk of the 56 percentage point difference between those reporting var- 
ied workand those reporting thatworkis notvariedinTable 10.1 appears to derive 
from the relationship between variety in worlc and job satisfaction being far 
stronger for men than women and there being more men (300) than women (200) 
inthe sample. Table 10.5 demonstrates the importance of searching formoderated 
relationships in that they allow the researcher to avoid inferring that a set of find- 
ings pertains to a sample as a whole, when in fact it only really applies to a por- 
tion of thzt sample:-The term interaction effect is often employed to refer to the 
situation in which a relationship between two variables differs substantially for 
categories of the test variable. This kind of occurrence was also addressed in 
Chapter 9. The discovery of such an effect often inaugurates a new line of inquiry 
in that it stimulates reflection about the likely reasons for such variations. 

The discovery of moderated relationships can occur by design or by chance. 
When they occur by design, the researcher has usually anticipated the possi- 
bility that a relationship may be moderated (though he or she may be wrong of 
course). They can occur by chance when the researcher conducts a test for an 
intervening variable or a test for spuriousness and finds a marked contrast in 
findings for dserent categories of the test variable. 

Job 
satisfaction Work variety 

Gender 

A 
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I : , ~ u l t i ~ l e  causation 

Work variety CI 

i 
0 
-a 
S 
A 

'L? 

Participation 
at work 

Dependent variables in the social sciences are rarely determined by one vari- 
'able alone, so that two or more potential independent variables can usefully be 
'considered in conjunction. Figure 10.4 suggests that whether someone is 
-allowed participation i11 decision-making at work also affects their level of job 
hsatisfaction. It is misleading to refer to participation in decision-making as a 

Job satisfaction L__1 
Ii I Figure 10.4 Worlc variety and participation at worlc 
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test variable in this context, since it is really a second independent variable. 
What, then, is the impact of amount of variety in work on job satisfaction when 
we control the effects of participation? 

Again, we compare d, in Table 10.1 (56 per cent) with d, and d, in Table 
10.6. The latter are 19 and 18 per cent respectively. This suggests that although 
the effect of amount of variety in worlc has not been reduced to zero or nearly 
zero, its impact has been reduced considerably. Participation in decision-mak- 
ing appears to be a more important cause of variation in job satisfaction. Por 
example, compare the percentages in cells 1 and 3 in Table 10.6: among those 
respondents who report that they perform varied work, 93 per cent of those who 
experience participation exhibit job satisfaction, whereas only 30 per cent of 
those who do not experience participation are satisfied. 

One reason for this pattern of findings is that most people who experience par- 
ticipation in decision-making also have varied jobs, that is (cell1 + ce115) - 
(cell2 + cell6). Likewise, most people who do not experience participation have 
work whichjs not varied, that is (cell4 + cell8) - (cell3 + cell7). Could this 
mean that the relationship between variety in work and job satisfaction is really 
spurious, when participation in decision-making is employed as the test variable? 
The answer is that this is unlikely, since it would mean that participation in deci: 
sion-making would have to cause variation in the amount of variety in work, 
which is a less likely possibility (since technological conditions tend to be the 
major influence on variables like work variety). Once again, we have to resort to 
a combination of intuitive logic and theoretical reflection in order to discount 
such a possibility. We will return to this kind of issue in the context of an exam- 
ination of the use of multivariate analysis through correlation and regression. 

I 
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3.2.4. Partial Correlafion 

3.2.4.7. The Theory behind Part and Partial Correlation 

I mentioned earlier that there is a type of correlation that can 
be done that allows you to loolc at the relationship between 
two variables when the effects of a third variable are held 
constant. For example, analyses of the exam anxiety data (in 

the file ExamAnxsav) showed that exam performance was negatively 
related to exam anxiety, but positively related to revision time, and 
revision time itself was negatively related to exam anxiety. This scenario 
is complex, but given that we know that revision time is related to both 
exam anxiety and exam performance, then if we want a pure measure of 
the relationship between exam anxiety and exam perfonnance we need 
to take account of the influence of revision time. Using the values of R2 
for these relationships, we know that exam anxiety accounts for 19.4% of 
the variance in exam performance, that revision time accounts for 15.7% 
of the variance in exam performance, and that repion time accounts for 
50.2% of the variance in exam anxiety. If revision time accounts for half 
of the variance in exam anxiety, then it seems feasible that at least some 
of the 19.4% of variance in exam performance that is accounted for by 
anxiety is the same variance that is accounted for by revision time. As 
such, some of the variance in exam performance explained by exam 
anxiety is not unique and can be accounted for by revision time. A 
correlation between two variables in which the effects of other variables 
are held constant is known as a partial correlation 
Figure 3.13 illustrates the prhaple behind partial correlation. In pi& 1 

of the diagram there is a box labelled exam performance that represents 
the total variation in exam scores (this value would be the variance of 
exam performance). There is also a box that represents the variation in 
exam anxiety (again, this is the variance of that variable). We know 
already that exam anxiety and exam performance share 19.4% of their 
variation (this value is the correlation coefficient squared). Therefore, 
the variations of. these two variables overlap (because they share 
variance) creating a third box (the one with diagonal lines). The overlap 
of the boxes representing exam performance and exam anxiety is the 
common variance. Likewise, in part 2 of the diagram the shared 

Correlation 

variation between exam performance and revision time is illustrated. 
Revision time shares 15.7% of the variation in exam scores. This shared 
variation is represented by the area of overlap (filled with diagonal 
lines). We lmow that revision time and exam anxiety also share 50% of 
their variation: therefore, it is very probable that some of the variation in 
exam performance shared by exam anxiety is the same as the variance 
shared by revision time. 
Part 3 of the diagram shows the complete picture. The first thing to 

note is that the boxes representing exam anxiety and revision iime have 
a large overlap (this is because they share 50% of their variation). More 
important, when we loolc at how revision time and anxiety contribute to 
exam performance we see that there is a portion of exam performance 
that is shared by both anxiety and revision time (the dotted area). 
However, there are still small chunks of the variance in exam 
performance that are unique to the other two variables. So, although in 
part 1 exam anxiety shared a large chunk of variation in exam 
perfonnance, some of this overlap is also shared by revision time. If we 
remove the portion of variation that is also shared by revision time, we 
get a measure of the unique relationship between exam performance 
and exam anxiety. We use partial correlations to find out the size of the 
unique portion of variance. Therefore, we could conduct a partial 
correlation between exam anxiety and exam performance while 
'controlling' the effect of revision time. Lilcewise, we could carry out a 
partial correlation between revision time and exam performance 
'controlling' for the effects of exam anxiety. 

Discovering Statisfics Using SPSSfor Windows 

Variance Accounted 
for by Exam Anxiety Anxiety 

(1 9.4%) 

Variance Accounted for by 
Revision Time (15.7%) 

Figure 3.13. Diagram showing the principle of partial correlation 

Correlation 

3.2.4.2. Partial Correlation Using SPSS 

To conduct a partial correlation on the exam performance data select the 
Correlate option from the Aiuilyze menu and then select Pa-rtial - 
malyze=.Correlate=d%&l) and the dialog box in Figure 3.14 will be 
activated. This dialog box lists all of the variables in the data editor on 
the left-hand side and there are two empty spaces on the right-hand 
side. The first space is for listing the variables that you want to correlate 
and the second is for declaring any variables the effects of which you 
want to control. In the example I have described, we want to look at the 
unique effect of exam anxiety on exam performance and so we want to 
correlate the variables exam and anxiety, while controlling for * revise. then 
Figure 3.14 shows the completed dialog box. If you cliclc on- 
another dialog box appears as shown in Figure 3.15. 

I . .  . 
) Gandei Lqerda11 

F i p e  3.14: Main dialog box for conducting a partial currelation 

-- 

F i , w  3.15: Options for partial correlation 

These further options are similar to those in bivariate correlation except 
that you can choose to display zero-order correlations. Zero-order 
correlations are the bivariate correlation coefficients without controlling 
for any other variables. So, in our example, if we select the tick-box for 
zero-order correlations SPSS will produce a correlation ma& of 
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anxiety, exam and revise. If you haven't conducted bivariate 
correlations before the partial correlation theq this k a US& way to 
compare the correlations that haven't been controlled against those that 
have. This comparison gives you some insight into the contibution of 
different variables. Tick the box for zero-ord& correlations but leave the 
rest of the options as they are. 

I E m  ANXIETY REVISE 

- 

EXAM 1.0000 -.4410 . - i q K 7  

PARTIAL CORRELATION COEFFICIENTS 

Zero Order Par t i a l s  

(Coefficient / (D.F. / 1-tai led Significance) 

PARTIAL CORRELATION COEFFICIENTS 

Controlling for. . REVISE 

EXAM 1.0000 -.2467 

( 0 )  ( 100)  
P= . P= .006  

ANXIETY -.2467 1 .0000  

! 1 0 0 )  0)  
P= .006 P= , 

(coefficient / (D.F. / 1-tai led Significance) 

SPSS Output 3.6 shows the output for the partial correlation of exam 
anxiety and exam performance controlling for revision time. The first 
t h iy  to notice is the ma& of zero-order correlations, w M  we asked 
for using the uptiom dialog box. The correlationr displayed hpre are 
.identical to those obtained &om the Pearson correlation procedure 
(compare this mahix with the one in SPSS Output 3.2). Underneath the 
zero-order correl+tions is a matrix of correlations for the variables 

anxiety and exam but controlling for the effect of revision. In this 
instance we have controlled for one variable and so this is known as a 
first-order partial correlation. It is possible to control for the effects of 
two variables at the same time (a second-order partial correlation) or 
control three variables (a third-order partial correlation) and so on. First, 
notice that the partial correlation between exam performance and exam 
anxiety is -0.2467, which is considerably less than the correlation when 
the effed of revision time is not controlled for (r = -0.4410). In fact, the 
correlation coefficient is nearly half what it was before. Although this 
correlation is still statistically significant (its p value is still below 0.05), 
the relationship is diminished. In tenns of variance, the value of R2 for 
the partial correlation is 0.06, which.means that exam anxiety can now 
account for only 6% of the variance in exam performance. When the 
effects of revision time were not controlled for, exam anxiety shared 
19.4% of the variation in exam scores and so the inclusion of revision 
time has swerely diminished the amount of variation in exam scores 
shared by anxiety. As such, a truer measure of the role of exam anxiety 
has been obtained. R-g this d y s i s  has shown us that exam 
anxiety alone does explain much of the variation in exam scores, and we 
have discovered a complex relationship between anxiety and revision 
that might otherwise have been ignored. Although causality is still not 
certain, because relevant variables are being included, the third variable 
problem is, at least, being addressed in some fonn. 

3. ,~~$.3.  semi-partial (or Part) Correlations 

In the n u t  chapter, we come aaoss another form of correlation known 
as a s--phd correlation (also referred to as a part correlation). While 
I'm babbling on about p& carrelatiom it is wonh me wp1-g the 
difference between this type of correlation and a semi-pdd 
correlation, When we do a partial correlation between two variables, we 
control for the effects of a third vadable. Specifically, the effect Uiaf the 
third variable has on both variables in the correlation is controned. 0 a 
~ e ~ - ~ a r t i i i l  correlation we control for the efkrt  that the W d  variable 
has on only one of the variables in the correlation Figue 3.16 illustrates 
thw pddple  for the exam per formmce data. The partid correlation that 
we calculated took account not onh, of the effect of redion on exam 
performance, but also of the effect of revision on anxiety. If we were to 
calculate the semi-partid correlation for the same data, then this wodd 
control for only the effed of revirion on exam pedomance (the effect of 
revision on exam anxiety is ignored). Partial correlatiofi are 
most useful for looking at the unique relationship between 
two variables when other variables are ruled out. Swi-  
partial conelatiom are, therdore, useful when +g to 
explain the variance b one particular variable (an outcome) horn a set of 
medictor variables. This idea leads us &ely toward Chapter 4 . .. 

V, 

% 
Ql 
-6 
3 
8 
C 

.I 
C 

8 
b .E 
L 
Q ei 
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P d a l  Correlation Semi-Patial Correlatim 

fiw 3-16: ~h. &ffernrpbetw= a p h d  and a semi-parw co=elation 
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4.1. An Introduction to Regression 

Correlations can be a very useful research tool but they tell us nothing 
about the predictive power of variables. In regression analysis we fit a 
predictive model to our data and use that model to predict values of the 
dependent variable (DV) from one or more independent variables (TVs).' 
sGple regression seeks to predict an outcome-from a single predictor 
whereas multiple regression seeks to predict an outcome from several 
predictors. This is an incredibly useful tool because it allows us to go a 
step beyond the data that we actually possess. The model that we fit to 
our data is a linear one and can be imagined by trying to summarize a 
data set with a straight line (think back to Figure 1.5). 
With any data set there are a number of lines that could be used to 

summarize the general trend and so we need a way to decide which of 
many possible lines to chose. For the sake of drawing accurate 

conclusions we want to fit a model that 

How fit a best describes the data. There are 
straight line several ways to fit a straight line to 

the data you have collected. The 
way wouldbe to use your eye 

to gauge a line that looks as though it 
summarizes the data well. However, the 'eyeball' 
method is very subjective and so offers no assurance that 

the model is the best one that could have been chosen. 
Instead, we use a mathematical technique to establish the line that best 
descriies the data collected. This method is called the method of least 
squares. 

1 Unfortunately, you wiU come across people (and SPSS for that matter) 
referring to regression variables as dependent and independent variables (as in 
controlled experiments). However, correlational research by its nature seldom 
controls the independent variables to measure the effect on a dependent 
vadable. Instead, variables are measured simultaneously and without strict 
control. It is, therefore, inaccurate to label regression variables in this way. For 
this reason I label 'independent variables' as predictors, and the 'dependent 
variable' as  the outcome. 

Discona+i~g SStntistics Using SPSS for Windows 

4.1. I .  Some lmporfant Information about Straight Lines 

To use linear regression it is important that you know a few algebraic 
details of straight lines. Any straight line can be drawn if you know two 
things: (1) the slope (or gradient) of the line, and (2) the point at which 
the line crosses the vertical axis of the graph (latown as the intercept of 
the line). The equatioi~ of a straight line is defined in equation (4.1), in 
which Y is the outcome variable that we want to predict and Xi is the ith 
subject's score on the predictor variable. fi is the gradient of the straight 
line fitted to the data and is the intercept of that line. There is a 
residual term, E;, which represents the difference between the score 
predicted by the line for subject i and the score that subject i actually 
obtained. The equation is often conceptualized without this residual 
term (so, ignore it if it's upsetting you); however, it is worth knowing 
that this term represents the fact our model will not fit perfectly the data 
collected. 

Y=/30+/31X,+~i (4.1) 

A particular h e  has a specific intercept and gradient. Figure 4.1 shows a 
set of lines that have the same intercept but different gradients, and a set, 
of lines that have the same gradient but different intercepts. Figure 4.1 
also illustrates another useful point: that the gradient of the line tells us 
something about the nature of the relationship being described. In 
Chapter _3 we saw how relationships can be either positive or negative 
(and I don't mean the difference between getting on well with yon 
girIfciend and arguing all the time!). A Line that has a gradient with a 
positive value describes a positive relationship, whereas a line with a 
negative gradient describes a negative relationship. So, if you look at the 
graph in Figure 4.1 in which the gradients M e r  but the intercepts are 
the same, then the thicker line describes a positive  elations ship whereas 
the thinner line describes a negative relationship. 
If it is possible to describe a line knowing only the gradient and the 

intercept of that h e ,  then we can use these values to describe our model 
(because in linear regression the model we use is a straight line). So, the 
model that we fit to our data in linear regression can be conceptualized 
as a straight line that can be described mathematically by equation (4.1). 
With regression we strive to find the line that best describes the data 
collected, then estimate the gradient and intercept of that line. Having 
defined these values, we can insert Merent values of our predictor 
variable into the model to estimate the vaIue of the outcome variable. 
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Same intercept, Uerent  slopes Same slope, different intercepts 
Figure 42 Shows lines with the same gradients but different intercepts, and 
lines that share the same intercept but have different gradients 

4.1.2. The Method of Least Squares 

I have already mentioned that the method of least squares is a way of 
finding the line that best fits the data (ie. finding a line that goes 
through, or as close to, as many of the data points as possible). This 'line 
of best fit' is found by ascertaining which h e ,  of all of the possible lines 
that could be drawn, results in the least amount of difference between 
the observed data points and the line. Figure 4.2 shows that when any 
line is fitted to a set of data, there will be small differences between the 
values predicted by the line, and the data that were actually observed. 
We are interested in the vertical differences between the line and the 
actual data because we are using the line to predict values of Y from 
values of the X variable. Although some data points fall exactly on the 
line, others lie above and below the line, indicating that there is a 
difference between the model fitted to these data and the data collected. 
Some of these differences are positive (they are above the line, indicating 
that the model underestimates their value) and some are negative (they 
are below the line, indicating that the model overestimates their value). 
These differences are usually called residuals. In the discussion of 
variance in section 1.1.3.1 I explained that if we sum positive and 
negative differences then they tend to cancel each other out. To avoid 
this problem we square the differences before adding them up. These 
squared differences provide a gauge of how well a particular line fits the 
data: if the squared differences are large, the line is not represmtative of 
the data; if the squared differences are small then the line is 
representative. The sum of squared differences (or sum of squares for 
shod) can be calculated for any line that is fitted to some data; the 
'goodness-of-fit' of each line can then be compared by looking at the 
sum of squares for each. The method of least squares works by selecting 
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the line that has the lowest sum of squared differences (so it chooses the 
line that best represents the observed data). One way to select this 
optimal line would be to fit every possible line to a set of data, calculate 
the sum of squared differences for each line, and then choose the line for 
which this value is smallest. This would take quite a long time to do! 
Fortunately, there is a mathematical techiique for finding maxima and 
minima a n d  this technique (calculus) is used to find the h e  that 
minimizes the sum of squared differences. The end result is that the 
value of the slope and intercept of the 'line of best fit' can be estimated. 
Social scienfists generally refer to this line of best fit as a regression line. 

45 

40 

Size of Spider (cm) 

Figure 4.2: This graph shows a scatterplot of some data with a line representing 
the general hnd.  The vertical lines (dotted) represent the differences (or 
residuals) between the line and the actual data 

4.1.3. Assessing the Goodness-of-Fit: Sums of Squares, R and R? 

Once we have found the line of best fit it is important that we assess 
how well this line fits the actual data (we assess the goodness-Of$t of the 
model). In section 1.1.3.1 we saw that one measure of the adequacy of a 
model is the sum of squared differences. Sticking with this theme, there 
are several sums of squares that can be calculated to help us gauge the 
contribution of our model to predicting the outcome. Imagine that I was 
interested in predicting record sales (Y) from the amount of money 
spent advertising that record (X). One day my boss came in to my office 
and said 'Andy, how many records will we sell if we spend £100,000 on 
advertising? If I didn't have an accurate model of the relationship 
between record sales and advertising, what would my best guess be? 

' ,  
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Well, probably the best answer I could 
would be the mean number of record sales 
(say, 200,000) because on average that's 
how many records we expect to sell. This 
response might well satisfy a brainless 
record company executive. However, what 
had asked 'How many records will we sell if we spend 
£1 on advertising?' Again, in the absence of any accurate 
information, my best guess would be to give the average 
number of sales (200,000). There is a problem: whatever 
amount of money is spent on advertising I always predict the same 
levels of sales. It should be pretty clear then that the mean is fairly 
useless as a model of a relationship between two variables-but it is the 
simplest model available. 
So, as a basic strategy for predicting the outcome, we might choose to 

use the mean, because on average (sic) it will be a fairly good guess of an 
outcome. Using the mean as a model, we can calculate the difference 
between the observed values, and the values predicted by the mean. We 
saw in section 1.1.3.1 that we square all of these differences to give us 
the sum of squared differences. This sum of squared differences is 
known as the total sum of squares (denoted SS) because it is the total 
amount of differences present when the most basic model is applied to 
the data. This value represents how good the mean is as a model of the 
observed data Now, if we fit the more sophisticated model to the data, 
such as a line of best fit, we can again work out the diiferences between 
this new model and the observed data In the previ~us section we saw 
that the method of least squares finds the best possible line to describe a 
set of data by minimizing the difference between the model fitted to the 
data and the data themselves. However, even with this optimal model 
there is still some inaccuracy, which is represented by the differences 
between each observed data point and the value predicted by the 
regression line. As before, these difEerences are squared before they are 
added up so that the directions of the differences do not cancel out. The 
result is lmown as the sum of squared residuals (SSR). This value represents 
the degree of inaccuracy when the best model is fitted to the data. We 
can use these two values to calculate how much better the regression 
line (the line of best fit) is than just using the mean as a model (i.e. how 
much better is the best possible model than the worst model?). The 
improvement in prediction resulting from using the regression model 
rather than the mean is calculated by calculating the difference between 
SST and 3%. This difference shows us the reduction in the inaccuracy of 
the model resulting from fitting the regression model to the data This 
improvement is the model strm of spares (SSM). Figure 4.3 shows each 
sum of squares graphically. 

X 
X 

SS, uses the differences between SS, uses the differences between 
the observed data and the mean the observed data and the 

regression line 

*- 

0 2 4 6 0 1 0  X 

SS, uses the differences 

* between the mean value of Y 
and the regression line 

Figure 4.8: Diagram showing &om where the regression sums of squares derive 

If the value of SSM is large then the regression model is very different 
from using the mean to predict the outcome variable. This implies that 
the regression model has made a big improvement to how well the 
outcome variable can be predicted. However, if SSM is small then using 
the regression model is little better than using the mean (i.e. the 
regression model IS no better than taking our 'best guess'). A useful 
measure arising from these sums of squares is the proportion of 
improvement due to the model. This is easily calculated by dividing the 
sum of squares for the model by the total sum of squares. The resulting 
value is called Rz and to express this value as a percentage you should 
multiply it by 100. So, X? represents the amount of variance in the 
outcome explained by the model (SSM) relative to how much variation 
there was to explain in the first place (5%). Therdore, as a percentage, it 
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represents the percentage of the variation in the outcome that can be 
explained by the modeL 

R2 =SShl 
SS, (4.2) 

Interestingly, this value is the same as the R2 we met in Chapter 3 
(section 3.2.3.3) and you'll notice that it is interpreted in the same way. 
Therefore, in simple regression we can take the square root of this value 
to obtain the Pearson correlation coefficient. As such, the correlation 
coefficient provides us with a good estimate of the overall fit of the 
regression model, and R2 provides us with a good gauge of the 
substantive size of the relationship. 
A second use of the sums of squares in assessing the model is through 

the F-test. The F-test is something we will cover in greater depth in 
Chapter 7, but briefly this test is based upon the ratio of the 
improvement due to the model (SSM) and the difference between the 
model and the observed data (SSR). In fact, rather than using the sums of 
squares themselves, we take the mean sums of squares (referred to as 
the mean squares or MS). To work out the mean sums of squares it is 
necessary to divide by the degrees of freedom (this is comparable to 
calculating the variance from the sums of squares--see section 1.1.3.1). 
For SShl the degrees of freedom are simply the number of variables in 
the model, and for SSR they are the nwnber of obsenrations minus the 
number of parameters being estimated (i.e. the number of beta 
coefficients including the constant). The result is the mean squares for 
the model (MSM) and the residual mean squares (MSR). At this stage it 
isn't essential that you understand how the mean squares are derived (it 
is explained in Chapter 7). However, it is important that you understand 
that the F-ratio (equation (43)) is a measure of how much the model has 
improved the prediction of the outcome compared to the level of 
inaccuraq of the model. 

F,MS, 
m, (4.3) 

If a model is good, then we expect the improvement in prediction due to 
the model to be large (so, EM will be large) and the difference between 
the model and the observed data to be small (so, MSR will be small). In 
short, a good model should have a large F-ratio (greater than one at 
least) because the top half of equation (4.3) will be bigger than the 
bottom. The exact magnitude of this F-ratio can be assessed using critical 
values for the corresponding degrees of freedom 
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l i  I Figure 45: Main dialogbox for regression 
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To do the analysis you need to access the main dialog box by using the 
halyze+&egressian*gme x... menu pa& Figure 4.5 shows the - 
resulting dialog box. There is a space labelled Qepazdent in which you 
should place the outcome variable (in this example sales). So, select 
sales from the list on the left-hand side, and transfer it by clicking on a, There is another space labelled independent(s) in which any predictor 
variable should be placed. In simple regression we use only one 
predictor (in this example adverts) and so you should select adverts 
from the list and click on to transfer it to the list of predictors. There 
are a variety of options available, but these will be explored within the 
context of multiple regression (see section 4.2). For &$time being just 
click on= to run toe basic analysis. 

The first table provided by SPSS is a summary of the model. This 
summary table provides 

Modal summan, the value of R and Rz for 

.$ 

L 
0 ai .4 P 
Q a 

1 I I I I std. Error I the model that has been 

4.1.5. Output from SPSS 

4.1.5.1, Overall Fit df the Model 

Adjusted R of lhe 
M o d  1 R I R Squara 1 Squara I E5timale I For these 

.578' ,335 331 65.9014 
R has a value of 0.578 

a P C :  ~ s g  ~ ~ ~ ~ ~ t ~ ~ ~ ~ ~ d ~  and'e~au'e thme is 
or pounds) one predictor, this value 

represents the simple 

4.1.4. Simple Regression on SPSS 

So far, we have seen a little of the theory behind regression, albeit 
restricted to the situation in which there is only one predictor. To help 
clarify what we have learnt so far, we will go through an example of a 
simple regression on SPSS. Earlier on I asked you to imagine that I 
worked for a record company and that my boss was interested in 
predicting record sales froin advertising. There are some data for this 
example in the fie Recordl.sav. This data file has 200 rows, each one 
representing a different record. There are also two columns, one 
representing the sales of each record in the week after release and the 
other representing the amount (in pounds) spent promoting the record 
before release. T-his is the format for entering regression data: the 
outcome variable and any predictors should be entered in merent 
columns, and each row should represent independent values of those 
variables. The pattern of the data is shown in Figure 4.4 and it should be 
clear that a positive relationship exists: so, the more money spent 
advertising the record, the more it is likely to sell. Of course there are 
some records that sell well regardless of advertising (top left of 
scatterplot), but there are none that sell badly when advertising levels 
are high (bottom right of scatterplot). The scatterplot also shows the line 
of best fit for these data: bearing in mind that the mean would be 
represented by a flat line at around the 200,000 sales mark, the 
regression line is noticeable different. 

Prediclurs ofWaekiy Record Sales 
x 2 % X I  x I 

O D 0 4  on0 mmlm I W . _ O O  1m.m ~ & D D  

Adve~tlslng Budget (pounds) 

Figure 44: Scatterplot showing the relationship between record sales and the 
amount spent promoting the record 

To find out the parameters that describe the regression line, and to see 
whether this line is a useful model, we need to run a regression analysis. 
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correlation between advertising and record sales (you can confirm this 
by running a correlation using what you were taught in Chapter 3). The 
value of R2 is 0.335, which tells us that advertising expenditure can 
account for 33.5% of the variation in record sales. In other words, if we 
are trying to explain why some records sell more than others, we c m  
look at the variation in sales of different records. There might be many, 
factors that can explain this variation, but our model, which includes 
only advertising expenditure, can explain 33% of it. This means that 66% 
of the variation in record sales cannot be explained by advertising alone. 
Therefore, there must be other variables that have an influence also. 

The next part of the output reports an analysis of variance (ANOVA- 
see Chapter 7). The sumnary table shows the various sums of squares 
described in Figure 4.3 and the degrees of freedom assodated with each. 
From these two values, the average sums of squares (the mean squares) 
can be calculated by dividing the sums of squares by the associated 
degrees of freedom. The most important part of the table is the F-ratio, 
which is calculated using equation (4.3), and the associated sigruficance 
value of that F-ratio. For these data, F is 99.59, which is sigruficant at p < 
0.001 (because the value in the column labelled Sig. is less than 0.001). 
This result tells us that there is less than a 0.1% chance that an F-ratio 
this large would happen by chance alone. Therefore, we can conclude 
that our regession model results in significantly better prediction of 
record sales than if we used the mean value of record sales. In short, the 
regression model overall predicts record sales sigruficantly well. 

Sum of Mean 
Squads df Squera 

I 

SPSS output 4 2  

4.1.5.2. Model Parameters 

The ANOVA tells us whether the model, overall, results in a 
significantly good degree of prediction of the outcome variable. 
However, the ANOVA doesn't tell us about the individual contribution 
of variables in the model (although in this simple case there is only one 
variable in the model and so we can infer that this variable is a good 
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predictor). The table in SPSS Output 4.3 

How do I provides details of the model 
interpret p parameters (the beta values) and 

@ a - % s&&,@d~l values? saw the in significance equation (4.1) of that these values. was the We Y 

intercept and this value is the value B for the 
constant. So, £corn the table, we can say that PO is 134.14, - and this can be interpreted as meaning that when no 

money is spent on advertising (when X = O), the model 
predicts that 134,140 records will be sold (remember that our unit of 
measurement was thousands of records). We can also read off the value 
of fi &om the table and this value represents the gradient of the 
regression line. It is 9.612 E-02, which m unabbreviated form is 0.09612.2 
Although this value is the slope of the regression line, it is more useful 
to think of this value as representing fhe change in flze outcome associated 
with a unit change in the predictor. Therefore, if our predictor variable is 
increased by 1 unit (if the advertising budget is increased by I), then our 
model predicts that 0.096 extra records will be sold. Our units of 
measurement were thousands of pounds and thousands of records sold, 
so we can say that for an increase in advertising of £1000 the model 
predicts 96 (0.096 x 1000 = 96) extra record sales. As you might imagine, 
this investment is pretty bad for the record company: they invest £1000 
and get only 96 extra sales! Fortunately, as we already know, advertising 
accounts for only one-third of record sales! 

Model 

f (Constant) 

SPSS Output 43 

- Advertislog Budget 
(thousands of pounds) 

2 You might have noticed that this value is reported by SPSS as 9.612 E-02 and 
many students find this notation confusing. Well, this notation simply means 
9.61 x 10-? (which might be a more familiar notation). OK, some of you are still 
confused Well think of E-02 as meaning 'move the dedmal place 2 steps to the 
leK, so 9.612 E-02 becomes 0.09612. If the notation read 9.612 E-01, then that 
would be 0.9612, and if it read 9.612 E-03, that would be 0.009612. Likewise, 
think of Et02 (notice the minus sign has changed) as meaning 'move the decimal 
place 2 places to the right'. So 9.612 Ei-02 becomes 961. 

Unstandardlzed 
COeMcients 

B I Std. Error 

134.140 ( 7.537 
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a. Dependent Variable: Record Sales (thousands) 

g'612E-02 

Equation (4.4) shows how the t-test is calculated and you'll find a 
general version of this equation in Chapter 6 (equation (6.1)). The Pexpected 

is simply the value of P that we would expect to obtain if the null 
hypothesis were true. I mentioned earlier that the null hypothesis is that 
p is zero and so this value can be replaced by zero. The equation 
simplifies to become the observed value of f l  divided by the standard 
error with which it is assodated.3 

Standardized 
CoeHlclents 

Beta 

The values of t can then be compared to the values that we would expect 
to find by chance alone: if f is very large then it is unlikely to have 
occurred by chance. SPSS provides the exact probability that the 
observed value of f is a chance result, and as a general rule, if .this 
observed sigruficance is less than 0.05, then social scientists agree that 
the result reflects a genuine effect. For these two values, the probabilities 
are 0.000 (zero to 3 decimal places) and so we can say that the 
probability of these t values occurring by chance is less than 0.001. 
Therefore, they reflect genuine effects. We can, therefore, conclude that 
advertising budget makes a sigruficant contribution @I < 0.001) to 
predicting record sales. 

.O1O 

1 ;  1 4.1.5.3. Using the Model 

t 

17.799 

So far, we have discovered that we have a useful model, one that 
significantly improves our ability to predict record sales. However, the 
next stage is often to use that model to make some predictions. The first 
stage is to define the model by replacing the P values in equation (4.1) 
with the values from SPSS Output 4.3. In addition, we can replace the X 
and Y with the variable names so h t  the model becomes: 

Slg. 
.000 

,578 

It is now possible to make a prediction about record sales, by repladng 
the advertising budget with a value of interest. For example, imagine a 
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9379 

The values of 0 represent the change in the outcome resulting from a 
unit change in the predictor. If the model was useless at predicting the 
outcome, then if the value of the predictor changes, what might we 
expect the change in the outcome to be? Well, if  the model is very bad 
then we would expect the change in the outcome to be zero. Think back 
to Figure 4.3 (see the panel representing SST) in which we saw that using 
the mean was a very bad way of predicting the outcome. In fact, the line 
representing the mean is flat, which means that as the predictor variable 
changes, the value of the outcome does not change (because for each 
level of the predictor variable, we predict that the outcome will equal 
the mean value). The important point here is that a bad model (such as 
the mean) will have regression coefficients of zero for the predictors. A 
regression coefficient of zero means: (a) a unit change in the predictor 
variable results in no change in the predicted value of the outcome (the 
predicted value of the outcome does not change at all), and @) the 
gradient of the regression line is zero, meaning that the regression line is 
flat. Hopefully, what should be clear at this stage is that if a variable 
signifcantly predicts an outcome, then it should have a P value 
significantly different from zero. This hypothesis is tested using a t-test 
(see Chapter 6). The t-statistic tests the null hypothesis that the value of 
/3 is zero: therefore, if it is significant we accept the hypothesis that the P 
value is significantly different iiom zero and that the predictor variable 
contributes significantly to our ability to estimate values of the outcome. 
One problem with testing whether the j3 values are different from zero 

is that their magnitude depends on the units of measurement (for 
example advertising budget has a very small P value, yet it seems to 
have a strong relationship to record sales). Therefore, the t-test is 
calculated by taking account of the standard error. The standard error 
tells us something about how different f l  values would be if we took lots 
and lots of samples of data regarding record sales and advertising 
budgets and calculated the P values for each sample. We could plot a 
frequency distribution of these samples to discover whether the P values 
from aJl samples would be relatively similar, or whether they would be 
very different. We can use the standard deviation of this distriiution 
(known as the standard error) as a measure of the similarity of P values 
across samples. If the standard error is very small, then it means that 
most samples are likely have a /3 value similar to the one in the sample 
collected (because there is little variation across samples). The t-test tells 
us whether the P value is different from zero relative to the variation in 
p values for similar samples. When the standard error is small even a 
small deviation from zero can reflect a meaningful difference because /? 
is representative of the majority of possible samples. 

,000 
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record executive wanted to spend £100,000 on advertising a new record. . 
Remembering that ow units are already in thousands of pounds, we can 
simply replace the advertising budget with 100. He would discover that 
record sales should be around 144,000 for the first week of sales. 

Record Sales = 134.14 + (0.09612x~dvertisin~ ~ u d ~ e t ~ )  
= 134.14t (0.09612~100) (4.6) 
= 143.75 

3 To see that this is h e  you canuse the values from SPSS Output 4.3 to calculate 
t for the constant. For advertising budget, the standard error has been rounded 

G Q  to 3 decimal places, so to verify how t is calculated you should use the un- 
rounded value. This value is obtained by doubleclicking the table in the SPSS 
output and then doubleclicking the value that you wish to see in full. You 
should findthat f = 0.096124/0.009632= 9.979. 
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FAKTORBVA ANALVZA - REDUKCE DAT A VSTUP DO 
IWIUL'TUVARIA~N~ PINAL~ZY (Modus ANALYZE: pocedura: Data 
reduction-factor analysis 

Faktorovi analBzt 

To je t e c h n i ,  kterd byla a nekde jeltE je pfijimina s urctou neddv5rou. Domnfvime se, 

i e  neprivem. Ddvodem pro tuto nedfivsm je ziejmk fakt, i e  funkce faktorovi analjzy je 

velice odliSn5 od ostatnich statisticlqkh technik. VBtSiia statisticqch operaci v sociologiclcim 

v$zhmu je pouifvina pro testovini hypotk, faktorovi analjza je pouiivina pro tento Ee l  

spEe vjjimeEn6. Faktorovi analjza je spile nistrojem pro explorativni vjzkum. VBtSinou 

netestuje hypotdzy, ale je nbtrojem pro jejich formulovfird a upfesiiov&i. Je ovSem 

i neobyEejn8 dEimjrm nistrojem zjednodulovini dat. 

Funkci faktorovC analjzy si mfiieme vysvetlit - velice nespisovng, ale jasni! a v podstaG 

sprivnE! - asi takto: faktorovi analjrza je schopna nal& sekupenl prorniinnjch, kter6 pat5 

niriakBm zphobem k sobs. J w  je to zpdsob, to nim faktorovd analbjrza neiekne. Na to 

musi odpovd naldzt vjzkumnik s h ,  na &lad; svC odborni znalosti. 

A t d  si uhaime, a2 v nesluSn6 zjednoduleni a M c e n 6  formi!, jak tato analjza funguje. 

Vstup do faktorwi analgzy je korelaEni matice, tabulka korelaEnfch koeficientfi mezi vSemi 

promZmjmi, kterC hodlime analyzovat. Vjstupem z faktorovi analjzy jsou sloupce Eisel, 

z nichi M d g  pkistawje jeden extrahovang faktor. Faktor je ono dosud nepojmenovani 

"nko" co sdruiuje prom6nn6 s vysoljmi Eisly v danim sloupci. &la v sloupcich jsou 

nazjvha "factor loadings", faktorovi zAti?i, mira spojeni promenni v dandm iidku s timto 

faktorem. Je moini Zci, i e  faktorovi zit62 je korelace mezi promennou a f+torem. 

I d d n i  by bylo, kdyby skupiny promhnnnjrch mUy vysokou ziE.2 v jednom faktoru a tern@ 

nulovou ve viech ostatnich faktorech. Faktorovi analjza se snaii dosihnout tohoto cile 

znatni! sloiitjmi matematickjrmi postupy, kter.5 bychom snad mohli nejl15pe popsat jako rotaci 

souiadnic v mnohodimenzionilnim prostoru. Tyto postupy nejsou bez problkrnfi a pouit6t se 

do faktorovi analgzy bez spoluprice statistika mhie bbjrt nekdy velice riskantni. NicmCni: ani 

tyto velice chytri postupy nemohou izolovat zcela Eisti faktory. NezapomeRte na prvni 

Dismandv &on ("data jsou potvory") neb0 jinjrni slovy, na rozsihl8 sit6 souvislosti 

v spoletensljch vuich. Tak v tabulce 9.12. vidime, i e  promEnn5. (3, strava, mi  vysokou 

z i t E  v prvim faktoru, kterbjr, jak uvidime, se zdi zachycovat etnickou syrnboliku stravy, ale 

i nezanedbatelnou riiloi v dmhim f a k t o ~ ,  odrGejicim materim utilitu stravy. 

A jak interpretovat obsahojr vjrznam faktod? Na to ne+e jednoduchj recept horn€ 

jednoho. Pouift svou odbomou malost a zdravg rozum. Wkdy to mdie bft vetice 

jednoduchd. f iehime,  i e  jsme tfeba piipravili sdrii otizek, o nichi se domnivhe, t e  mi% 

t j i  koncept. Faktorovi analjrza nim d b i  moinost testovat tento piedpoklad. V i d a m  

pHpad6 by mela bjrt schopna extd~ovat jedinj faktor, t.j. koeficienty by m61y bbjrt nejsiln6j:jlf 

v prvirn faktoru. Prominnd, kteri by mUy vysokk koeficienty v jinim nei prvim faktom, 

ma zfejml: n b o  jindho a mSly by bj t  ze souboru vylouEeny. To je ovSem piipad, kdy je 

fakiorovli analjrza pouiita pro testovinf hypotkz. Tato analgza je tab6 vjrhodnjm nhtrojem 

na zjednoduienl souboru prom8nnjch. 

RozsihU faktorovi analjza, pouiivajici data z desftek velice rozdilnjch papulacf byla s to 

redukovat stovky stimulh, pou2ivan)sch v technice dmantickbho diferenciiilu. V biin.5 praKi 

se nynf dosti standardnh pouiivi kolem deseti p M  ppodn6tfi, a to bez jakikotiv podstatnd 

ztrzity informace. Faktorovi analjza jako nhtroj pom5hajici ustavit validitu jinbjrch 

vjzkumnjch technik m i  znatni: SirokC pole pouiiti. SlySeli jsme dokonce o torn, jak tato 

technika byla pouiita pro odhaleni tazatele, kterj Moval  rozhovory; nenavSthoval 

respondenty, ale vymfilel si odpovkii u sv.5ho psacifio stolu. By1 dosti chyt j ,  aby odpovui . , 

v jednotliech rozhovorech byly konzistentni, ale nebyi - a nernohl bjt - c h y t j  natolik, aby 

se faktory vyvozeni z jeho dat shodovaly s faktory extrahovanjrmi z dat ostatnich tazatelfi. 

OvSem dfileiitou oblasti aplikace t6to techniky je explorativni vj7lkum a zde se interpretace 

vjrznamh faktorii'2-a a a d n i m  rikolem. m e m  pro identifikaci faktom je v podstat5 

odpov&i na tuto otizku: "Co maji promhnni s vysoqmi koeficienty v danim faktom 

spoleEniho?" Forslund (1980) studoval delikvenci rnlideie v maldm m6sE ve Wyomingu. 

(Citovbo v Babbie, 1989.) Rozdal stiedolkolskjm studenam dotaznik, ve kterkm se 

dotazoval na bdu Iehce delilcventnich aktivit. Ve faktorov.5 analjrze pak identifikoval 4 

zietelnd faktory. 

Kupi. nhledujici prom6mi mlily vysokd koeficienty ve faktoru 1: 

- mzbijeni pouliEnich svlitel 
- mzbfjeni oken 
- vypou8thni vzduchu z pneumatik automobilfi 
- drobnt5 kd.de% atd. 

Tento faldor by1 identifikovh jako piestupky proti majetku. 
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Dmhf faktor by1 identifikovh jako nezvlPdnutelnost a m a  vysokou zit52 kupi. 

v nhledujicich promi5nnjch: 

- neuposlechnuti rodiEd 
- psani a malovinf PO stEnich a lavicich 
- odmlouvhi uEiteldm 
- honymni telefonickt rozhovory 

T o W n i  faktor by1 zcda  jednomdnj, m a  vysokoa dt jea ire dvou promSnnjch, 

tjkajicfch se rvaEelc a bitek. 

Tieti faktor jsme si nechali na konec. Je totii zajimavj z hlediska metodologie faktorovt 

analjzy a proto zde uvedeme viechny pmm6nn.5, ve kter)sch mB eznamnou ~ t l i f ,  i spolu 

s koeficienty: 

- kouisni marihuany .755 - pouiivMjinjch drog .669 
- fal8ovW podpisd na ornluvenkich .395 
- piti alkoholu v nepfftomnosti mdiEh .358 
- chozeni za Skolu .319 

Vidime z?etelnli, 5e tento faktor shmuje dva nlzn6 probltmy: drogy a chozeni za ikolu. 

Forslund tak6 p o u a  pro tento faktor toto dvojit6 jmdno. Pro n h  je tat0 podvojnost fakbru 

ilustracijednt ddleiih? a nebezpeEdvlastnosti faktorov6analjzy. V naiiinterpretaci jsou ob6 

s l o w  faktom sdruieny jinalc, nei tomu by10 u zbj.vajPich fal$oni. U nich prominn6 byly 

sdrukny tim zpdsobem, i e  vSechny prom6nni byly ukazateli shodneho podloien6ho faktoru. 

V #pad& faktom 3. jeho obli sloiky mohou patfit k dv6ma ponlikud odliSnjm podloienjm 

koncephim, "chozeni za ikolu" a 'drogy". Faktorovi analjza je prezentovala jako jedin); 

faktor pros6 proto, i e  tyto dv8 ~102% jsou v ngjaktm, patme silntm, kaudnim vztahu. Je  

jedno, zda nedostatek dohledu v nekontrolovant situaci "za 9kolou" zvyiuje pravdEpodobnost 

piistupu k d m g h ,  neb0 zda sn$a ziskat "majmku" vede k chozeni za gkolu. 

Tohle neni dtok na validitu Forslundova vyzkumu, ta byla dobie potvrzena i tim, i e  

faktorovi analjza byla opakovkna oddgenli pro subpopulace chlapcd a dlivbt a v obou 

piipadech extrahovala faktory smvnatelnt s vysledky pdvodni analjzy. Jde n6m jen o to 

zddraznit technick6 aspekty, kted jsou spojeny p15vB s jedin&nou schopnostf faktorovt 

analjzy nalht sbmkhuy v datech, kt& "nlijak" spolu souvisejl. Ono "n6jak" mdie b j t  

opravdu odrazem obsahu prom&nn)sch, a tak umoini identifibovat struktury, ktei-6 mohou b j t  

teareticky eznamnd  a ktert jsou neviditelnd jinjm analytickjm postupfim. Ale to "nEjakm 

m j i e  d t  n&My velice prozaiclj a mechanickf charakter. Faktorovl anal* mQfe p10sb5 

identitilmvat jako samostatnj faktor skupinu pmmlimjch jenom proto, k informace byla 

z i s m  shodnou technikou sb&m dat. 6ekn&me, ie existuji urEiti5 sociilni typy osobnosti, 

chamMerizovan6 jednak postoji jedince, jednak jeho demografickjmi charakteristikarni. 

Kdybychom cht&li "objevit" tyto typy s pomoci faktorovt analjzy, ddkali  bychom se 

pravdCipodobnS znaEntho zklam&nf. Analjza by asi objevila jenom (nebo hlavn6) dva faktory: 

jeden, obsahujici demograficld prorn&m8, dmhj  postojovt promenni. Jsou cesty, jak takov6 

probltmy piekonat, ale obecnB bychom se m8li vyvarovat toho, pouiivat jalm vsfup do 

faktorovt andjzy promgnn6, ktert jsou formilnit rkznorodt. 

Pokud neni faktorovi analjza pouiita jako pouht testovhf hypoth; piedstavuje jenom p rv j  

krok v poznhacim procesu. Jejim vfsledkem mdie b j t  tieba jen novi formulace probl6mu, 

navrieni n o e c h  hypotez. Ale to neni d o .  

V ndem torontskim vjzkumu o postojich s ta jch Itald, ~ortugalcb a anglicky mluvikch 

osob, narozenjch v KanadE: jsme se zajimali o struktury obsahu strachu,' ktej s t a 3  lid6 

pochj i  tern&? univerzani, uvaiuji-li o moinosti, i e  budou nuceni vstoupit do domova 

ddchodcd. ~j i i ioval i  jsme mimo jint, jak by pro respondenta byly ddleiiti - v piipadg 

institucionalizace - n&ledujici body: 

1. bfi odiiznut od sousedstvi, na ktere je respondent zvykig: 

2. moinost pokraEovat v konkcich, kter6 nyni mii; 

3. mit pokoj pro seba; 

4. piinest si do instituce ndbytek a jin6 v6ci; 

5. dostPvat stravu, na kterou je respondent zvyklq; 

6. bydlet s ngkqm, kdo ja s respondentem socieln6 srovnatelnv a 

7, bydlet s osobou rnluvici respondentovqm jazykem. 

Vjsledky byly podrobeny faktorovt analjze a zde jsou jeji vjsledky pro italskou subpopulaci: 

Tabulla 9.12. 

FAKTOR: (1) (2) (3) 

(6) osoba jako respondent .SO1 * -.07 1 -.047 
(7)  jazvk .896* 

.015 .007 

(5) strava .604* .335 .I00 

(4) piin6st v6ci 
(3) pokoj pro sebe 

(2) konf ek -.258 .I80 .818' 

(I ) sousedstvi .397 -.070 .677 * 

Z d i  se, i e  p* faktor reprezentuje etnickou identitu respondentk jazyk jako symbol 

n&rod~ identity, potieba partnera "jako jB" jako symbol kulturni a Hdni sounileiitosti, 

a koneEn6 sstrava, kted je v literatuie zcela shodn6 povaiovina za jeden z nejd6le 

pieiivajicich prvE emicki kultury. 

Druhj  faktor se z d i  reprezentovat jedincovo pragmntickl, materiilni okoli a koneEn6 tieti 

faktor mdie reprezentovat sfiru soukromfch, osobnich z i jml .  Plausibilita ttto interpretace 

zdi  se b j t  podporovha i nhledujicim faktem. Zcela shodnt faktory byly extrahovhy i pro 

portugalskjr vzorek, ne vSak pro vzorek rozenjch, anglicky mluvicich ~ a n a d m d .  Pro n&, 

jako Beny hlavniho kuiturniho proudu neni etnicki identita vbbec probltmern. Zde faktorovC 

analjza izolovala pouze dva slab6 faktory, odpovidajici pfibliinli faktonim 2, a 3. ve 

zbpajicich etnickjrch skupinhh. DalSf teoretickou podporou pro naSi interpretaci jsou 

vjsledky analjrzy jiniho soubom promennjch ze stejntho vjzkumu. Tyto prom8nn6 m6Ely 

rniru obav asociovanjch s rhnfmi  prvky spojenjmi se vstupem do instituce pro start. 

Faktorovl anal@ tgchto dat extrahovala o$t faktory vjznamem podobn6 Em,kterd jsme zde 

priv& ppiedstavili. 

Tyto nilezy samy o sob& neznamenaji rnnoho. Ale oteviely pro n h  docela zajimavou cestu 

do studia obsahu strachu a jeho sociilnich a zejmtna kulturnich determinant. Ale to je u i  

m e  jinP povidka, kter6 musi bjrt teprve napsina. 
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Factor Analysis: Data Reduction W7ith 
Principal Components Analysis 

Factor analysis, a complex associational technique, is used for several purposes, but the main one 
is datareduction.' When you have anumber of questions about the same general topic (e.g., 
attitudes about mathematics), you may want to ask whether the questions could be grouped into a 
smaller number of composite variables. Table 10.1 shows that either factor analysis or 
conceptual analysis (i.e., thinlang based on theory andlor literature) can be used to reduce the 
number of variables to a more manageable and meaningful number of summated scales. The 
table also shows that you should check the internal consistency reliability of these new scales 
with Cronbach's alpha (see Assignment G) before actually computing the scales. You may want 
to check your conceptual analysis with factor analysis as well as Cronbach alphas. That is what 
we are doing here for our conceptualization of the three math attitude scales. 

Table 10.1. Bvo Strategies for Reducirtg Many Related Items to Fewer 
Conposite Variables 

many iternslquestions 

r, I 
\L 

conceptual analysis factor analysis 
I I 

(Cronbach's alpha) 

L 
compute summated scalels) 

Afier doing your conceptual or factor analysis, you have several decisions: 

1. If you identify only one conceptual scale or one factor and it is supported by an alpha above 
.70, compute one overall summary scale score. However, 

2. If there is more than one conceptual scale or more than one factor and they have good alphas, 
compute the s n ~ e r a l s ~ m ~ ! e d  S C ~ P  S C ~ ~ P S .  ~ S C ,  ~amp'ri;~ a ~ i  a-.--*" VCLU scale score fii  makes 
sense conceptually. However, 

3. Ifthe factor analysis results do not make good conceptual sense, do not use them. In this 
case, use the conceptual factors, rethink the conceptualization, or use each item separately 

-. 
Statisticians call what we have done in this chapter principal componenk analysis (PCA) rather than explorato~y 

%tor analysis (EFA). In SPSS, principal componenk analysis is done with the factor analysis program using the 
p.Fincipal components extraction method This is consistent with common usage, but there are technical 
dIiTm~1ces between PCA and EFA (see G r k  & Yamold, 1994). 

Problems/ Research Questions 

1. Can variables q01 to q13 be grouped into a smaller number of composite variables called 
components or factors? Using the principal components extraction method of the factor 
analysis program, you will have the computer sort the variables and suppress printing of 
values if the factor loading is less than .30. You will use a Varimax rotatiori and allow al l  
factors with eigenvalues over 1.00 to be computed. 

2. R e m  the fictor analysis but specify that you want the number of factors to be three because 
our conceptualization is that there are three math attitude scales or factors: motivation, 
competence, and pleasure. 

3. Run a factor analysis to see how the four "achievement" variables, mathach, visual, mosaic, 
and grades, cluster or factor. 

Lab Assignment P 

Logon and Get Data 

Retrieve your most recent data iile: hsbdataE. 

*&{" 
, , ,.? I :  Factor Alza&sis on Mat11 Attitude Variables 

To begin factor analysis use these commands: 
* Statistics =>Data Reduction => Factor to get Fig. 10.1. 
0 Next select the variables qOI through qI3. Do not include q04r or any of the otherreversed 

questions. 

Fig. 10.1. Factor ' analysis. 

Now click on Descriptives to produce Fig. 10.2. 
Then click on the following: Initial solution (under Statistics), Coemcieuts, Determinant, 
KMO and Bartlett's test of sphericity (under Correlation Matrix). 

Now click on Rotation, which will give you Fig. 10.4. 
Click on Varimnx. . Then click on Continue. 

Click on Continue. 

Next, click on Options which will give you Fig. 10.5. 

Next, click on Ealxaction at the bottom of Figure 10.1. This will give you Fig. 10.3. 
Make sure Eigenvalues over 1 is checked. 

This default setting will allow the cornpufer to decide how many math attitude factors to 
compute; i.e., as many as have eigenvalues (a measure of variability explained) greater than 1.0. 
If you have a clear theory or conceptualization about how many factors or scales there should be, 
you can set the number of iactors to that number, as we will in Problem 2. 

U~lclick-display Unrotated factor solution. 
Click on Continue. 

Fig. 10.3. Extraction method 
to produce principal 
components analysis (PCA). 

Then click on Sorted by size. 
Click on Suppress absolute values 1ess.than and type -3 (point 3) in the box (see Fig. 10.5). 
Suppressing small factor loadings makes the output easier to read. 
Click on Continue then OK. Compare Output 10.1 to your output and syntax. 

Problertl2: Fnctor Analysis on Mat11 Altitrrde Varinbles JfGfh Three Factors Specijied 

Now try doing factor u~a!ysis yourself with the same variables, rotation, and options. This time, 
however, click ofleverything on the descriptive screen except Initial solution. Also, use a 
different Extraction subcommand; click on Extract Number of factors and then type 3 
because our conceptualization is that there are 3 factors. Compare Output 10.2 to your output and 
syntax. Note that the Iuitial Statistics table is the same, but the Rotated Component Matrix 
now shows three somewhat different factors. 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Outputs and Interpretations 

ProbIenz 3: Factor Analysis on A l t i e e n t  Variables 

Now try doing another factor analysis yourself on the 'eachievement variables:' mathnch, visual, 
mosaic, and grades. 
* ~ i r s t  Reset. 
* Use the default settings (i.e., the boxes that are already checked) for Extraction. 

In addition, under Rotation, check Varimax, display Rotated solution, and Loading plots. 
0 Under Descriptives check Univariate descriptives, Initial solution, Coefficients, 

Determinant, and KMO and Bartlett's test of sphericity. 

We have requested a more extensive, less simplified output for contrast with the earlier ones. 
Compare Output 10.3 to your syntax and output. 

I &-2 I Print, Save, and Exit 

I I Interpretation Questions 

qj = .I. L 

P W  3 2 
e! 

8 3 
?J 

0 Print your lab assignment results if you want. 
0 Save your data file as hsbdataF (File => Save. As). 
* Save the SPSS log files as hsblogF. 
* Exit SPSS. 

m- 2 
% z  
- ,  

68 n 24 
58 
P1 

I? $ >2 

1. Using Output 10.1: a) Make a table of the five highest correlations and the five lowest. 
Indicate whether the variables for the highest and lowest correlations are in the same or in 
different conceptual clusters (i.e., competence, motivation, and pleasure) as indicated on page 
19 for each question. b) What might you name each component or factor in the rotated factor 
matrix? c) How do these statistical components differ from the three conceptual math 

attitude composite variables (competence, motivation, and pleasure) computed in Assignment 
C and shown in chapter 2 and the codebook (Appendix D)? 

% $  .c 2 
('3 
?2 

GET 
FILE='A:\hsbdataE.sao' 

EXECUTE . 

2. Using Output 10.2: a) How do the rotated components in Output 10.2 differ from those in 
Output 10.11 b) Are the factors in Output 10.2 closer to the conceptual composites in the 
codebook? C) How might you name the three factors in Output 10.2? 

mu 

g1 
."", 
2 SE 
O'J' a $ 
IT 

Output 40.1: Factor Analysis for Math Attitude Questions 
Syntax for factor analysis of math attitude questions 

3. Using Output 10.3: 2) Are tke assumpSons that T<~E teskd violated: Explain. b) How many 
components or factors are there with eigenvalues greater than 1.0, and what total/cumulative 
percent of variance is accounted for by them? c) Describe the main aspects of the coirelation 
matrix, rotated component matrix, and plot in Output 10.3. 

FACTOR 

5 s  
0 UJ Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 
m))C .g g 
[3 13 

question 1 

Extraction Method: Principal Compcnent 

Analysis. 

I Total Variance Explained 

Extraction Method: Principal Component Analysis. 1- 
Component Matri% 

a. 4 components extracted. 
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a. Rotation converged in 7 iterations. 

Component Transformation Matrix 

nncipal Component Analysis. 
Rotation Method: Varimaxwith Kaiser Normalization. 

Output 10.2: Factor Analysis for Math Attitude Questions Limited tto 
Three Factors 

j Syntax for factor analysis of math attitude questions limited to three factors 

FACTOR 
/VARIABLES q01 q02 q03 q04 qo5 q06 q07 qOB q09 q10 qll q12 q13 /MISSING 
LISTWISE /ANALYSIS qOl q02 q03 q04 q05 q06 q07 qOB q09 qlO qll ql2 q13 
/PRINT INITIAL ROTATION 
/FORMAT SORT 8LANK(.3) 
/CRITERIA FACTORS (31 ITERATE (25) 
/EXTRACTION PC 

. /CRITERIA ITERATE (25) 
/ROTATION VARIMAX 
/METHOD=CORRELATION . 

Rotated Component ~ a t r i x ~  

Component 
1 1 2 1 3  

auestlon 5 -378 1 
question I .851 
question 3 .845 
question 1 I -598 .484 
question I 2  .815 
question 13 .786 
question 8 -.682 
question 4 -.651 
question 7 .421 -61 1 
question 9 ,303 ,397 
question 10 .807 
question 6 .651 

1 question 2 .534 -537 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization 

a. Rotation converged in 5 iterations. 

Component Transformation Matrix 

Component I 1 1 2 . 1  3 
1 I ,729 1 .585 1 -.356 
2 -.477 ,806 .350 
3 ,492 -.086 .a67 

Extraction Method: Principal Component Analysis. 
Rotation Method: Varimax with Kaiser Normalization. 

Output 10.3: Factor Analysis for Achievement Scores 
syntax for factor analysis of achievement scores 

FACTOR 
/VARIABLES mathach visual mosaic grades / M I S S I N G  LISTWISE /ANALYSIS 

mathach visual mosaic grades 
/PRINT UNlVARIATE I N I T I A L  CORRELATION DET KMO EXTRACTION ROTATION 
/PLOT ROTATION 
/CRITERIA MINESGEN (1) STEPATE (25) 
/EXTRACTION PC 
/CRITERIA ITERATE (25) 
/ROTATION VARlMAX 
/METHOD-CORRELATION . 

Factor Analysis 

Extraction Method: 
Principal Component 
Analysis. 

Total Varlance Explained 

Component Matrllca 

Factor Analysis 

Descriptive Statistics 

visualization score 

Correlation Matrixa 

a. Determinant = .562 

Bartidff's Test of Sphericity 

visualization score 

Extraction Method: Principal Component 
Analysis. 

Určeno pouze pro výukové účely na FSS MU Brno - distribuce a použití pro jiné účely je zakázáno



Component Matrix a 

visualization score 

Analysis. 
a. 2 components extracted. 

Rotated Component Matrix a 

I 1 Component 1 

Analysis. 
Rotation Method: Varimax with Kaiser 
Normalization. 

a. Rotation converged in 3 iterations. 

Cmponent Transformation Matrix 

Component Plot in Rotated Space 

0.0 

Component I 
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