Part 6

Science and Values



Introduction

I. THE PROBLEMS

Problems about the role of value judgments within science and ethical dis-
putes about the uses of science (e.g., in technology and social policy) are
commonplace. Recent discussion of genetic engineering, behavior control,
safety in nuclear power plants, human experimentation (e.g., deception and
manipulation in research), medical ethics, and the IQ controversy are only
the most dramatic instances of such problems. The basic problems are by no
means new: just think of the controversy between Galileo and the Catholic
Church about the nature of the solar system, or controversies between
Darwin and his critics over the question of evolution.

However, underlying the many disputes covered by the phrase “science
and values,” there are several fundamental and persisting issues. Among the
most obvious are these:

1. Can (is/should) science be “value free” or “neutral”? What do “value
free” and “value neutral” mean in such contexts? What kinds of values are at
issue? (This raises the question “What is value?” which must be bypassed
here.) For instance, not all values are moral values, so that science may be
morally neutral even though not value neutral in some other (or in a wider)
sense. As we shall see, it is open to question whether science is or can be even
morally neutral, much less value neutral.

2. If science is value free (in either the extended or the narrower sense of
morally neutral: unless otherwise specified I shall mean the former whenever
“value free” is used) what implications does this have for our conception of
science, knowledge, and values, and for our views about the nature and aims
of science and the social uses of science and technology? If science is not
value free, what does this imply about the foregoing?

3. What are the best or most defensible concepts or theories about knowl-
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edge, values (moral or nonmoral), science, and the best ways of conceptual-
izing their interconnections (or the lack thereof)? Here we must eventually
deal with the concepts of rationality, objectivity, subjectivity, pure and
applied science, and so on. (See part 1 of this volume.} And we must even-
tually decide what sorts of views will or will not be plausible candidates for
helping us understand science, values, and their connections. For instance,
will any theory according to which science and values are, and should be,
totally unrelated be acceptable to us? This is a question that is discussed later
on in this introduction.

Tt should come as no surprise that these and other issues have been given
a variety of answers, and have generated a number of complex and often con-
flicting theories about science, values, and their interrelations. There is no
point in attempting to even list, much less discuss, all or even many of these
views in an introductory essay. Instead, some historical and philosophical
backdrop for the selections in part 6 will be provided. The emphasis will be
on those developments which get to the very heart of the issues, and which
bear most directly on the readings.

It will prove instructive to begin with the question of why there is, or
even should be, any problems about the relationships between science and
values at all. This question is by no means rhetorical, but rather gets to the
nub of the issue, which involves the relationship between science (and, more
generally, knowledge) and values which finds expression in modern science
and philosophy. It is here, after all, that we must look for the ideas that con-
tinue to dominate our culture’s general outlooks on these questions.

II. Wiy Is THERE A PROBLEM ABOUT
“SCIENCE AND VALUES”?

The problems briefly outlined above come into existence with the advent of
modern philosophy and science, especially the scientific revolution of the
seventeenth century. In order to appreciate why, and how, this happens, it will
be helpful to briefly sketch the views of the ancient Greeks—the molders of
Western culture—on the issues of knowledge and values (or, at any rate, on
the Greek approximations to these issues as they have since come {0 be
understood). Then we can go on to sketch the development of the modemn
problems as they arise at the beginning of “modern history,” which shali be
dated here from the seventeenth century.

For the ancient Greeks, there are no distinctions between (a) science or
knowledge and “values” or “the good” or between (b) science and philos-
ophy or between (c) the objective and the subjective (as these concepts are
understood within modern science and philosophy) or between (d) a “fac-
tual” or “descriptive” account of the world (e.g., in terms of the structural
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properties of things and the laws which govern them) and a “normative” or
“evaluative” or (even) a “moral” interpretation of the world, as embodying a
certain order, pattern, beauty, purpose, and even “goodness.” (What is natural
is also good in this view.) The most influential, and most forceful, presenta-
tion of the Greek view of the cosmos is articulated by Plato in his Republic
(bks. iv-vii). For Plato, “objective” reality is characterized in terms of the
idea or form of “the good.” Reality is a unified, patterned, or ordered whole.
In order to understand experience, we have to arrive at a knowledge of the
laws and structures governing everything, as well as the order, patterning, or
“purpose” which pervades all experience and which unifies it in a coherent
and “meaningful” fashion. Such knowledge, which Plato calls “Dialectic,” is
not to be equated with what is today called “knowledge,” since our term
“knowledge” is often used as a synonym for “science” or “scientific knowl-
edge.” On Plato’s view, the aims and methods of the empirical sciences are
designed to give us at best only a limited insight into reality; more specifi-
cally, an insight into a certain kind of experience, a certain level of reality
(the level of objects of experience like trees, rocks, and so on). They must be
complemented by an insight into the more basic principles and patterns
which govern everything. What for Plato is the “most real” is also the most
abstract and the least accessible to ordinary experience. (Modern theoretical
science, e.g., atomic theory, quantum physics, genetics, and chemistry,
embody this Platonic ideal to some extent.) An “objective account” of things
is not complete until everything is ordered into a unified picture, which
involves the idea that purpose and norms (i.e., ordering principles) are not
eliminable from such an account. It also involves the idea that science cannot
give us either a complete account of everything, or an adequate account of
even the objects of its legitimate concern, since these objects must be ulti-
mately understood in terms of the principles which govern everything,
including themselves and their place in the whole scheme.

One of the chief features of modern science and modern philosophy is
the attempt to deny or else to truncate this platonic vision of the universe, and
of the nature of knowledge and the good. In what follows, a brief sketch of
these developments will be given.

III. ORIGIN AND NATURE OF THE PROBLEM

The issues concerning the relationship between science and values, including
the role of values in science (the issue of value-neutrality) comes into modern
Western history with the advent of the so-called mechanical picture of the
world (especially classical Newtonian science), and the scientific revolution,
most especially the epistemological and methodological revolution in science
and philosophy inspired by its main architect, Rene Descartes (1596-1650).
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According to this view, we must make a sharp distinction between what
is objective and what is subjective in order to acquire reliable (i.e., “objec-
tive”) knowledge of the world (including knowledge of human beings) by the
use of reliable (“rational”) methods of inquiry. Since, according to the
mechanical world picture, nature is a vast machine governed by quantitative
laws and relationships (nature is written in the language of mathematics), the
objective features of the world turn out to be those features—matter, motion,
and physical magnitudes—which constitute the nuts and bolts of the
machine, together with the laws governing it. Only such features of experi-
ence are truly objective. Thus a rational methodology for inquiring about the
machine’s working—i.e., for acquiring knowledge—must take into account
only those features which can be quantified, i.e., written in nature’s language.
The very essence of the world is given by the objective properties just men-
tioned, together with the mechanical laws which govern them. (These essen-
tial. features of the world are dubbed “primary qualities” by Galileo and
Locke.) Everything else, e.g., colors, values, interpretations, purpose, and
theories, is not “objective” and thus does not belong in an objective account
of the world, unless it can be “reduced” to objective terms, or explained away
as illusory phenomena by such an account. (Later thinkers expanded the
province of science to include those “subjective” items—called “secondary
qualities”—that had an autonomous status for Descartes [e.g., mental phe-
nomena and values] so that these came to be “reduced” to objective features
or explained away entirely, as in modern behaviorism and materialism.)

In sum, objectivity means both: (a) objective in the sense of being about
what is objective, and (b) objective in the sense of arriving at objective truths
by methods which themselves take no account of anything “subjective,” i.e.,
which are unbiased. (The search for mechanical “fool-proof” methods, e.g.,
computer algorithms, cost benefit decisions, is the ultimate outcome of this
ideal of rational, objective method.)

IV. INITIAL OBJECTIONS TO “ OBJECTIVISM”

This view already has insuperable difficulties: at least we can now see this
(which is not to make the anachronistic claim that its classical proponents
were flawed for not seeing it: it is just as easy to be a “Monday-morning
quarterback” in history as in football).

First of all, to paraphrase Woody Allen (Love and Death): Objectivity is
subjective, and subjectivity is objective; at least the latter point is certainly
true: the fact that I am (say) in pain is no less objective a fact about me than
the fact that I weigh 160 pounds.

Second, the view being considered is, paradoxically, rooted in the notion
that “objective knowledge” is a “rational reconstruction” of the private, i.e.,
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“subjective,” experiences of a collection of knowers (viz., out of those sub-
jective experiences which represent the essence of the world). Modern epis-
temology is rooted in this conundrum.

Third, as M. Polanyi and others show, if we merely wanted objective
truths, we (as a species) would devote virtually all of our intellectual energy
to studying interstellar dust, and only a fraction of a microsecond studying
ourselves (or anything else, for that matter) since, objectively speaking,
human beings are of no cosmic significance in the objective order of things!
Obviously no one would take this requirement on objectivity seriously (this
concept of objectivity is theological—God sees the world objectively as an
outside omniscient observer). What we are seeking are truths which are inter-
esting, which are useful and valuable to us. In a word, knowledge, truth, and
objectivity are (or are rooted in) values and human purposes.

Fourth, not only do knowledge, objectivity, and truth—and thus method-
ology—turn out to be, or at least be grounded in, values; on some views they
are, or are grounded in, moral ideals. In any event, the search for knowledge
expresses a value; and thus distinctions between reliable and unreliable knowl-
edge claims, between good and bad methods, and so on, are partly normative
judgments. At this point it may be worth citing the words of N. I. Bukharin, who
says: “The idea of the self-sufficient character of science . . . is naive; it confuses
the subjective passions of the professional scientist . . . with the objective social
role of this kind of activity, as an activity of vast practical importance.”)

V. SOME IMPLICATIONS OF “QOBJECTIVISM”

Despite these “obvious™ difficulties, the fact remains that the distinction
between objectivity and subjectivity, as regards claims governing method-
ology and the content of an objective world picture, dominates modern sci-
ence, philosophy, and Western culture from Descartes and Galileo up to the
present. The ideas of value neutrality, the uses of cost-benefit analyses to
arrive at “rational” decisions in politics, science, and technology, the attempt
to use knowledge for social and political ends (e.g., behavior control tech-
niques), and so on, are just sophisticated outgrowths of this cluster of ideas.
So, too, is the idea that scientific method affords the only rational methods
for solving problems, so that value judgments are either not rational, or else
are concerned merely with problems about calculating efficiency, or about
decision-making under conditions of uncertainty. Both proponents and oppo-
nents of the classical picture of the world and the attendant ideas of objec-
tivity and rationality (e.g., behaviorists, on the one hand, and so-called “neo-
romantics” and existentialists, on the other) share this conception that values
are essentially subjective and irrational if they are anything more than pre-
dictions or calculations about means to an end.
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But it is becoming glaringly obvious that these assumptions are con-
nected with an inadequate conception of both science and values, and of the
interrelationships between the two areas. No one is reluctant to distinguish
between “good” and “bad” science, or between science and nonscience or
pseudoscience (e.g., astronomy vs. astrology). (See part 1.) Yet on the view
being discussed we are not supposed to be able to distinguish between good
and bad moralities, or between acceptable vs. unacceptable value judgments.
But this combination of “normative” science and “positive” ethics is inter-
nally incoherent and grossly inadequate.

V1. SOME COROLLARIES OF “OBJECTIVISM”

Two clusters of ideas conspire to produce this result. (i) Many advocates of
the view being discussed either attempt to turn ethics into a science, or to
explain value judgments scientifically (e.g., in terms of conditioning or his-
torical or economic determinism). The latter kind of strategy usually leads to
some form of ethical nihilism or extreme ethical relativism: All we can do is
explain the origins of ethical behavior in terms of some objective scientific
theory. On this view the point or content (i.e., the “autonomy” of value judg-
ments is either lost or obscured. But this strategy explains why, for an advo-
cate of this approach, “positive ethics” is the inevitable result. Moreover, it
is just because “normative science” shows that objectivism is the only cor-
rect scientific approach that “positive ethics” turns out to be compatible,
indeed, required by, objectivism. (ii) The idea of value neutrality, especially
as this idea shows up in the social and policy sciences, is greatly influenced
by views which attempt to reconcile “objective” science and “subjective”
morality, by drawing theoretical limits to science, in order to save morality
and human freedom. On this view, (a) science and morality cannot conflict
(they are “complementary”) since (b) they have nothing to do with each
other: they govern different spheres of experience (these relate to the differ-
ences between “man as object” and as actor). But the price to be paid for this
move is just the idea that science is, and must be, value neutral and that value
judgments are merely subjective and irrational acts of the will.

Connected with this view is the idea that rational justification is essen-
tially (hypothetico) deductive. The ultimate principles of a system, whether
a moral system, a scientific theory, or a formal system, such as geometry, or
the “brute facts” or “data” are beyond rational dispute. They must either be
arbitrarily stipulated and accepted or be taken as self-evident, and then used
to define what a rational proof or justification is within the system. The “ulti-
mates” must be accepted as given. Relativism is the view that there are dif-
ferent, equally rational or acceptable (incompatible) ultimates. When one
reaches these ultimates, be it a body of “hard facts,” or axioms or moral prin-
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ciples, one has reached bedrock. One can then either accept or reject them. If
the former, one can then show that the principles which follow from them are
rational. In the latter case, one is free to adopt different “ultimates.” At the
same time, finding rational principles, or making rational decisions within
the system, becomes a matter of, say, finding the best means of optimizing
the ultimate principles or ends postulated by the system.

Ultimately, this theory of justification is part and parcel of the idea that
science is value free, that value judgments are really objective judgments
about the best means of optimizing goals which cannot be rationally
assessed, and of the view that value judgments can and must be explained
objectively (e.g., by deterministic explanations) or else are merely arbitrary
fiats of individuals or cultures (which view amounts to nihilism or rela-
tivism). This is the most dramatic way in which the theory of objectivity we
are discussing is already pregnant with modern nihilism; for this view
already structures our view of values as either just objective items of a social
system or an individual’s behavioral repertoire or else as just “subjective”
reactions to the objective facts, which do not belong in an objective scientific
picture of the world.

It turns out, that both of these approaches to values amount to a kind of
relativism, which often embodies a very conservative ideology, i.e., supports
the idea that existing views of morality cannot be challenged, and thus that
value judgments are really judgments about the best means to those ends and
values which are in existence. (This is why cost-benefit analyses embody the
view that the optimization of a given end is the only standard for making
value judgments.) It thus turns out, on the “C-B” view, that the idea of value
neutrality really amounts to the idea that value judgments (to the degree that
they are rational and objective) are just judgments of efficiency concerning
the best means to a given end. The ends (e.g., purposes) are determined sci-
entifically, and this means (ultimately) they are either given or explained by
some deterministic theory as being inevitable, ultimate facts. In any event,
objectivism certainly is not “value-free.”

VII. RECENT DEVELOPMENTS

In recent years new light has been shed on the nature of science, values, ratio-
sality and the sorts of issues discussed in parts 1-5 of this book. Much of the
mmpetus behind these (often controversial) developments stems from the
work of feminists, postmodernists, and sociologists of science, as well as
Som writers exploring the sociopolitical context of modern science.

These analyses usually move further away from “objectivist” analyses of
walues. But they do more than this. They shed new light on a range of issues
Hat involve questions of values in science, and have produced some astonish-
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ingly complex and worthwhile insights into the processes of scientific dis-
covery and justification. At the same time, they have produced strong reactions
from advocates of more orthodox approaches to science, values, rationality and
the rest of the topics covered so far in the volume. The result of this has been
the so-called science wars, in which advocates of these new approaches are
charged with being “antiscience,” with blurring the distinction between science
and nonscience, and with seeking to give pride of place to irrationality and to
forces such as ethnic and gender identity and political ideology, not just in
society, but within the very core of modern science itself. Advocates of these
approaches, at a minimum, insist that it is important to study science with ref-
erence to the issues they bring out. This may very well make science better, and
will surely increase our understanding of science, which is always a good
thing. If these analyses require a more nuanced and complex account of sci-
ence, so be it.

This is not the place to rehearse these issues in detail. It may be helpful
instead to sketch the main lines of argument of each of the three approaches
mentioned above (feminism, postmodernism, sociology of science) with spe-
cial emphasis on controversies about values.

First, feminism. Many feminists, especially scholars with working famil-
iarity with one or another science, have claimed that the assumptions,
methods, and guiding values of many sciences, e.g, medicine, biology, psy-
chology, have been gender biased. When, for example, male medical
researchers draw inferences about premenstrual syndrome either without
studying women, or by coloring their views of women with male biases;
when male psychologists make generalizations about human moral develop-
ment after using only male subjects, many scholars (and not only feminists
or women) raise questions about what is going on. Is there something about
science, or its guiding values, assumptions, and methods, that produces such
biased results? Are there “women’s ways of knowing” that modern science
neglects? In some cases questions about the distinction between science and
nonscience is connected to the so-called male bias in favor of treating nature
as an object of domination, or the so-called values of domination and control
characteristic of Western civilization. These issues and others have been seri-
ously debated. In the reading by Giere, the topics covered relate more nar-
rowly to questions about feminism, methodology, and the issue of scientific
reliability.

The sociology of science, a discipline founded in the late nineteenth cen-
tury as an outgrowth of some of the debates discussed in the Introduction to
part 2, has grown exponentially in recent years. Initially spurred on by Kuhn,
whom many interpreted as giving science a sociological account, the soci-
ology (and psychology) of science has taken many forms and raised many
issues. Can scientific realism be defended if science is viewed as a social
practice? Is science better than voodoo? Do the activities of human beings
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create the world that scientists study? How do social and personal values,

which may not always be rational, as well as personal idiosyncracies and

human foibles, including the desire for fame and power. influence the activ-
itics of scicentists in labs, and how does this relate to the way scientists tell

stories about what they do and theorize about the results? Is science a prac-
tice like any other, in which case the same human foibles play a role every-
where, so that science is no longer special, even different from a game? If so,
what becomes of scientific realism and rationality? Are there any special sci-
entifc values or standards of rationality? Are they to be merely identified and
explained by sociologists and psychologists? Does an “acceptable” or
“rational” theory require just as much sociological or psychological (causal?)
explanation or reduction as a “failed” or “irrational” one? Indeed, can
“acceptable,” “rational,” “failed,” and “irrational” be given anything but
sociological or psychological interpretations? Do we then get another form
of objectivism, in which whatever is done is right or wrong just because the
social standards, practices, and values do or do not endorse it?

There is now a growth industry called Science and Technology Studies
(STS) which discusses these sorts of issues and many others. Some of their
main advocates are right in the center of the science wars, which so far seem
to have only just begun.

Finally, postmodernism is a general phenomenon that has pervaded all
aspects of culture and society, even though there is little, if any, agreement
about what the term means, or what, if any, its main claims and arguments
are. For purposes of this discussion, postmodernism calls into question the
validity of the ideas of truth, knowledge, reality, objectivity, rationality, and
progress that both underlie and are taken for granted by modern science,
indeed, by modern, post-Enlightenment culture in the West. The very dis-
tinction between “facts” and “values,” “knowledge” and “power,” “interpre-
tation” and “reality,” “discovery” and “invention” have been challenged in
various ways. Some writers consider science a “social construct,” no more or
less objective than stories, novels, or folk tales. Some postmodernists have
called for a “blurring of the genres”: physics and history (for instance) are
just different types of texts or forms of writing. As the reader can imagine,
the current science wars involve basic questions that go way beyond the
issues discussed in this book, as well as beyond academic and social debates
about the nature and value of science in our world. Only time will tell how
these debates, which take us back to part 1 of this volume, evolve, and what
their consequences will be.

Without even attempting to define “postmodernism” here, the thrust of
many writings given this label is to challenge the concepts “reality,” “knowl-
edge,” “truth,” “objectivity,” “meaning,” even “the world.” Such terms are
indeterminate. They have the status of “social constructs” fabricated by some
ruling class or powerful class (white men, Europeans, elitists) who impose
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them on everybody else, or at least use rhetoric to destroy all other ideas and
render their own constructs as “objective reality” and “truth.” At the very
least, skepticism and doubts about these terms challenge assumptions that
both realists and antirealists share about the very possibility of scientific
knowledge and progress. Another line of reasoning connects issues of knowl-
edge to power, male dominance, and eurocentrism. Science is just another
story, neither more nor less privileged than any other. It is only for political
and cultural reasons that science, rationality, evidence, and argumentation are
“privileged.” Finally, science has become dependent upon success, measured
in terms of power and wealth; science is now an economic commodity, and
neither has nor requires any kind of justification in terms of its benefits to
humanity. Growing skepticism about the social, economic, and cultural ben-
efits of science, combined with misgivings about the uses or misuses of sci-
ence and technology for destructive purposes, point in the same general
directions, according to many postmodernists.

Postmodernism is more radical than antirealism or even relativism,
simce it is based upon Nietzsche’s view that the universe is a meaningless,
chaotic flux, which has no meaning. It is we humans who impose various
orders on the world for purposes of survival, cultural flourishing, or what-
ever. Postmodernists are even more skeptical than Nietzsche, since they sus-
pect that modern science is rooted in sexism, racism, eurocentrism, male
bias, and dominance, and is in fact “privileged” for reasons that have little, if
anything, to do with the greater rationality or evidential support of science
over myths. In a way, postmodernism does radicalize various antirealist and
relativist tendencies in modern thought, e.g, the writings of Kuhn, Feyer-
abend, and radical feminists. However, although some postmodernist themes
are not novel, they are more extreme and potentially more destructive of
many of the assumptions that give modern science and technology pride of
place in our world today. The reader must decide whether or not this result
makes postmodernism worth further study.

VIII. THE READINGS IN PART 6

In his essay Rudner argues that the need for scientists to decide when and if
the available evidence is strong enough or good enough to warrant the accep-
tance of a hypothesis is a normative or evaluative activity; hence, science is
essentially value-laden.

Hempel discusses a number of basic relations between science and
values. “Categorical” value judgments—e.g., “X is good/right or
bad/wrong,” are not part of science or provable/disprovable by science. Sci-
ence can help us make “hypothetical” value judgments, however. Thus, “i
we want X, then we should do A” can be assessed by science, since scientific
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knowledge can help us predict the outcome of decisions, find the most effi-
cient means to our ends, et cetera. Science can also explain how and why
individuals and groups have the values they do.

McMullin looks at the issues discussed by Rudner and Hempel in a
broad historical and analytic framework. His views about the normative
nature of science and values are broader and more radical than either
Rudner’s or Hempel’s, although he seems to be less radical in his views about
science, values, and theory choice than Kuhn.

Hollinger traces some of the debates about science and values in the
twentieth century. He then sketches some ideas of the contemporary German
theorist Jurgen Habermas, who tries to give us a more adequate view of the
relation between science, values, and politics.

Giere considers whether standard views in the philosophy of science can
avoid the dangers of gender bias. He proposes a version of scientific realism
that he thinks may deal with this problem.

R. H.
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The Scientist Qua Scientist
Makes Value Judgments

Richard Rudner

The question of the relationship of the making of value judgments in a typi-
cally ethical sense to the methods and procedures of science has been dis-
cussed in the literature at least to that point which e. e. cummings somewhere
refers to as “The Mystical Moment of Dullness.” Nevertheless, albeit with
some trepidation, I feel that something more may fruitfully be said on the
subject.

In particular the problem has once more been raised in an interesting and
poignant fashion by recently published discussions between Carnap' and
Quine? on the question of the ontological commitments which one may make
in the choosing of language systems.

I shall refer to this discussion in more detail in the sequel; for the pre-
sent, however, let us briefly examine the current status of what is somewhat
loosely called the “fact-value dichotomy.”

I have not found the arguments which are usually offered, by those who
believe that scientists do essentially make value judgments, satisfactory. On
the other hand the rebuttals of some of those with opposing viewpoints seem
to have had at least a prima facie cogency although they too may in the final
analysis prove to have been subtly perverse.

Those who contend that scientists do essentially make value judgments
generally support their contentions by either

(a) pointing to the fact that our having a science at all somehow
“involves” a value judgment; or

(b) by pointing out that in order to select, say, among alternative prob-
lems, the scientist must make a value judgment; or (perhaps most
frequently)

(c) by pointing to the fact that the scientist cannot escape his quite
human self—he is a “mass of predilections,” and these predilections

492
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must inevitably influence all of his activities not excepting his sci-
entific ones.

To such arguments, a great many empirically oriented philosophers and
scientists have responded that the value judgments involved in our decisions to
have a science, or to select problem (a) for attention rather than problem (b)
are, of course, extrascientific. If (they say) it is necessary to make a decision to
have a science before we can have one, then this decision is literally prescien-
tific and the act has thereby certainly not been shown to be any part of the pro-
cedures of science. Similarly the decision to focus attention on one problem
rather than another is extraproblematic and forms no part of the procedures
involved in dealing with the problem decided upon. Since it is these procedures
which constitute the method of science, value judgments, so they respond, have
not been shown to be involved in the scientific method as such. Again, with
respect to the inevitable presence of our predilections in the laboratory, most
empirically oriented philosophers and scientists agree that this is “unfortu-
nately” the case; but, they hasten to add, if science is to progress toward objec-
tivity the influence of our personal feelings or biases on experimental results
must be minimized. We must try not to let our personal idiosyncrasies affect
our scientific work. The perfect scientist—the scientist qua scientist does not
allow this kind of value judgment to influence his work. However much he
may find doing so unavoidable qua father, qua lover, qua member of society,
gqua grouch, when he does so he is not behaving qua scientist.

As I indicated at the outset, the arguments of neither of the protagonists
in this issue appear quite satisfactory to me. The empiricists’ rebuttals, telling
prima facie as they may against the specific arguments that evoke them,
nonetheless do not appear ultimately to stand up, but perhaps even more
importantly, the original arguments seem utterly too frail.

I believe that a much stronger case may be made for the contention that
value judgments are essentially involved in the procedures of science. And
what I now propose to show is that scientists as scientists do make value
judgments.

Now I take it that no analysis of what constitutes the method of science
would be satisfactory unless it comprised some assertion to the effect that the
scientist as scientist accepts or rejects hypotheses.

But if this is so then clearly the scientist as scientist does make value
judgments. For, since no scientific hypothesis is ever completely verified, in
accepting a hypothesis the scientist must make the decision that the evidence
is sufficiently strong or that the probability is sufficiently high to warrant the
acceptance of the hypothesis. Obviously our decision regarding the evidence
and respecting how strong is “strong enough,” is going to be a function of the
mmportance, in the typically ethical sense, of making a mistake in accepting
or rejecting the hypothesis. Thus, to take a crude but easily manageable
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example, if the hypothesis under consideration were to the effect that a toxic
ingredient of a drug was not present in lethal quantity, we would require a rel-
atively high degree of confirmation or confidence before accepting the
hypothesis—for the consequences of making a mistake here are exceedingly
grave by our moral standards. On the other hand, if, say, our hypothesis
stated that, on the basis of a sample, a certain lot of machine, stamped belt
buckles was not defective, the degree of confidence we should require would
be relatively not so high. How sure we need to be before we accept a hypoth-
esis will depend on how serious a mistake would be.

The examples I have chosen are from scientific inferences in industrial
quality control. But the point is clearly quite general in application. It would
be interesting and instructive, for example, to know just how high a degree
of probability the Manhattan Project scientists demanded for the hypothesis
that no uncontrollable pervasive chain reaction would occur, before they pro-
ceeded with the first atomic bomb detonation or first activated the Chicago
pile above a critical level. It would be equally interesting and instructive to
know why they decided that that probability value (if one was decided upon)
was high enough rather than one which was higher; and perhaps most inter-
esting of all to learn whether the problem in this form was brought to con-
sciousness at all.

In general then, before we can accept any hypothesis, the value decision
must be made in the light of the seriousness of a mistake, that the probability
is high enough or that the evidence is strong enough, to warrant its acceptance.

Before going further, it will perhaps be well to clear up two points which
might otherwise prove troublesome below. First I have obviously used the
term “probability” up to this point in a quite loose and preanalytic sense. But
my point can be given a more rigorous formulation in terms of a description
of the process of making statistical inference and of the acceptance or rejec-
tion of hypotheses in statistics. As is well known, the acceptance or rejection
of such a hypothesis presupposes that a certain level of significance or level
of confidence or critical region be selected.?

It is with respect at least to the necessary selection of a confidence level
or interval that the necessary value judgment in the inquiry occurs. For, “the
size of the critical region (one selects) is related to the risk one wants to
accept in testing a statistical hypothesis.”" P- 435

And clearly how great a risk one is willing to take of being wrong in
accepting or rejecting the hypothesis will depend upon how seriously in the
typically ethical sense one views the consequences of making a mistake.

I believe, of course, that an adequate rational reconstruction of the pro-
cedures of science would show that every scientific inference is properly
constructable as a statistical inference (i.e., as an inference from a set of char-
acteristics of a sample of a population to a set of characteristics of the total
population) and that such an inference would be scientifically in control only
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insofar as it is statistically in control. But it is not necessary to argue this
point, for even if one believes that what is involved in some scientific infer-
ences is not statistical probability but rather a concept like strength of evi-
dence or degree of confirmation, one would still be concerned with making
the decision that the evidence was strong enough or the degree of confirma-
tion high enough to warrant acceptance of the hypothesis. Now, many
empiricists who reflect on the foregoing considerations agree that accep-
tances or rejections of hypotheses do essentially involve value judgments,
but they are nonetheless loathe to accept the conclusion. And one objection
which has been raised against this line of argument by those of them who are
suspicious of the intrusion of value questions into the “objective realm of sci-
ence,” is that actually the scientist’s task is only to determine the degree of
confirmation or the strength of the evidence which exists for a hypothesis. In
short, they object that while it may be a function of the scientist qua member
of society to decide whether a degree of probability associated with the
hypothesis is high enough to warrant its acceptance, still the task of the sci-
entist qua scientist is just the determination of the degree of probability or
the strength of the evidence for a hypothesis and not the acceptance or rejec-
tion of that hypothesis.

But a little reflection will show that the plausibility of this objection is
merely apparent. For the determination that the degree of confirmation is say,
p, or that the strength of evidence is such and such, which is on this view
being held to be the indispensable task of the scientist qua scientist, is clearly
nothing more than the acceptance by the scientist of the hypothesis that the
degree of confidence is p or that the strength of the evidence is such and such;
and as these men have conceded, acceptance of hypotheses does require
value decisions. The second point which it may be well to consider before
finally turning our attention to the Quine-Carnap discussion has to do with
the nature of the suggestions which have thus far been made in this essay. In
this connection, it is important to point out that the preceding remarks do not
have as their import that an empirical description of every present day scien-
tist ostensibly going about his business would include the statement that he
made a value judgment at such and such a juncture. This is no doubt the case;
but it is a hypothesis which can only be confirmed by a discipline which
cannot be said to have gotten extremely far along as yet; namely, the Soci-
ology and Psychology of Science, whether such an empirical description is
warranted, cannot be settled from the armchair.

My remarks have, rather, amounted to this: Any adequate analysis or (if
I may use the term) rational reconstruction of the method of science must
comprise the statement that the scientist qua scientist accepts or rejects
hypotheses; and further that an analysis of that statement would reveal it to
entail that the scientist qua scientist makes value judgments.

I think that it is in the light of the foregoing arguments, the substance of
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which has, in one form or another, been alluded to in past years by a number of
inquirers (notably C. W. Churchman, R. L. Ackoff, and A. Wald), that the
Quine-Camnap discussion takes on heightened interest. For, if I understand that
discussion and its outcome correctly, although it apparently begins a good dis-
tance away from any consideration of the fact-value dichotomy, and although
all the way through it both men touch on the matter in a way which indicates
that they believe that questions concerning the dichotomy are, if anything,
merely tangential to their main issue, yet it eventuates with Quine by an inde-
pendent argument apparently in agreement with at least the conclusion here
reached and also apparently having forced Carnap to that conclusion. (Carnap,
however, is expected to reply to Quine’s article and I may be too sanguine here.)

The issue of ontological commitment between Carnap and Quine has
been one of relatively long standing. In this recent article,! Carnap maintains
that we are concerned with two kinds of questions of existence relative to a
given language system. One is what kinds of entities it would be permissible
to speak about as existing when that language system is used, i.e., what kind
of framework for speaking of entities should our system comprise. This,
according to Carnap, is an external question. It is the practical question of
what sort of linguistic system we want to choose. Such questions as “Are
there abstract entities?” or “Are there physical entities?” thus are held to
belong to the category of external questions. On the other hand, having made
the decision regarding which linguistic framework to adopt, we can then
raise questions like “Are there any black swans?” “What are the factors of
5447” et cetera. Such questions are internal questions.

For our present purposes, the important thing about all of this is that
while for Carnap internal questions are theoretical ones, i.e., ones whose
answers have cognitive content, external questions are not theoretical at all.
They are practical questions—they concern our decisions to employ one lan-
guage structure or another. They are of the kind that face us when for
example we have to decide whether we ought to have a Democratic or a
Republican administration for the next four years. In short, though neither
Carnap nor Quine employ the epithet, they are value questions.

Now if this dichotomy of existence questions is accepted Carnap can still
deny the essential involvement of the making of value judgments in the pro-
cedures of science by insisting that concern with external questions, admit-
tedly necessary and admittedly axiological, is nevertheless in some sense a
prescientific concern. But most interestingly, what Quine then proceeds to do
is to show that the dichotomy, as Carnap holds it, is untenable. This is not the
appropriate place to repeat Quine’s arguments which are brilliantly presented
in the article referred to. They are in line with the views he has expressed in
his “Two Dogmas of Empiricism” essay and especially with his introduction
to his recent book, Methods of Logic. Nonetheless the final paragraph of the
Quine article I'm presently considering sums up his conclusions neatly:
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Within natural science there is a continuum of gradations, from the statements
which report observations to those which reflect basic features say of quantum
theory or the theory of relativity. The view which I end up with, in the paper last
cited, is that statements of ontology or even of mathematics and logic form a
continuation of this continuum, a continuation which is perhaps yet more
remote from observation than are the central principles of quantum theory or
relativity. The differences here are in my view differences only in degree and
not in kind. Science is a unified structure, and in principle it is the structure as
a whole, and not its component statements one by one, that experience confirms
or shows to be imperfect. Carnap maintains that ontological questions, and like-
wise questions of logical or mathematical principle, are questions not of fact but
of choosing a convenient conceptual scheme or framework for science; and with
this I agree only if the same be conceded for every scientific hypothesis. (n. 2,
pp. 711-72.)

In the light of all this I think that the statement that Scientists qua Scien-
tists make value judgments is also a consequence of Quine’s position.

Now, if the major point I have here undertaken to establish is correct, then
clearly we are confronted with a first-order crisis in science and methodology.
The positive horror which most scientists and philosophers of science have of
the intrusion of value considerations into science is wholly understandable.
Memories of the (now diminished but a certain extent still continuing) conflict
between science and, e.g., the dominant religions over the intrusion of reli-
gious value considerations into the domain of scientific inquiry, are strong in
many reflective scientists. The traditional search for objectivity exemplifies
science’s pursuit of one of its most precious ideals. But for the scientist to
close his eyes to the fact that scientific method intrinsically requires the
making of value decisions, for him to push out of his consciousness the fact
that he does make them, can in no way bring him closer to the ideal of objec-
tivity. To refuse to pay attention to the value decisions which must be made,
to make them intuitively, unconsciously, haphazardly, is to leave an essential
aspect of scientific method scientifically out of control.

What seems called for (and here no more than the sketchiest indications
of the problem can be given) is nothing less than a radical reworking of the
ideal of scientific objectivity. The slightly juvenile conception of the cold-
blooded, emotionless, impersonal, passive scientist mirroring the world per-
fectly in the highly polished lenses of his steel-rimmed glasses—this stereo-
type—is no longer, if it ever was, adequate.

What is being proposed here is that objectivity for science lies at least in
becoming precise about what value judgments are being and might have been
made in a given inquiry—and even, to put it in its most challenging form, what
value decisions ought to be made; in short that a science of ethics is a neces-
sary requirement if science’s progress toward objectivity is to be continuous.

Of course the establishment of such a science of ethics is a task of stu-
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pendous magnitude and it will probably not even be well launched for many
generations. But a first step is surely comprised of the reflective self-aware-
ness of the scientist in making the value judgments he must make.

NOTES

1. R. Carnap, “Empiricism, Semantics, and Ontology,” Revue Internationale de Philoso-
phie, 11 (1950): 20-40.

2. W. V. Quine, “On Carnap’s Views on Ontology,” Philosophical Studies, 11, no. 5,
(1951).

3. “In practice three levels are commonly used: 1 per cent, 5 per cent and 0.3 of one per
cent. There is nothing sacred about these three values; they have become established in prac-
tice without any rigid theoretical justification.” (my italics) (subnote 3*, p. 435). To establish
significance at the 5 percent level means that one is willing to take the risk of accepting a
hypothesis as true when one will be thus making a mistake, one time in twenty. Or in other
words, that one will be wrong (over the long run) once every twenty times if one employed a
.05 level of significance. See also (subnote 31 chap. v) for such statements as “which of these
two errors is most important to avoid (it being necessary to make such a decision in order to
accept or reject the given hypothesis) is a subjective matter . . .” (my italics) (subnote 3, p.
262).

*A. C. Rosander, Elementary Principles of Statistics (New York: D. Van Nostrand Co., 1951).
4J. Neyman, First Course in Probability and Statistics (New York: Henry Holt & Co., 1950).
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Science and Human Values

Carl G. Hempel

1. THE PROBLEM

Our age is often called an age of science and of scientific technology, and
with good reason: the advances made during the past few centuries by the
natural sciences, and more recently by the psychological and sociological
disciplines, have enormously broadened our knowledge and deepened our
understanding of the world we live in and of our fellow men; and the prac-
tical application of scientific insights is giving us an ever increasing measure
of control over the forces of nature and the minds of men. As a result, we
have grown quite accustomed, not only to the idea of a physico-chemical and
biological technology based on the results of the natural sciences, but also to
the concept, and indeed the practice, of a psychological and sociological
technology that utilizes the theories and methods developed by behavioral
research.

This growth of scientific knowledge and its applications has vastly
reduced the threat of some of man’s oldest and most formidable scourges,
among them famine and pestilence; it has raised man’s material level of
living, and it has put within his reach the realization of visions which even a
few decades ago would have appeared utterly fantastic, such as the active
exploration of interplanetary space.

But in achieving these results, scientific technology has given rise to a
host of new and profoundly disturbing problems: The control of nuclear fis-
sion has brought us not only the comforting prospect of a vast new reservoir
of energy, but also the constant threat of the atom bomb and of grave damage,
to the present and to future generations, from the radioactive by-products of
the fission process, even in its peaceful uses. And the very progress in bio-
logical and medical knowledge and technology which has so strikingly
reduced infant mortality and increased man’s life expectancy in large areas
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of our globe has significantly contributed to the threat of the “population
explosion,” the rapid growth of the earth’s population which we are facing
today, and which, again, is a matter of grave concern to all those who have
the welfare of future generations at heart.

Clearly, the advances of scientific technology on which we pride our-
selves, and which have left their characteristic imprint on every aspect of this
“age of science,” have brought in their train many new and grave problems
which urgently demand a solution. It is only natural that, in his desire to cope
with these new issues, man should turn to science and scientific technology
for further help. But a moment’s reflection shows that the problems that need
to be dealt with are not straightforward technological questions but intricate
complexes of technological and moral issues. Take the case of the population
explosion, for example, To be sure, it does pose specific technological prob-
lems. One of these is the task of satisfying at least the basic material needs
of a rapidly growing population by means of limited resources; another is the
question of means by which population growth itself may be kept under con-
trol. Yet these technical questions do not exhaust the problem. For after all,
even now we have at our disposal various ways of counteracting population
growth; but some of these, notably contraceptive methods, have been and
continue to be the subject of intense controversy on moral and religious
grounds, which shows that an adequate solution of the problem at hand
requires, not only knowledge of technical means of control, but also stan-
dards for evaluating the alternative means at our disposal; and this second
requirement clearly raises moral issues.

There is no need to extend the list of illustrations: any means of technical
control that science makes available to us may be employed in many- dif-
ferent ways, and a decision as to what use to make of it involves us in ques-
tions of moral valuation. And here arises a fundamental problem to which I
would now like to turn: Can such valuational questions be answered by
means of the objective methods of empirical science, which have been so
successful in giving us reliable, and often practically applicable, knowledge
of our world? Can those methods serve to establish objective criteria of right
and wrong and thus to provide valid moral norms for the proper conduct of
our individual and social affairs?

2. SCIENTIFIC TESTING

Let us approach this question by considering first, if only in brief and sketchy
outline, the way in which objective scientific knowledge is arrived at. We
may leave aside here the question of ways of discovery; i.e., the problem of
how a new scientific idea arises, how a novel hypothesis or theory is first
conceived; for our purposes it will suffice to consider the scientific ways of
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validation; i.e., the manner in which empirical science goes about examining
a proposed new hypothesis and determines whether it is to be accepted or
rejected. I will use the word “hypothesis” here to refer quite broadly to any
statements or set of statements in empirical science, no matter whether it
deals with some particular event or purports to set forth a general law or per-
haps a more or less complex theory.

As is well known, empirical science decides upon the acceptability of a
proposed hypothesis by means of suitable tests. Sometimes such a test may
involve nothing more than what might be called direct observation of perti-
nent facts. This procedure may be used, for example, in testing such state-
ments as “It is raining outside,” “All the marbles in this urn are blue,” “The
needle of this ammeter will stop at the scale point marked 6,” and so forth.
Here a few direct observations will usually suffice to decide whether the
hypothesis at hand is to be accepted as true or to be rejected as false.

But most of the important hypotheses in empirical science cannot be
tested in this simple manner. Direct observation does not suffice to decide,
for example, whether to accept or to reject the hypotheses that the earth is a
sphere, that hereditary characteristics are transmitted by genes, that all Indo-
European languages developed from one common ancestral language, that
light is an electromagnetic wave process, and so forth. With hypotheses such
as these, science resorts to indirect methods of test and validation. While
these methods vary greatly in procedural detail, they all have the same basic
structure and rationale. First, from the hypothesis under test, suitable other
statements are inferred which describe certain directly observable phe-
nomena that should be found to occur under specifiable circumstances if the
hypothesis is true; then those inferred statements are tested directly; i.e., by
checking whether the specified phenomena do in fact occur; finally, the pro-
posed hypothesis is accepted or rejected in the light of the outcome of these
tests. For example, the hypothesis that the earth is spherical in shape is not
directly testable by observation, but it permits us to infer that a ship moving
away from the observer should appear to be gradually dropping below the
horizon; that circumnavigation of the earth should be possible by following
a straight course; that high-altitude photographs should show the curving of
the earth’s surface; that certain geodetic and astronomical measurements
should yield such and such results; and so forth. Inferred statements such as
these can be tested more or less directly; and as an increasing number and
variety of them are actually borne out, the hypothesis becomes increasingly
confirmed. Eventually, a hypothesis may be so well confirmed by the avail-
able evidence that it is accepted as having been established beyond reason-
able doubt. Yet no scientific hypothesis is ever proved completely and defin-
itively; there is always at least the theoretical possibility that new evidence
will be discovered which conflicts with some of the observational statements
inferred from the hypothesis, and which thus leads to its rejection. The his-
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tory of science records many instances in which a once accepted hypothesis
was subsequently abandoned in the light of adverse evidence.

3. INSTRUMENTAL JUDGMENTS OF VALUE

We now turn to the question whether this method of test and validation may
be used to establish moral judgments of value, and particularly judgments to
the effect that a specified course of action is good or right or proper, or that
it is better than certain alternative courses of action, or that we ought—or
ought not—to act in certain specified ways.

By way of illustration, consider the view that it is good to raise children
permissively and bad to bring them up in a restrictive manner. It might seem
that, at least in principle, this view could be scientifically confirmed by appro-
priate empirical investigations. Suppose, for example, that careful research had
established (1) that restrictive upbringing tends to generate resentment and
aggression against parents and other persons exercising educational authority,
and that this leads to guilt and anxiety and an eventual stunting of the child’s
initiative and creative potentialities; whereas (2) permissive upbringing avoids
these consequences, makes for happier interpersonal relations, encourages
resourcefulness and self-reliance, and enables the child to develop and enjoy
his potentialities. These statements, especially when suitably amplified, come
within the purview of scientific investigation; and though our knowledge in the
matter is in fact quite limited, let us assume, for the sake of the argument, that
they had actually been strongly confirmed by careful tests. Would not scientific
research then have objectively shown that it is indeed better to raise children in
a permissive rather than in a restrictive manner?

A moment’s reflection shows that this is not so. What would have been
established is rather a conditional statement; namely, that if our children are
to become happy, emotionally secure, creative individuals rather than guilt-
ridden and troubled souls then it is better to raise them in a permissive than
in a restrictive fashion. A statement like this represents a relative, or instru-
mental, judgment of value. Generally, a relative judgment of value states that
a certain kind of action, M, is good (or that it is better than a given alterna-
tive M) if a specified goal G is to be attained; or more accurately, that M is
good, or appropriate, for the attainment of goal G. But to say that is tanta-
mount to asserting either that, in the circumstances at hand, course of action
M will definitely (or probably) lead to the attainment of G, or that failure to
embark on course of action M will definitely (or probably) lead to the nonat-
tainment of G. In other words, the instrumental value judgment asserts either
that M is a (definitely or probably) sufficient means for attaining the end or
goal G, or that it is a (definitely or probably) necessary means for attaining
it. Thus, a relative, or instrumental, judgment of value can be reformulated as
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a statement which expresses a universal or a probabilistic kind of means-ends
relationship, and which contains no terms of moral discourse—such as
“good,” “better,” “ought to”—at all. And a statement of this kind surely is an
empirical assertion capable of scientific test.

4. CATEGORICAL JUDGMENTS OF VALUE

Unfortunately, this does not completely solve our problem; for after a rela-
tive judgment of value referring to a certain goal G has been tested and, let
us assume, well confirmed, we are still left with the question of whether the
goal G ought to be pursued, or whether it would be better to aim at some
alternative goal instead. Empirical science can establish the conditional state-
ment, for example, that if we wish to deliver an incurably ill person from
intolerable suffering, then a large dose of morphine affords a means of doing
so; but it may also indicate ways of prolonging the patient’s life, if also his
suffering. This leaves us with the question whether it is right to give the goal
of avoiding hopeless human suffering precedence over that of preserving
human life. And this question calls, not for a relative but for an absolute, or
categorical, judgment of value to the effect that a certain state of affairs
(which may have been proposed as a goal or end) is good, or that it is better
than some specified alternative. Are such categorical value judgments
capable of empirical test and confirmation?

Consider, for example, the sentence “Killing is evil.” It expresses a cat-
egorical judgment of value which, by implication, would also categorically
qualify euthanasia as evil. Evidently, the sentence does not express an asser-
tion that can be directly tested by observation; it does not purport to describe
a directly observable fact. Can it be indirectly tested, then, by inferring from
it statements to the effect that under specified test conditions such and such
observable phenomena will occur? Again, the answer is clearly in the nega-
tive. Indeed, the sentence “Killing is evil” does not have the function of
expressing an assertion that can be qualified as true or false; rather, it serves
to express a standard for moral appraisal or a norm for conduct. A categor-
ical judgment of value may have other functions as well; for example, it may
serve to convey the utterer’s approval or disapproval of a certain kind of
action, or his commitment to the standards of conduct expressed by the value
judgment. Descriptive empirical import, however, is absent; in this respect a
sentence such as “Killing is evil” differs strongly from, say, “Killing is con-
demned as evil by many religions,” which expresses a factual assertion
capable of empirical test.

Categorical judgments of value, then, are not amenable to scientific test
and confirmation or disconfirmation; for they do not express assertions but
rather standards or norms for conduct. It was Max Weber, I believe, who
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expressed essentially the same idea by remarking that science is like a map:
it can tell us how to get to a given place, but it cannot tell us where to go.
Gunnar Myrdal, in his book An American Dilemma (p. 1052), stresses in a
similar vein that “factual or theoretical studies alone cannot logically lead to
a practical recommendation. A practical or valuational conclusion can be
derived only when there is at least one valuation among the premises.” Nev-
ertheless, there have been many attempts to base systems of moral standards
on the findings of empirical science; and it would be of interest to examine
in some detail the reasoning which underlies those procedures. In the present
context, however, there is room for only a few brief remarks on this subject.

It might seem promising, for example, to derive judgments of value from
the results of an objective study of human needs. But no cogent derivation of
this sort is possible. For this procedure would presuppose that it is right, or
good, to satisfy human needs—and this presupposition is itself a categorical
judgment of value: it would play the role of a valuational premise in the sense
of Myrdal’s statement. Furthermore, since there are a great many different,
and partly conflicting, needs of individuals and of groups, we would require
not just the general maxim that human needs ought to be satisfied, but a
detailed set of rules as to the preferential order and degree in which different
needs are to be met, and how conflicting claims are to be settled; thus, the
valuational premise required for this undertaking would actually have to be
a complex system of norms; hence, a derivation of valuational standards
simply from a factual study of needs is out of the question.

Several systems of ethics have claimed the theory of evolution as their
basis; but they are in serious conflict with each other even in regard to their most
fundamental tenets. Some of the major variants are illuminatingly surveyed in a
chapter of G. G. Simpson’s book, The Meaning of Evolution. One type, which
Simpson calls a “tooth-and-claw ethics,” glorifies a struggle for existence that
should lead to a survival of the fittest. A second urges the harmonious adjust-
ment of groups or individuals to one another so as to enhance the probability of
their survival, while still other systems hold up as an ultimate standard the
increased aggregation of organic units into higher levels of organization, some-
times with the implication that the welfare of the state is to be placed above that
of the individuals belonging to it. It is obvious that these conflicting principles
could not have been validly inferred from the theory of evolution—unless
indeed that theory were self-contradictory, which does not seem very likely.

But if science cannot provide us with categorical judgments of value,
what then can serve as a source of unconditional valuations? This question
may either be understood in a pragmatic sense, as concerned with the sources
from which human beings do in fact obtain their basic values. Or it may be
understood as concerned with a systematic aspect of valuation; namely, the
question where a proper system of basic values is to be found on which all
other valuations may then be grounded.
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The pragmatic question comes within the purview of empirical science.
Without entering into details, we may say here that a person’s values—both
those he professes to espouse and those he actually conforms to—are largely
absorbed from the society in which he lives, and especially from certain
influential subgroups to which he belongs, such as his family, his school-
mates, his associates on the job, his church, clubs, unions, and other groups.
Indeed his values may vary from case to case depending on which of these
groups dominates the situation in which he happens to find himself. In gen-
eral, then, a person’s basic valuations are no more the result of careful
scrutiny and critical appraisal of possible alternatives than is his religious
affiliation. Conformity to the standards of certain groups plays a very impor-
tant role here, and only rarely are basic values seriously questioned. Indeed,
in many situations, we decide and act unreflectively in an even stronger
sense; namely, without any attempt to base our decisions on some set of
explicit, consciously adopted, moral standards.

Now, it might be held that this answer to the pragmatic version of our
question reflects a regrettable human inclination to intellectual and moral
inertia; but that the really important side of our question is the systematic
one: If we do want to justify our decisions, we need moral standards of con-
duct of the unconditional type—but how can such standards be established?
If science cannot provide categorical value judgments, are there any other
sources from which they might be obtained? Could we not, for example, val-
idate a system of categorical judgments of value by pointing out that it rep-
resents the moral standards held up by the Bible, or by the Koran, or by some
inspiring thinker or social leader? Clearly, this procedure must fail, for the
factual information here adduced could serve to validate the value judgments
in question only if we were to use, in addition, a valuational presupposition
to the effect that the moral directives stemming from the source invoked
ought to be complied with. Thus, if the process of justifying a given decision
or a moral judgment is ever to be completed, certain judgments of value have
to be accepted without any further justification, just as the proof of a theorem
in geometry requires that some propositions be accepted as postulates,
without proof. The quest for a justification of all our valuations overlooks
this basic characteristic of the logic of validation and of justification. The
value judgments accepted without further justification in a given context
need not, however, be accepted once and for all, with a commitment never to
question them again. This point will be elaborated further in the final section
of this essay.

As will hardly be necessary to stress, in concluding the present phase of
our discussion, the ideas set forth in the preceding pages do not imply or
advocate moral anarchy; in particular, they do not imply that any system of
values is just as good, or just as valid, as any other, or that everyone should
adopt the moral principles that best suit his convenience. For all such maxims
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have the character of categorical value judgments and cannot, therefore, be
implied by the preceding considerations, which are purely descriptive of cer-
tain logical, psychological, and social aspects of moral valuation.

5. RATIONAL CHOICE:
EMPIRICAL AND VALUATIONAL COMPONENTS

To gain further insight into the relevance of scientific inquiry for categorical
valuation let us ask what help we might receive, in dealing with a moral
problem, from science in an ideal state such as that represented by Laplace’s
conception of a superior scientific intelligence, sometimes referred to as
Laplace’s demon. This fiction was used by Laplace, early in the nineteenth
century, to give a vivid characterization of the idea of universal causal deter-
minism. The demon is conceived as a perfect observer, capable of ascer-
taining with infinite speed and accuracy all that goes on in the universe at a
given moment; he is also an ideal theoretician who knows all the laws of
nature and has combined them into one universal formula; and finally, he is
a perfect mathematician who, by means of that universal formula, is able to
infer, from the observed state of the universe at the given moment, the total
state of the universe at any other moment; thus past and future are present
before his eyes. Surely, it is difficult to imagine that science could ever
achieve a higher degree of perfection!

Let us assume, then, that, faced with a moral decision, we are able to call
upon the Laplacean demon as a consultant. What help might we get from
him? Suppose that we have to choose one of several alternative courses of
action open to us, and that we want to know which of these we ought to
follow. The demon would then be able to tell us, for any contemplated
choice, what its consequences would be for the future course of the universe,
down to the most minute detail, however remote in space and time. But,
having done this for each of the alternative courses of action under consider-
ation, the demon would have completed his task: he would have given us all
the information that an ideal science might provide under the circumstances.
And yet he would not have resolved our moral problem, for this requires a
decision as to which of the several alternative sets of consequences mapped
out by the demon as attainable to us is the best; which of them we ought to
bring about. And the burden of this decision would still fall upon our shoul-
ders: it is we who would have to commit ourselves to an unconditional judg-
ment of value by singling out one of the sets of consequences as superior to
its alternatives. Even Laplace’s demon, or the ideal science he stands for,
cannot relieve us of this responsibility.

In drawing this picture of the Laplacean demon as a consultant in deci-
sion-making, I have cheated a little; for if the world were as strictly deter-




Science and Human Values 507

ministic as Laplace’s fiction assumes, then the demon would know in
advance what choice we were going to make, and he might disabuse us of the
idea that there were several courses of action open to us. However that may
be, contemporary physical theory has cast considerable doubt on the classical
conception of the universe as a strictly deterministic system: the fundamental
laws of nature are now assumed to have a statistical or probabilistic rather
than a strictly universal, deterministic, character.

But whatever may be the form and the scope of the laws that hold in our
universe, we will obviously never attain a perfect state of knowledge con-
cerning them; confronted with a choice, we never have more than a very
incomplete knowledge of the laws of nature and of the state of the world at
the time when we must act. Our decisions must therefore always be made on
the basis of incomplete information, a state which enables us to anticipate the
consequences of alternative choices at best with probability. Science can
render an indispensable service by providing us with increasingly extensive
and reliable information relevant to our purpose; but again it remains for us to
evaluate the various probable sets of consequences of the alternative choices
under consideration. And this requires the adoption of pertinent valuational
standards which are not objectively determined by the empirical facts.

This basic point is reflected also in the contemporary mathematical the-
ories of decision-making. One of the objectives of these theories is the for-
mulation of decision rules which will determine an optimal choice in situa-
tions where several courses of action are available. For the formulation of
decision rules, these theories require that at least two conditions be met: (1)
Factual information must be provided specifying the available courses of
action and indicating for each of these its different possible outcomes—plus,
if feasible, the probabilities of their occurrence; (2) there must be a specifi-
cation of the values—often prosaically referred to as utilities—that are
attached to the different possible outcomes. Only when these factual and val-
uational specifications have been provided does it make sense to ask which
of the available choices is the best, considering the values attaching to their
possible results.

In mathematical decision theory, several criteria of optimal choice have
been proposed. In case the probabilities for the different outcomes of each
action are given, one standard criterion qualifies a choice as optimal if the
probabilistically expectable utility of its outcome is at least as great as that of
any alternative choice. Other rules, such as the maximin and the maximax
principles, provide criteria that are applicable even when the probabilities of
the outcomes are not available. But interestingly, the various criteria conflict
with each other in the sense that, for one and the same situation, they will
often select different choices as optimal.

The policies expressed by the conflicting criteria may be regarded as
reflecting different attitudes toward the world, different degrees of optimism
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or pessimism, of venturesomeness or caution. It may be said therefore that
the analysis offered by current mathematical models indicates two points at
which decision-making calls not solely for factual information, but for cate-
gorical valuation, namely, in the assignment of utilities to the different pos-
sible outcomes and in the adoption of one among many competing decision
rules or criteria of optimal choice. . . .

6. VALUATIONAL “PRESUPPOSITIONS” OF SCIENCE

The preceding three sections have been concerned mainly with the question
whether, or to what extent, valuation and decision presuppose scientific in-
vestigation and scientific knowledge. This problem has a counterpart which
deserves some attention in a discussion of science and valuation; namely, the
question whether scientific knowledge and method presuppose valuation.

The word “presuppose” may be understood in a number of different senses
which require separate consideration here. First of all, when a person decides
to devote himself to scientific work rather than to some other career, and again,
when a scientist chooses some particular topic of investigation, these choices
will presumably be determined to a large extent by his preferences, i.e., by how
highly he values scientific research in comparison with the alternatives open to
him, and by the importance he attaches to the problems he proposes to inves-
tigate. In this explanatory, quasi-causal sense the scientific activities of human
beings may certainly be said to presuppose valuations.

Much more intriguing problems arise, however, when we ask whether
judgments of value are presupposed by the body of scientific knowledge,
which might be represented by a system of statements accepted in accordance
with the rules of scientific inquiry. Here presupposing has to be understood in
a systematic-logical sense. One such sense is invoked when we say, for
example, that the statement “Henry’s brother-in-law is an engineer” presup-
poses that Henry has a wife or a sister: in this sense, a statement presupposes
whatever can be logically inferred from it. But, as we noted earlier, no set of
scientific statements logically implies an unconditional judgment of value;
hence, scientific knowledge does not, in this sense, presuppose valuation.

There is another logical sense of presupposing, however. We might say,
for example, that in Euclidean geometry the angle-sum theorem for triangles
presupposes the postulate of the parallels in the sense that that postulate is an
essential part of the basic assumptions from which the theorem is deduced.
Now, the hypotheses and theories of empirical science are not normally val-
idated by deduction from supporting evidence (though it may happen that a
scientific statement, such as a prediction, is established by deduction from a
previously ascertained, more inclusive set of statements); rather, as was men-
tioned in section 2, they are usually accepted on the basis of evidence that



Science and Human Values 509

lends them only partial, or “inductive,” support. But in any event it might be
asked whether the statements representing scientific knowledge presuppose
valuation in the sense that the grounds on which they are accepted include,
sometimes or always, certain unconditional judgments of value. Again the
answer is in the negative. The grounds on which scientific hypotheses are
accepted or rejected are provided by empirical evidence, which may include
observational findings as well as previously established laws and theories,
but surely no value judgments. Suppose for example that, in support of the
hypothesis that a radiation belt of a specified kind surrounds the earth, a sci-
entist were to adduce, first, certain observational data, obtained perhaps by
rocket-borne instruments; second, certain previously accepted theories
invoked in the interpretation of those data; and finally, certain judgments of
value, such as “it is good to ascertain the truth.” Clearly, the judgments of
value would then be dismissed as lacking all logical relevance to the pro-
posed hypothesis since they can contribute neither to its support nor to its dis-
confirmation.

But the question whether science presupposes valuation in a logical
sense can be raised, and recently has been raised, in yet another way, refer-
ring more specifically to valuational presuppositions of scientific method. In
the preceding considerations, scientific knowledge was represented by a
system of statements which are sufficiently supported by available evidence
to be accepted in accordance with the principles of scientific test and valida-
tion. We noted that as a rule the observational evidence on which a scientific
hypothesis is accepted is far from sufficient to establish that hypothesis con-
clusively. For example, Galileo’s law refers not only to past instances of free
fall near the earth, but also to all future ones; and the latter surely are not cov-
ered by our present evidence. Hence, Galileo’s law, and similarly any other
law in empirical science, is accepted on the basis of incomplete evidence.
Such acceptance carries with it the “inductive risk” that the presumptive law
may not hold in full generality, and that future evidence may lead scientists
to modify or abandon it.

A precise statement of this conception of scientific knowledge would
require, among other things, the formulation of rules of two kinds: First,
rules of confirmation, which would specify what kind of evidence is confir-
matory, what kind disconfirmatory for a given hypothesis. Perhaps they
would also determine a numerical degree of evidential support (or confirma-
tion, or inductive probability) which a given body of evidence could be said
to confer upon a proposed hypothesis. Secondly, there would have to be rules
of acceptance: these would specify how strong the evidential support fora
given hypothesis has to be if the hypothesis is to be accepted into the system
of scientific knowledge; or, more generally, under what conditions a pro-
posed hypothesis is to be accepted, under what conditions it is to be rejected
by science on the basis of a given body of evidence.
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Recent studies of inductive inference and statistical testing have devoted
a great deal of effort to the formulation of adequate rules of either kind. In
particular, rules of acceptance have been treated in many of these investiga-
tions as special instances of decision rules of the sort mentioned in the pre-
ceding section. The decisions in question are here either to accept or to reject
a proposed hypothesis on the basis of given evidence. As was noted earlier,
the formulation of “adequate” decision rules requires, in any case, the
antecedent specification of valuations that can then serve as standards of
adequacy. The requisite valuations, as will be recalled, concern the different
possible outcomes of the choices which the decision rules are to govern.
Now, when a scientific rule of acceptance is applied to a specified hypothesis
on the basis of a given body of evidence, the possible “outcomes” of the
resulting decision may be divided into four major types: (1) the hypothesis is
accepted (as presumably true) in accordance with the rule and is in fact true;
(2) the hypothesis is rejected (as presumably false) in accordance with the
rule and is in fact false; (3) the hypothesis is accepted in accordance with the
rule, but is in fact false; (4) the hypothesis is rejected in accordance with the
rule, but is in fact true. The former two cases are what science aims to
achieve; the possibility of the latter two represents the inductive risk that any
acceptance rule must involve. And the problem of formulating adequate rules
of acceptance and rejection has no clear meaning unless standards of ade-
quacy have been provided by assigning definite values or disvalues to those
different possible “outcomes” of acceptance or rejection. It is in this sense
that the method of establishing scientific hypotheses “presupposes” valua-
tion: the justification of the rules of acceptance and rejection requires refer-
ence to value judgments.

In the cases where the hypothesis under test, if accepted, is to be made
the basis of a specific course of action, the possible outcomes may lead to
success or failure of the intended practical application; in these cases, the
values and disvalues at stake may well be expressible in terms of monetary
gains or losses; and for situations of this sort, the theory of decision functions
has developed various decision rules for use in practical contexts such as
industrial quality control. But when it comes to decision rules for the accep-
tance of hypotheses in pure scientific research, where no practical applica-
tions are contemplated, the question of how to assign values to the four types
of outcome mentioned earlier becomes considerably more problematic. But
in a general way, it seems clear that the standards governing the inductive
procedures of pure science reflect the objective of obtaining a certain goal,
which might be described somewhat vaguely as the attainment of an increas-
ingly reliable, extensive, and theoretically systematized body of information
about the world. Note that if we were concerned, instead, to form a system
of beliefs or a world view that is emotionally reassuring or esthetically satis-
fying to us, then it would not be reasonable at all to insist, as science does,
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on a close accord between the beliefs we accept and our empirical evidence;
and the standards of objective testability and confirmation by publicly ascer-
tainable evidence would have to be replaced by acceptance standards of an
entirely different kind. The standards of procedure must in each case be
formed in consideration of the goals to be attained; their justification must be
relative to those goals and must, in this sense, presuppose them.

7. CONCLUDING COMPARISONS

If, as has been argued in section 4, science cannot provide a validation of cat-
egorical value judgments, can scientific method and knowledge play any role
at all in clarifying and resolving problems of moral valuation and decision?
The answer is emphatically in the affirmative. I will try to show this in a brief
survey of the principal contributions science has to offer in this context.

First of all, science can provide factual information required for the res-
olution of moral issues. Such information will always be needed, for no
matter what system of moral values we may espouse—whether it be egoistic
or altruistic, hedonistic or utilitarian, or of any other kind—surely the spe-
cific course of action it enjoins us to follow in a given situation will depend
upon the facts about that situation; and it is scientific knowledge and inves-
tigation that must provide the factual information which is needed for the
application of our moral standards.

More specifically, factual information is needed, for example, to ascer-
tain (a) whether a contemplated objective can be attained in a given situation;
(b) if it can be attained, by what alternative means and with what probabili-
ties; () what side effects and ulterior consequences the choice of a given
means may have apart from probably yielding the desired end; (d) whether
several proposed ends are jointly realizable, or whether they are incompat-
ible in the sense that the realization of some of them will definitely or prob-
ably prevent the realization of others.

By thus giving us information which is indispensable as a factual basis
for rational and responsible decision, scientific research may well motivate
us to change some of our valuations. If we were to discover, for example, that
a certain kind of goal which we had so far valued very highly could be
attained only at the price of seriously undesirable side effects and ulterior
consequences, we might well come to place a less high value upon that goal.
Thus, more extensive scientific information may lead to a change in our basic
valuations—not by “disconfirming” them, of course, but rather by moti-
vating a change in our total appraisal of the issues in question.

Secondly, and in a quite different manner, science can illuminate certain
problems of valuation by an objective psychological and sociological study
of the factors that affect the values espoused by an individual or a group; of
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the ways in which such valuational commitments change; and perhaps of the
manner in which the espousal of a given value system may contribute to the
emotional security of an individual or the functional stability of a group.

Psychological, anthropological, and sociological studies of valuational
behavior cannot, of course, “validate” any system of moral standards. But
their results can psychologically effect changes in our outlook on moral
issues by broadening our horizons, by making us aware of alternatives not
envisaged, or not embraced, by our own group, and by thus providing some
safeguard against moral dogmatism or parochialism.

Finally, a comparison with certain fundamental aspects of scientific knowl-
edge may help to illuminate some further questions concerning valuation.

If we grant that scientific hypotheses and theories are always open to
revision in the light of new empirical evidence, are we not obliged to assume
that there is another class of scientific statements which cannot be open to
doubt and reconsideration, namely, the observational statements describing
experiential findings that serve to test scientific theories? Those simple,
straightforward reports of what has been directly observed in the laboratory
or in scientific field work, for example—must they not be regarded as
immune from any conceivable revision, as irrevocable once they have been
established by direct observation? Reports on directly observed phenomena
have indeed often been considered as an unshakable bedrock foundation for
all scientific hypotheses and theories. Yet this conception is untenable; even
here, we find no definitive, unquestionable certainty.

For, first of all, accounts of what has been directly observed are subject
to error that may spring from various physiological and psychological
sources. Indeed, it is often possible to check on the accuracy of a given
observation report by comparing it with the reports made by other observers,
or with relevant data obtained by some indirect procedure, such as a motion
picture taken of the finish of a horse race; and such comparison may lead to
the rejection of what had previously been considered as a correct description
of a directly observed phenomenon. We even have theories that enable us to
explain and anticipate some types of observational error, and in such cases,
there is no hesitation to question and to reject certain statements that purport
simply to record what has been directly observed.

Sometimes relatively isolated experimental findings may conflict with a
theory that is strongly supported by a large number and variety of other data;
in this case, it may well happen that part of the conflicting data, rather than
the theory, is refused admission into the system of accepted scientific state-
ments—even if no satisfactory explanation of the presumptive error of obser-
vation is available. In such cases it is not the isolated observational finding
which decides whether the theory is to remain in good standing, but it is the
previously well-substantiated theory which determines whether a purported
observation report is to be regarded as describing an actual empirical occur-




Science and Human Values 513

rence. For example, a report that during a spiritualistic seance, a piece of fur-
niture freely floated above the floor would normally be rejected because of
its conflict with extremely well-confirmed physical principles, even in the
absence of some specific explanation of the report, say, in terms of deliberate
fraud by the medium, or of high suggestibility on the part of the observer.
Similarly, the experimental findings reported by the physicist Ehrenhaft,
which were claimed to refute the principle that all electric charges are inte-
gral multiples of the charge of the electron, did not lead to the overthrow, nor
even to a slight modification, of that principle, which is an integral part of a
theory with extremely strong and diversified experimental support. Needless
to say, such rejection of alleged observation reports by reason of their con-
flict with well-established theories requires considerable caution; otherwise,
a theory, once accepted, could be used to reject all adverse evidence that
might subsequently be found—a dogmatic procedure entirely irreconcilable
with the objectives and the spirit of scientific inquiry.

Even reports on directly observed phenomena, then, are not irrevocable;
they provide no bedrock foundation for the entire system of scientific knowl-
edge. But this by no means precludes the possibility of testing scientific the-
ories by reference to data obtained through direct observation. As we noted,
the results obtained by such direct checking cannot be considered as
absolutely unquestionable and irrevocable; they are themselves amenable to
further tests which may be carried out if there is reason for doubt. But obvi-
ously if we are ever to form any beliefs about the world, if we are ever to
accept or to reject, even provisionally, some hypothesis or theory, then we
must stop the testing process somewhere; we must accept some evidential
statements as sufficiently trustworthy not to require further investigation for
the time being. And on the basis of such evidence, we can then decide what
credence to give to the hypothesis under test, and whether to accept or to
reject it.

This aspect of scientific investigation seems to me to have a parallel in
the case of sound valuation and rational decision. In order to make a rational
choice between several courses of action, we have to consider, first of all,
what consequences each of the different alternative choices is likely to have.
This affords a basis for certain relative judgments of value that are relevant
to our problem. If this set of results is to be attained, this course of action
ought to be chosen; if that other set of results is to be realized, we should
choose such and such another course; and so forth. But in order to arrive at a
decision, we still have to decide upon the relative values of the alternative
sets of consequences attainable to us; and this, as was noted earlier, calls for
the acceptance of an unconditional judgment of value, which will then deter-
mine our choice. But such acceptance need not be regarded as definitive and
irrevocable, as forever binding for all our future decisions: an unconditional
judgment of value, once accepted, still remains open to reconsideration and
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to change. Suppose, for example, that we have to choose, as voters or as
members of a city administration, between several alternative social policies,
some of which are designed to improve certain material conditions of living,
whereas others aim at satisfying cultural needs of various kinds. If we are to
arrive at a decision at all, we will have to commit ourselves to assigning a
higher value to one or the other of those objectives. But while the judgment
thus accepted serves as an unconditional and basic judgment of value for the
decision at hand, we are not for that reason committed to it forever—we may
well reconsider our standards and reverse our judgment later on; and though
this cannot undo the earlier decision, it will lead to different decisions in the
future. Thus, if we are to arrive at a decision concerning a moral issue, we
have to accept some unconditional judgments of value; but these need not be
regarded as ultimate in the absolute sense of being forever binding for all our
decisions, any more than the evidence statements relied on in the test of a sci-
entific hypothesis need to be regarded as forever irrevocable. All that is
needed in either context are relative ultimates, as it were: a set of judg-
ments—moral or descriptive—which are accepted at the time as not in need
of further scrutiny. These relative ultimates permit us to keep an open mind
in regard to the possibility of making changes in our heretofore unquestioned
commitments and beliefs; and surely the experience of the past suggests that
if we are to meet the challenge of the present and the future, we will more
than ever need undogmatic, critical, and open minds.
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Values in Science

Ernan McMullin

Thirty years ago, Richard Rudner argued in a brief essay in Philosophy of
Science that the making of value-judgments is an essential part of the work
of science. He fully realized how repugnant such a claim would be to the pos-
itivist orthodoxy of the day, so repugnant indeed that its acceptance (he
prophesied) would bring about a “first-order crisis in science and method-
ology” (1953, p. 6). Carnap, in particular, has been emphatic in excluding
values from any role in science proper. His theory of meaning had led him to
conclude that “the objective validity of a value . . . cannot be asserted in a
meaningful statement at all” (1932/1959, p. 77). The contrast between sci-
ence, the paradigm of meaning, and all forms of value-judgment could
scarcely have been more sharply drawn: “it is altogether impossible to make
a statement that expresses a value-judgment.” No wonder, then, that
Rudner’s thesis seemed so shocking.

Thirty years later, the claim that science is value-laden might no longer
even seem controversial, among philosophers of science, at least, who have
become accustomed to seeing the pillars of positivism fall, one by one. One
might even characterize the recent deep shifts in theory of science as conse-
quences (many of them, at least) of the growing realization of the part played
by value-judgment in scientific work. If this way of describing the Kuhnian
“revolution” seems unfamiliar, it is no doubt due in part to the uneasiness that
the ambiguity of the terms “value” and “value-judgment” still engenders.
There are other ways of describing what has happened since the 1950s on
philosophy of science that do not require so much preliminary ground-
clearing.

Nevertheless, I shall try to show that the watershed between “classic”
philosophy of science (by this meaning, not just logical positivism but the
logicist tradition in theory of science stretching back through Immanuel Kant
and René Descartes to Aristotle) and the “new” philosophy of science can

515



516 PART 6: SCIENCE AND VALUES

best be understood by analyzing the change in our perception of the role
played by values in science. I shall begin with some general remarks about
the nature of value, go on to explore some of the historical sources for the
claim that judgment in science is value-laden, and conclude by reflecting on
the implications of this claim for traditional views of the objectivity of sci-
entific knowledge-claims. I will not address the problem of the social sci-
ences, where these issues take on an added complexity. They are, as we shall
soon see, already complicated enough in the context of natural sciences.

I. THE ANATOMY OF VALUE

“Value” is one of those weasel words that slip in and out of the nets of the
philosopher. We shall have to try to catch it first, or else what we have to say
about the role of values in science may be of small use. It is not much over a
hundred years since the German philosopher, Hermann Lotze, tried to con-
struct a single theory of value which would unite the varied value-aspects of
human experience under a single discipline. The venture was, of course, not
really new since Plato had attempted a similar project long before, using the
cognate term “good” instead of “value.” Aristotle’s response to Plato’s
positing of the Good as a common element answering to one idea was to
point to the great diversity of ways in which the term “good” might be used.
In effect, our response to Lotze’s project of a general axiology would like-
wise be to question the usefulness of trying to find a single notion of value
that would apply to all contexts equally well.

Let us begin with the sense of “value” that the founders of value-theory
seem to have preferred. They took it to correspond to such features of human
experience as attraction, emotion, and feeling. They wanted to secure an
experiential basis for value in order to give the realm of value an empirical
status just as valid as that of the (scientific) realm of fact. The reality of emo-
tive value (as it may be called) lies in the feelings of the subject, not primarily
in a characteristic of the object. Value-differences amount, then, to differ-
ences of attitude or of emotional response in specific subjects.

If one takes “value” in this sense, value-decision becomes a matter of
clarifying emotional responses. To speak of value-judgment here (as indeed
is often done) is on the whole misleading since “judgment” could suggest a
cognitive act, a weighing-up. When the value of something is determined by
one’s attitude to it, the declaration of this value is a matter of value-clarifi-
cation rather than of judgment, strictly speaking. It was primarily from this
sense of value that the popular positivist distinction between differences of
belief and differences of attitude took its origin, though C. L. Stevenson
(who, when specifying his own notion of attitude, recalls R. B. Perry’s defi-
nition of “interest” as a psychological disposition to be for or against some-
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thing) allows that value-differences may have components both of attitude
and belief (1949, p. 591).

It seems plausible to hold that emotive values are alien to the work of
natural science. There is no reason to think that human emotionality is a trust-
worthy guide to the structures of the natural world. Indeed, there is every
reason, historically speaking, to view emotive values, as Francis Bacon did,
as potentially distortive “Idols,” projecting in anthropomorphic fashion the
pattern of human wants, desires, and emotions on a world where they have
no place. When “ideology” is understood as a systematization of such values,
it automatically becomes a threat to the integrity of science. The notion of
value which is implicit in much recent social history of science, as well as in
many analyses of the science-ideology relationship, is clearly that of emotive
value.

A second kind of “value” is more important for your quest. A property or
set of properties may count as a value in an entity of a particular kind because
it is desirable for an entity of that kind. (The same property in a different
entity might not count as a value.) The property can be a desirable one for
various sorts of reasons. Speed is a desirable trait in wild antelope because it
aids survival. Sound heart action is desirable in an organism with a circula-
tory system because of the functional needs of the organism. A retentive
memory is desirable for a lawyer because of the nature of the lawyer’s task.
Sharpness is desirable in a knife because of the way in which it functions as
a utensil. Efficiency is desirable in a business firm if the firm is to accom-
plish the ordinary ends of business. . . .

Let us focus on what these examples have in common. (In another con-
text, we might be more concerned about their differences.) In each case, the
desirable property is an objective characteristic of the entity. We can thus call
it a characteristic value. In some cases, it is relative to a pattern of human
ends; in others, it is not. In some cases, a characteristic value is a means to
an end served by the entity possessing it; in others, it is not. In all cases, it
serves to make its possessor function better as an entity of that kind.

Assessment of characteristic values can take on two quite different
forms. One can judge the extent to which a particular entity realizes the
value. We may be said to evaluate when we judge the speediness of a partic-
ular antelope or the heartbeat of a particular patient. On the other hand, we
may be asked to judge whether or not (or to what extent) this characteristic
really is a value for this kind of entity. How much do we value the charac-
teristic? Here we are dealing, not with particulars, but with the more abstract
relation of characteristic and entity under a particular description. Why ought
one value speed in an antelope, rather than strength, say? How important is
a retentive memory to a lawyer?

The logical positivists stressed the distinction between these two types of
value-judgment, what I have called evaluation and valuing.! Valuing they
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took to be subjective and thus foreign to science. Evaluation, however, may
be permissible because it expresses an estimate of the degree to which some
commonly recognized (and more or less clearly defined) type of action,
object, or institution is embodied in a given instance” (Nagel 1961, p. 492).2
Notice the presupposition here: clear definition of the characteristic is
required in order that there be a standard against which an estimate may be
made. It was already a large concession to allow a role for mere estimation
(as against measurement proper) in science; no further concession would be
allowed.

Value-judgment, in the sense of evaluation could thus fall on the side of
the factual, and the old dichotomy between fact and value could still be main-
tained. Value-judgment in the sense either of valuing or of evaluating, where
the characteristic value is not sharply defined, was still to be rigorously
excluded from science. Such value-judgment (so the argument went) is nec-
essarily subjective; it involves a decision which is not rule-guided, and there-
fore has an element of the arbitrary. It intrudes individual human norms into
what should ideally (if it were to be properly scientific) be an impersonal
mapping of propositions onto the world.

What was offensive about value-judgment, then, was not its concern
with characteristic values. Indeed, when such values are measured (when, for
example, human blood-pressure is measured as a means to determining any
departure from “normality”), the results are obviously “scientific” in the
most conservative sense. Not every judgment in regard to characteristic value
counts therefore as a “value-judgment,” as this term has come to be used.
Such a judgment must not only be concerned with value, but must function,
not as measurement does, but in a nonmechanical, individual way. Since it is
a matter of experience and skill, individual differences in judgment can thus
in the normal course be expected.

It is clear, therefore, where the tension arises between value-judgment
and not only the positivist view of science but the entire classical theory of
science back to Aristotle. Max Weber spoke for that long tradition when, in
his effort to eliminate value-judgment from social science, he opposed any
form of assessment which could not immediately be enforced on all. The
objectivity of science (he insisted) requires public norms accessible to all,
and interpreted by all in the same way (Weber 1917).

What I want to argue here is that value-judgment, in just the sense that
Weber deplored, does play a central role in science. Both evaluation and
value are involved. The attempt to construe all forms of scientific reasoning
as forms of deductive or inductive inference fails. The sense of my claim that
science is value-laden is that there are certain characteristic epistemic values
which are integral to the entire process of assessment in science. Since my
topic is “values in science,” there are, however, some other construals of this
title that ought to be briefly addressed first, in order to be laid aside.
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II. OTHER CONSTRUALS

One value, namely truth itself, has always been recognized as permeating sci-
ence. In the classic account, it was in fact the goal of the entire enterprise.
Unlike other values, it was deemed to have nothing of the personal about it. On
the contrary, it connoted an objective relation of proposition and world and thus
was constitutive of the very category of fact itself. But this was not thought to
weaken the maxim that science should be value-free, because the values that
were thus being enjoined from intrusion into the work of science were the par-
ticular ones that would tend to compromise the objectivity of the effort and not
the transcendental one which defined the tradition of science itself.

There has been much debate in recent philosophy of science about the
sense in which truth can still be taken to be constitutive of science. The cor-
respondence view of truth as a matching of language and mind-independent
reality has been assailed by Ludwig Wittgenstein and many other more recent
critics like Hilary Putnam and Richard Rorty. More to the point here, it seems
clear that when a scientist “accepts” a theory, even a long-held theory, he is
not claiming that it is true. The predicate in terms of which theory is valued
is not truth, as the earlier account held it to be. We speak of a theory as being
“well-supported,” “rationally acceptable,” or the like. To speak of it as true
would suggest that a later anomaly that would force a revision or even aban-
donment of the theory can in principle be excluded. The recent history of sci-
ence would make both scientists and philosophers wary of any such pre-
sumption, except perhaps in cases of very limited theories or ones which are
vaguely stated

It can, however, be argued that truth is still a sort of horizon-concept or
ideal of the scientific enterprise, even though we may not be able to assert
truth in a definitive manner of any component of science along the way.
There are many variations of this view, one which was clearly articulated a
century ago by C. S. Peirce. I do not intend to discuss this issue further here
(though I will return to it obliquely in my conclusion), because to argue that
truth is at least in some sense a characteristic value admissible in science is
hardly novel, and does not constitute the point of division with classic logi-
cist theories of science that I am seeking to identify.

Nor am I concerned here with ethical values. Weber and the positivists
of the last century and this one recognized that the work of science makes
ethical demands on its practitioners, demands of honesty, openness, and
integrity. Science is a communal work. It cannot succeed unless results are
honestly reported, unless every reasonable precaution be taken to avoid
experimental error, unless evidence running counter to one’s own view is
fairly handled, and so on. These are severe demands, and scientists do not
always live up to them. Outright fraud, as we have been made uncomfortably
aware in recent years, does occur. But so far as we can tell, it is rare and does
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not threaten the integrity of the research enterprise generally. In any event,
there never has been any disagreement about the value-ladenness of science
where moral values of this kind are concerned. If I am to make a claim about
a change in regard to the recognition of the proper presence in science of
value-judgment, it cannot be in regard to those moral values which have
always been seen as essential to the success of communal inquiry.3

In support of his claim that “value-judgments are essentially involved in
the procedures of science,” Rudner argued that the acceptance of a scientific
hypothesis:

is going to be a function of the importance, in the typically ethical sense, of
making a mistake in accepting or rejecting the hypothesis. Thus, to take a crude
but easily manageable example, if the hypothesis under consideration were to
the effect that a toxic ingredient of a drug was not present in lethal quantity, we
would require a relatively high degree of confirmation or confidence before
accepting the hypothesis, for the consequences of making a mistake here are
exceedingly grave by our moral standards. (1953, p. 2)

This notion of hypothesis “acceptance” is dangerously ambiguous. Rudner
takes it to mean: “approve as a basis for a specific kind of action.” But accep-
tance in this sense is not part of theoretical science, strictly speaking. When a
physicist “accepts” a particular theory, this can mean that he believes it to be
the best-supported of the alternatives available or that he sees it as offering the
most fruitful research-program for the immediate future. These are epistemic
assessments; they attach no values to the theoretical alternatives other than
those of likelihood or probable fertility. On the other hand, if theory is being
applied to practical ends, and the theoretical alternatives carry with them out-
comes of different value to the agents concerned, we have the typical decision-
theoretic grid involving not only likelihood estimates but also “utilities” of one
sort or another. Such utilities are irrelevant to theoretical science proper and the
scientist is not called upon to make value-judgments in their regard as part of
his scientific work. The values of life and death involved in a decision to use
or not to use a possibly toxic drug in a case where it alone seems to offer a
chance of recovery are not relevant to the much more limited question as to
whether or not the drug would be toxic for this patient.

The utilities typically associated with the application of science to
human ends in medicine, engineering and the like, cannot, therefore, be cited
as a reason for holding natural science itself to be value-laden. The conclu-
sion that Rudner draws from his analysis of hypothesis-“acceptance” is that
“a science of ethics is a necessary requirement if science’s progress toward
objectivity is to be continuous.” But scientists are (happily!) not called on to
“accept” hypotheses in the sense he is presupposing,* and so his conclusion
does not go through. If we are to hold that the work of science is value-
laden, it ought to be for another reason.
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My argument for the effective presence of “values in science” does not,
then, refer to the constitutive role in science of the value or truth; nor does it
refer to the ethical values required for the success of science as a communal
activity, or to the values implicit in decision-making in applied science.
Rather, it is directed to showing that the appraisal of theory is in important
respects closer in structure to value-judgment than it is to the rule-governed
inference that the classic tradition in philosophy of science took for granted.

Not surprisingly, the recognition of this crucial epistemological shift has
been slow and painful. Already there are intimations of it among the more
perceptive nineteenth-century philosophers of science. William Whewell, for
example, describes a process very like value-judgment in his influential
account of the “consilience of inductions,” though he draws back from the
threatening subjectivism of this line of thought, asserting that consilience
will amount to “demonstration” in the long run (Laudan 1981). The logical
positivists, as already noted, resolutely turned the theory of science back into
the older logicist channels once more. Yet as they (and their critics) tried to
characterize the strategies of science in closer detail, doubts began to grow.
To these earlier anticipations of our theme, I now briefly turn.

III. ANTICIPATIONS

The prevailing inductivism of the nineteenth century made it seem as though
science ultimately consisted of laws, that is, statements of empirical regular-
ities. These laws were arrived at by generalization from the facts of observa-
tion; the facts themselves were regarded as an unproblematic starting-point
for the process of induction. It was, of course, realized that the laws were
open to revision as measuring apparatus was improved, as the ranges of the
variables were extended, as new relevant factors were discovered. There was
no logic, strictly speaking, which would lead from a finite set of observation-
statements to a universally valid law of nature.

Human decision had to enter in, therefore, by way of curve-fitting,
extrapolation, and estimates of relevance. Such decision was not arbitrary;
there were skills and techniques to be learnt which would aid the scientist in
drawing the best generalizations from the data available. Was this not a
matter of value-judgment rather than of a common logic of formal rules? We
would say so today. But the point was not so evident then, or perhaps it
would be more accurate to say that it seemed of little importance.

The reason was that the laws were taken to be true to a degree of approx-
imation that could be improved indefinitely. Thus the influence of these deci-
sional aspects, where the individual skills of curve-fitting, extrapolation, and
estimation of relevance, entered into the process of formulating a law, would
be progressively lessened, as the law came closer and closer to being an exact
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description of the real, that is, as the law gradually attained the status of fact.
Thus, even though value-judgment did enter, in a number of ways, into the
process of inductive generalization, its presence could in practice be ignored.
It was, after all, no more than an accessory activity, of little significance to
the ultimate deliverances of science, namely, the exact statements of the laws
of nature.

The logical positivists still adhered to this nomothetic ideal. But from the
beginning, they encountered difficulties as soon as they tried to spell out how
an inductive method might work. The story is a familiar one. I am going to
focus on only two episodes in it, one involving Karl Popper and the other
Rudolf Carnap, in order to show how “value-uneasiness” was already in evi-
dence among philosophers of science fifty years ago, though in neither of
these episodes was it altogether satisfactorily characterized.

As we all know, Popper rejected the nomothetic ideal of science that the
logical positivists took over from the nineteenth century. For him, science is
a set of conjectures rather than a set of laws. The testing of conjectures is thus
the central element in scientific method and it can work only by falsification,
when a basic statement conflicts with a conjectured explanation, leading to
the rejection of the conjecture. The entire logical weight of this operation is
carried by the “basic statements,” that is, reports of observable events at par-
ticular locations in space and time.

But now a difficulty arises. Could not the basic statements themselves be
falsified? They could not consistently be held immune to the test-challenge
that Popper saw as the criterion of demarcation between science and non-
science. But if the basic statements themselves are open to challenge, how is
the whole procedure of falsification of conjecture to work? It sounds as if a
destructive regress cannot be avoided.

Popper’s answer is to say that:

‘Every test of a theory, whether resulting in its corroboration or falsification,
must stop at some basic statement or other which we decide to accept. . . . Con-
sidered from a logical point of view, the situation is never such that it compels
us to stop at this particular basic statement rather than at that. . . . For any basic
statement can again in its turn be subjected to tests, using as a touchstone any
of the basic statements which can be deduced from it, with the help of some
theory, either the one under test or another. This process has no natural end.
Thus if the test is to lead anywhere, nothing remains but to stop at some point
or other and say we are satisfied for the time being. (1934/1959, p. 104)

Thus the designation of a statement as a “basic” one is not definitive, and
hence falsification is not quite the decisive logical step Popper would have
liked it to be. He continues: “Basic statements are accepted as the result of a
decision or convention; and to that extent they are conventions” (p. 106). His
choice of the term “convention” here is a surprising one since it carries the
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overtone of arbitrariness, of arbitrary choice and not just choice. But Popper
is explicit in excluding this suggestion. He criticizes Otto Neurath, in fact,
who (he says) made a “notable advance” by recognizing that protocol state-
ments are not irrevocable, but then failed to specify a method by which they
might be evaluated. Such a move, he goes on,

leads nowhere if it is not followed by another step; we need a set of rules to limit
the arbitrariness of “deleting” (or else “accepting”) a protocol sentence. Neurath
fails to give any such rules and thus unwittingly throws empiricism overboard.
For without such rules, empirical statements are no longer distinguished from
any other sort of statements. (p. 97)

For Popper, the need for such a line of demarcation takes precedence
over any other demand. So if there are to be decisions regarding the basic
statements, these must (he says) be “reached in accordance with a procedure
governed by rules” (p. 106). If there are rules, however, to guide the decision,
it sounds as though a definite answer might be obtained by the application of
these rules in any given case. And so the properly decisional element would
be minimal, and value-judgment (as we have defined it) would not enter in.

But, in fact, we discover that the word, “rule,” here (like the word, “con-
vention”) is not to be taken literally. When Popper specifies how these
“rules” would operate, all he has to say is that we can arrive at:

a procedure according to which we stop only at a kind of statement that is espe-
cially easy to test. For it means that we are stopping at statements about whose
acceptance or rejection the various investigators are likely to reach agreement.

(. 104)

So that ease in testing is to guide the investigator in deciding which state-
ments to designate as basic. But this clearly operates here as a value rather
than as a rule. There could be differences in judgment as to the extent to
which the value was realized in a given case. Popper himself says of his
“rules” that though they are “based on certain fundamental principles” which
aim at the discovery of objective truth, “they sometimes leave room not only
for subjective convictions but even for subjective bias” (p. 110).

Thus what we have here is value-judgment, not the application of rule,
strictly speaking. There is no rule as to where to stop the testing process. If
some investigators prolong it further than others do, we would not be
inclined to describe this as either “following” or “breaking” a rule. But we
would call it the pursuing of a particular goal or value.

Popper’s use of the term “convention” to describe the element of value-
judgment in the designation of basic statements has proved misleading to
later commentators, even though he explicitly rejected classical convention-
alism, mainly because it was unable, in his view, to generate a proper crite-
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rion of demarcation between science and nonscience (McMullin 1978a, see-
tion 7). Imre Lakatos, for example, described Popper’s view as a form of
“revolutionary conventionalism” because of its explicit admission of the role
of decisional elements in the scientific process. This led him to characterize
his own MSRP as a way of “rationalizing classical conventionalism,” rational
because the criteria for distinguishing between “hard core” and “protective
bels” cap be partially specified, as can the crieria of heory-choice, but “con-
ventional” because the process is not one of a mechanical application of rule,
involving, as it does, individual judgment (1970, p. 134). Joseph Agassi like-
wise proposed that the most accurate label for Popper’s theory of science is
“modified conventionalism” (Agassi 1974, p. 693) to which suggestion
Popper rather testily responded “I am not a conventionalist, whether modi-
fied or not” (Popper 1974, p. 1117).

Much of the confusion prompted by Popper’s use of the term “conven-
tion” might have been avoided if he had used the notion of value-judgment
instead. It has precisely the flexibility that he needed in order to distance
himself, as he wished to do, from both positivism and conventionalism, from
positivism because of his insistence upon the decisional elements in the
selection of basic statements and from conventionalism because he believed
that the values guiding judgment in this case are grounded in the
“autonomous aim” of science, which is the pursuit of objective knowledge
(Popper 1974, p. 1117).

Though the admission of value-judgment into science had moved Popper
away from his rationalist moorings, it is significant that he never extended
the range of value-judgment to theory-choice, which today to us would seem
the much more likely locus. Even though he allows that “the choice of aay
theory is an act, a practical matter” (1935/1959, p. 109), his opposition &
verification made him wary of allowing that theories might ever be
“accepted.” To the extent that they are, it is a provisional affair, he reminds
us. But this sort of provisional acceptance is still, in his view, decisively
influenced by the success of the theory in avoiding falsification (McMullin
1978a, p. 224). Rationalism is thus preserved at this level by the assumption
of a more or less decisive method of choosing between theories at any given
stage of development.

This is the assumption that Carnap helped, somewhat unwittingly pes~
haps, to undermine. In 1950, he drew his famous distinction betwess
“internal” questions, which can be answered within a given linguistic frame-
work and “external” questions, which bear on the acceptability of the frame-
work itself (1950, p. 214). The point of the distinction was to clarify the
debate about the existence of such abstract entities as classes or numbers &
which Carnap assimilated the question of theoretical entities like electroms.
To ask about the existence of such entities within a given linguistic frame-
work is perfectly legitimate, he said, and an answer can be given along log-
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ical or empirical lines. But to ask about the reality of such a system of enti-
ties taken as a whole is to pose a metaphysical question to which only a
pseudo-answer can be given. The question can, however, be framed in a dif-
ferent way and then it becomes perfectly legitimate. We can ask whether the
linguistic framework itself is an appropriate one for our purposes, whatever
they may be. This is the form in which external questions should be put in
order to avoid idle philosopher’s questions about the existence of numbers or
electrons.

Once the question is put in this way, he goes on, it is seen to be a prac-
tical, not a theoretical matter. The decision to accept a particular framework:

although itself not of a cognitive nature, will nevertheless usually be influenced
by theoretical knowledge, just like any other deliberate decision concerning the
acceptance of linguistic or other rules. The purposes for which the language is
intended to be used, for instance, the purpose of communicating factual knowl-
edge, will determine which factors are relevant for the decision. (1950, p. 208)

And he goes on to enumerate some of the factors that might influence a prag-
matic decision of this sort: he mentions the “efficiency, fruitfulness and sim-
plicity” of the language, relative to the purposes for which it is intended.
These are values, of course, and so what he is talking about here (though he
does not explicitly say so) is value-judgment.

In this essay, Carnap is worrying mainly about the challenge of the nom-
inalists to such entities as classes, properties, and numbers. He wants to
answer this challenge, not by asserting the existence of these entities directly
—this would violate his deepest empiricist convictions—but by appealing to
the practical utility of everyday language where terms corresponding to these
entities play an indispensable role. And so he counters Occam’s razor with a
plea for “tolerance in permitting linguistic forms” (1950, p. 220). As long as
the language is efficient as an instrument, he says, it would be foolish, indeed
harmful, to impoverish it on abstract nominalist grounds.

But Carnap conceded much more than he may have realized by this
maneuver. By equating the general semantical problem of abstract entities
with the problem of theoretical entities in science, he implied that pragmatic
“external” criteria are the appropriate ones for deciding on the acceptability
of the linguistic frameworks of science, that is, of scientific theories. For the
first time, he is implicitly admitting that the tight “internal” logicist criteria
which he had labored so long to impose on the problems of confirmation and
explanation are inappropriate when it is the very language of science itself,
that is, the theory, that is in question.

It is the theory that leads us to speak of electrons; to assess this usage,
we have to evaluate as a single unit the theory in which this concept occurs
and by means of which it is defined. If more than one “linguistic framework”



526 PART 6: SCIENCE AND VALUES

for theory is being defended in some domain, the decision as to which is the
better one has to be resolved, not by inductive logic, but by these so-called
external criteria.

The term, “external,” was obviously an unhappy choice, as things would
turn out. The questions Carnap dubs “external” would be external to science
only if theory-decision is external to science. They were external to his logi-
cist conception of how science ought to be carried on, of course. Only if sci-
ence can be regarded as a “given” formal system can the enterprise of the
logician get under way. The question of whether a particular theory should be
“given” or whether another might not accomplish the theoretical ends of sci-
ence better, cannot be properly (i.e., “internally”) posed in the original posi-
tivist scheme of things.

Once Carnap allowed it to be posed, however “externally,” it would not
be long until theory-evaluation would be clearly recognized as the most
“internal” of all scientific issues, defining as it does scientific rationality and
scientific progress. After we have discarded his term “external,” we still
retain his insight that the structure of decision in regard to the acceptability
of a theoretical language is not one of logical rule but of value-judgment.

IV. THEORY-CHOICE AS VALUE-JUDGMENT

This gets us up only to 1950, which seems like very long ago in philosophy
of science. Yet the shape of things to come is already clear to us, even though
it was by no means clear then. The watershed between classic theory of sci-
ence and our as yet unnamed postlogicist age has been variously defined
since then. But for our purposes here, it can best be laid out in four proposi-
tions, three of them familiar, the other (P3) a little less so.

P1: The goal of science is theoretical knowledge.

P2: The theories of science are underdetermined by the empirical evidence.
P3: The assessment of theories involves value-judgment in an essential way.
P4: Observation in science is theory-dependent.

P1 tells us that the basic explanatory form in science is theory, not law,
and thus that retroduction, not induction, is the main form of scientific vali-
dation. Theories by their very nature are hypothetical and tentative; they
remain open to revision or even to rejection. P2 reminds us that there is no

direct logical link, of the sort that classical theories of science expected,
between evidence and theory. Since one is not compelled, as one would be in
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a logical or mathematical demonstration, one has to rely on oblique modes of
assessment. And P3 tells us that these take the form of value-judgments.

P4 serves to emphasize that a thesis in regard to theory-appraisal has
broader scope. To the extent that scientific observation is theory-dependent,
it is also indirectly value-impregnated. This last point is not stressed any fur-
ther in what follows, but it is well that it should be kept in mind lest it be
thought that only one element in science, theory-choice, is affected by the
shift described here, and that the traditional logicist/empiricist picture might
be sustained at all other points.

So much for the schema. It can be found, more or less in the form in
which I have sketched it here, in the work of Kuhn, specifically in his 1973
essay “Objectivity, Value-judgment, and Theory Choice” (1977). He asks
there what are the characteristic values of a good scientific theory and lists,
as a start, five that would be pretty well agreed upon. I will rework his fist
just a little, and add some comments.

Predictive accuracy is the desideratum that scientists would usually list
first. But one has to be wary about the emphasis given it. As Lakatos and
Feyerabend in particular have emphasized, scientists must often tolerate a
certain degree of inaccuracy, especially in the early stages of theory-devel-
opment. Nearly every theory is “born refuted”; there will inevitably be anom-
alies it cannot handle. There will be idealizations that have to be worked out
in order to test the theory in complex concrete contexts. Were this demand to
be enforced in a mechanical manner, the results for science could be disas-
trous. Nevertheless, a high degree of predictive accuracy is in the long run
something a theory must have if it is to be acceptable.

A second criterion is internal coherence. The theory should hang
together properly; there should be no logical inconsistencies, no unexplained
coincidences. One recalls the primary motivating factor for many
astronomers in abandoning Ptolemy in favor of Copernicus. There were too
many features of the Ptolemaic orbits, particularly the incorporation in each
of a one-year cycle and the handling of retrograde motions, that seemed to
leave coincidence unexplained and thus, though predictively accurate, to
appear as ad hoc.

A third is external consistency: consistency with other theories and with
the general background of expectation. When steady-state cosmology was
proposed as an alternative to the Big Bang hypothesis in the late 1940s, the
criticism it first had to face was that it flatly violated the principle of conser-
vation of energy, which long ago attained the status almost of an a priori in
mechanics. Even if Fred Hoyle had managed to make his model satisfy the
other demands laid on it, such as the demand that it yield testable predictions
in advance and not just after the fact, it would always have had a negative
rating on the score of external consistency.

A fourth feature that scientists value is unifying power, the ability to
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bring together hitherto disparate areas of inquiry. The standard illustration is
James Maxwell’s electromagnetic theory. A more limited, but quite striking,
example would be the plate-tectonic model in geology. Over the past twenty
years, it has successfully explained virtually all major features of the earth’s
surface. What has impressed geologists sufficiently to persuade most (not all)
of them to overcome the scruples that derive, for example, from the lack of
a mechanism to account for the plate-movements themselves, is not just its
predictive accuracy but the way in which it has brought together previously
unrelated domains of geology under a single explanatory roof.

A further, and quite crucial, criterion is fertility. This is rather a complex
affair (McMullin 1976). The theory proves able to make novel predictions
that were not part of the set of original explananda. More important, the
theory proves to have the imaginative resources, functioning here rather as a
metaphor might in literature, to enable anomalies to be overcome and new
and powerful extensions to be made. Here it is the long-term proven ability
of the theory or research program to generate fruitful additions and modifi-
cations that has to be taken into account.

One other, and more problematic, candidate as a theory-criterion is sim-
Plicity. It was a favorite among the logical positivists because it could be con-
strued pragmatically as a matter of convenience or of aesthetic taste, and seemed
like an optional extra which the scientist could decide to set aside, without
affecting the properly epistemic character of the theory under evaluation
(Hempel 1966, pp. 40-45). Efforts to express a criterion of “simplicity” in
purely formal terms continue to be made, but have not been especially suc-
cessful.

One could easily find other desiderata. And it would be important to
supply some detailed case-histories in order to illustrate the operation of the
ones I have just listed. But my concern here is rather to underline that these
criteria clearly operate as values do, so that theory choice is basically a matter
of value-judgment. Kuhn puts it this way:

The criteria of [theory] choice function not as rules, which determine choice,
but as values which influence it. Two men deeply committed to the same values
may nevertheless, in particular situations, make different choices, as in fact they
do. (1977, p. 331)

They correspond to the two types of value-judgement discussed above in sec-
tion 1. First, different scientists may evaluate the fertility, say, of a particular
theory differently. Since there is no algorithm for an assessment of this sort,
it will depend on the individual scientist’s training and experience. Though
there is likely to be a very large measure of agreement, nonetheless the skills
of evaluation here are in part personal ones, relating to the community con-
sensus in complex ways.

:
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Second, scientists may not attach the same relative weights to different
characteristic values of theory, that is they may not value the characteristics
in the same way, when, for example, consistency is to be weighed over
against predictive accuracy. It is above all because theory has more than one
criterion to satisfy, and because the “valuings” given these criteria by dif-
ferent scientists may greatly differ, that disagreement in regard to the merits
of rival theories can on occasion be so intractable.

It would be easy to illustrate this by calling on the recent history of sci-
ence. A single example will have to suffice. The notorious disagreement
between Niels Bohr and Albert Einstein in regard to the acceptability of the
quantum theory of matter did not bear on matters of predictive accuracy. Ein-
stein regarded the new theory as lacking both in coherence and in consistency
with the rest of physics. He also thought it failing in simplicity, the value that
he tended to put first. Bohr admitted the lack of consistency with classical
physics, but played down its importance. The predictive successes of the new
theory obviously counted much more heavily with him than they did with
Einstein. The differences between their assessments were not solely due to
differences in the values they employed in theory-appraisal. Disagreement in
substantive metaphysical belief about the nature of the world also played a
part. But there can be no doubt from the abundant testimony of the two physi-
cists themselves that they had very different views as to what constituted a
“good” theory.

The fact that theory-appraisal is a sophisticated form of value-judgment
explains one of the most obvious features of science, a feature that could only
appear as a mystery in the positivist scheme of things. Controversy, far from
being rare and wrong-headed, is a persistent and pervasive presence in science
at all levels. Yet if the classical logicist view of science had been right, con-
troversy would be easily resolvable. One would simply employ an algorithm,
a “method,” to decide which of the contending theories is best confirmed by
the evidence available. At any given moment, there would then be a “best”
theory, to which scientists properly versed in their craft ought to adhere.

But, of course, not only is this not the case, but it would be a disaster if
it were to be the case (McMullin 1983). The clash of theories, Popper has
convinced us, is needed in order that weak spots may be probed and poten-
tialities fully developed. Popper’s own theory of science made it difficult to
see how such a pluralism of theories could be maintained. But once theory-
appraisal is recognized to be a complex form of value-judgment, the persis-
tence of competing theories immediately follows as a consequence.

Thomas Kuhn characteristically sees the importance of value-difference
not so much in the clash of theories—such controversy is presumably not
typical of his “normal science”—as in the period of incipient revolution
when a new paradigm is struggling to be born:
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Before the group accepts it, a new theory has been tested over time by the
research of a number of men, some working within it, others within its tradi-
tional rival. Such a mode of development, however, requires a decision process
which permits rational men to disagree, and such disagreement would be barred
by the shared algorithm which philosophers generally have sought. If it were at
hand, all conforming scientists would make the same decision at the same time.
... I doubt that science would survive the change. What from one point of view
may seem the looseness and imperfection of choice criteria conceived as rules
may, when the same criteria be seen as values, appear an indispensable means
of spreading the risk which the introduction or support of novelty always
entails. (1961, p. 220)

It almost seems as though the value-ladenness of theory-decision is specially
designed to ensure the continuance of controversy and to protect endangered
but potentially important new theoretical departures. A Hegelian might see in
this, perhaps, the cunning of Reason in bringing about a desirable result in a
humanly unpremeditated way. But, of course, these are just the fortunate con-
sequences of the nature of theory-decision itself. It is not as though theories
could be appraised in a different more rule-guided way. One is forced to rec-
ognize that the value-ladenness described above derives from the problem-
atic and epistemologically complex way in which theory relates to the world.
It is only through theory that the world is scientifically understood. There is
no alternative mode of access which would allow the degree of “fit” between
theory and world to be independently assessed, and the values appropriate to
a good theory to be definitively established. And so there is no way to
exchange the frustrating demands of value-judgment for the satisfying sim-
plicities of logical rule.

V. EPISTEMIC VALUES

Even though we cannot definitively establish the values appropriate to the
assessment of theory, we saw just a moment ago that we can provide a tenta-
tive list of criteria that have gradually been shaped over the experience of many
centuries, the values that are implicit in contemporary scientific practice. Such
characteristic values I will call epistemic, because they are presumed to pro-
mote the truthlike character of science, its character as the most secure knowl-
edge available to us of the world we seek to understand. An epistemic value is
one we have reason to believe will, if pursued, help toward the attainment of
such knowledge. I have concentrated here on the values that one expects a
good theory to embody. But there are, of course, many other epistemic values,
like that of reproducibility in an experiment or accuracy in a measurement.
When I say that science is value-laden, I would not want it to be thought
that these values derive from theory-appraisal only. Value-judgment perme-
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ates the work of science as a whole, from the decision to allow a particular
experimental result to count as “basic” or “accepted” (the decisional element
that Popper stressed), to the decision not to seek an alternative to a theory
which so far has proved satisfactory. Such values as these may be pragmatic
rather than epistemic; they may derive from the finiteness of the time or
resources available to the experimenter, for example. And sometimes the bor-
derline between the epistemic and the pragmatic may be hard to draw, since
(as Pierre Duhem and Karl Popper among others have made clear) it is essen-
tial to the process of science that pragmatic decisions be made, on the tem-
porary suspension of further testing for example.

Of course, it is not pragmatic values that pose the main challenge to the
epistemic integrity of the appraisal process. If values are needed in order to
close the gap between underdetermined theory and the evidence brought in
its support, presumably all sorts of values can slip in: political, moral, social,
and religious. The list is as long as the list of possible human goals. I shall
lump these values together under the single blanket term, “nonepistemic.”
The decision as to whether a value is epistemic or nonepistemic in a partic-
ular context can sometimes be a difficult one. But the grounds on which it
should be made are easy to specify in the abstract. When no sufficient case
can be made for saying that the imposition of a particular value on the
process of theory choice is likely to improve the epistemic status of the
theory, that is, the conformity between theory and world, this value is held to
be nonepistemic in the context in question. This decision is itself, of course,
a value-judgment and there is an obvious danger of a vicious regress at this
point. I hope it can be headed off, and will return to this task in a moment.

But first, one sort of factor that plays a role in theory-assessment can be
hard to situate. Externalist historians of science have been accustomed to
grouping under the elastic term “value” not only social and personal goals
but also various elements of world-view, metaphysical, theological, and the
like. Thus, for example, when Newton’s theology or Bohr’s metaphysics
affected the choice each made of “best” theory in mechanics, such historians
have commonly described this as an influence of “values” upon science (see,
for example, Graham 1981).

Since I have been arguing so strongly here for the value-ladenness of sci-
ence, it might seem that I should welcome this practice. But it is rooted, I
think, in a sort of residual positivism that is often quite alien to the deepest
convictions of the historians themselves who indulge in it (McMullin 1982).
They would be the first to object to the label “externalist,” but here they are
assuming that a philosophical world-view is of its nature so “external” to sci-
ence that it must be flagged as a “value,” and consequently dealt with quite
differently from the point of view of explanation.

Let me try to clarify the source of my opposition to this practice. A philo-
sophical system can in certain contexts serve as a value, as a touchstone of
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decision. So for that matter can a scientific theory. But this does not convert
it into a “value” in the sense in which social historians sometimes interpret
this term, namely as something for which socio-psychological explanation is
all-sufficient. The effect of calling metaphysics a “value” can be to shift it
from the category of belief to be explained in terms of reasons adduced, in
the way that science is ordinarily taken, to the category of goal to be ex-
plained, in terms of character, upbringing, community pressures, and the rest.

What I am arguing for is the potentially epistemic status that philosoph-
ical or theological world-view ‘can have in science. From the standpoint of
today, it would be inadmissible to use theological argumentation in
mechanics. Yet Isaac Newton in effect did so on occasion. In describing this,
it is important to note that theology functioned for him as an epistemic factor,
as a set of reasons that Newton thought were truth-bearing (McMullin 1978b,
p. 55). It did not primarily operate as a value if by “value” one were to mean
a socio-psychological causal factor, superimposed upon scientific argument
from the outside, to be understood basically as a reflection of underlying
social or psychological structures.

Now, of course, the historian may find that someone’s use of theological
or philosophical considerations did, on a given occasion, reflect such struc-
tures. But this has to be historically proven. The question must not be begged
by using the term “value” as externalist historians have too often done. Inci-
dentally, the pervasive presence of nonstandard epistemic factors in the his-
tory of science is the main reason, to my mind, why the one-time popular
internal-external dichotomy fails. Sociologists of science in the “strong pro-
gram” tradition are more consistent in this respect. They do take metaphysics
and theology to be a reflection of socio-psychological structure, but.of
course, they regard science itself in the same epistemically unsympathetic
light. My point here has simply been that it is objectionable to single out non-
standard forms of argument in science by an epistemically pejorative use of
the term “value” (McMullin 1983).

VI. THE PLACE OF ACT IN A WORLD OF VALUES

That being said, let me return to the question that must by now be uppermost
in the reader’s mind. What is left of the vaunted objectivity of science, the
element of the factual, in all this welter of value-judgment? Once the camel’s
nose is inside, the tent rapidly becomes uncomfortable. Is there any reasoned
way to stop short of a relativism that would see in science no more than the
product of a contingent social consensus, bearing testimony to the historical
particularity of culture and personality much more than to an objective truth
about the world? I think there is, but I can at this stage only provide an out-
line of the argument needed. It requires two separate steps.



Values in Science 533

Step one is to examine the epistemic values employed in theory-
appraisal, the values that lie at the heart of the claim that theory assessment
in science is essentially value-laden, and to ask how they in turn are to be val-
idated, and how in particular, circularity is to be avoided in doing so. First,
let me recall how the skills of epistemic value-judgment are learnt. Appren-
tice scientists learn them not from a method book but from watching others
exercise them. They learn what to expect in a “good” theory. They note what
kinds of considerations carry weight, and why they do so. They get a feel for
the relative weight given the different kinds of considerations, and may
quickly come to realize that there are divergences here in practice. Their own
value-judgments will gradually become more assured, and will be tested
against the practice of their colleagues as well as against historical precedent
(Polanyi 1958; Kuhn 1962).6

What is the epistemic worth of the consensus from which these skills
derive? Kuhn is worried about the validity of invoking history as warrant in
this case:

Though the experience of scientists provides no philosophical justification for
the values they deploy (such justification would solve the problem of induc-
tion), those values are in part learned from that experience and they evolve with
it. (1977, p. 335)

This is to take the Hume-Popper challenge to induction far too seriously
(unless, of course, “justification” were to be taken to mean definitive proof).
The characteristic values guiding theory-choice are firmly rooted in the com-
plex learning experience which is the history of science; this is their primary
justification, and it is an adequate one.

We have gradually learnt from this experience that human beings have
the ability to create those constructs we call “theories” which can provide a
high degree of accuracy in predicting what will happen, as well as accounting
for what has happened, in the world around us. It has been discovered, fur-
ther, that these theories can embody other values too, such values as coher-
ence and fertility, and that an insistence on these other values is likely to
enhance the chances over the long run of the attainment of the first goal, that
of empirical accuracy.

It was not always clear that these basic values could be pursued simulta-
neously.” In medieval astronomy, it seemed as though one had to choose
between predictive accuracy and explanatory coherence, the Ptolemaic
epicycles exemplifying one and Aristotelian cosmology the other. Since the
two systems were clearly incompatible, philosophers like Aquinas reluctantly
concluded that there were two sorts of astronomical science, one (the “math-
ematical”) which simply “saved the appearances,” and the other (the “phys-
ical”) whose goal it was to explain the truth of things (Duhem, 1908/1969,
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chapter 3). Galileo’s greatest accomplishment, perhaps, was to demonstrate
the possibility of a single science in which the values of both the physical and
the mathematico-predictive traditions could be simultaneously realized
(Machamer 1978).

There was nothing necessary about this historical outcome. The worlo
might well have turned out to be one in which our mental constructions
would not have been able to combine these two ideals. What became clear in
the course of the seventeenth century was that they can be very successfully
combined, and that other plausible values can be worked in as well. When I
say “plausible” here, I am suggesting that there is a second convergent mode
of validation for these values of theory-appraisal (for “valuings” in the sense
defined in section 1).

We can endeavor to account for their desirability in terms of a higher-
order epistemological account of scientific knowing. This is to carry retro-
duction to the next level upwards. It is asking the philosopher to provide a
theory in terms of which such values as fertility would be shown to be appro-
priate demands to lay on scientific theory. The philosopher’s ability to pro-
vide just such a theory (and it is not difficult to do this) in turn then testifies
to the reliability to taking these criteria to be proper values for theory-
appraisal in the first place. This is only the outline of an argument, and much
more remains to be filled in. But perhaps I have said enough to indicate how
one could go about showing that the characteristic values scientists have
come to expect a theory to embody are a testimony to the objectivity of the
theory, as well as of the involvement of the subjectivity of the scientist in the
effort to attain that objectivity.

There is a further argument I would use in support of this conclusion, but
it is based on a premise that is not shared by all. That is the thesis of scien-
tific realism. I think that there are good reasons to accept a cautious and care-
fully restricted form of scientific realism, prior to posing the further question
of the objective basis of the values we use in theory-appraisal (McMullin
1983). The version of realism I have in mind would suggest that in many
parts of science, like geology and cell-biology, we have good reasons to
believe that the models postulated by our current theories gives us a reliable,
though still incomplete, insight into the structures of the physical world.

Thus, for example, we would suppose that the success of certain sorts of
theoretical model would give us strong reason to believe that the core of the
earth is composed of iron, or that stars are glowing masses of gas. We have
no direct testimony regarding either of these beliefs, of course. To claim that
the world does resemble our theoretical models in these cases, is to claim that
the method of retroduction on which they are based, and which rests finally
on the values of theory-appraisal I have already discussed, is in fact (at least
in certain sorts of cases) reliable in what it claims.® Obviously, the realist
thesis will not hold, or will hold only in attenuated form, where theory is still
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extremely underdetermined (as in current elementary-particle theory) or
where the ontological implications of the theory are themselves by no means
clear (as in classical mechanics).

And so, to conclude step one, there is reason to trust in the values used
commonly in current science for theory-appraisal as something much more
than the contingent consensus of a peculiar social subgroup.

But a further step is needed, because these values do not of themselves
determine theory-choice, a point I have stressed from the beginning. And so
other values can and do enter in, the sorts of value that sociologists of sci-
ence have so successfully been drawing to our attention of late, as they scru-
tinize particular episodes in the history of science. I am thinking of such
values as the personal ambition of the scientist, the welfare of the social class
to which he or she belongs, and so on. Has the camel not, then, poked its wet
nose in beside us once again?

It has, of course, but perhaps we can find a way to push it out—or almost
out—one final time. The process of science is one long series of test and ten-
tative imaginative extensions. When a particular theory seems to have tri-
umphed, when Louis Pasteur has overcome Felix Pouchet, to cite one nine-
teenth-century illustration that has recently come in for a lot of attention from
social historians of science (Farley and Geison 1976), it is not as though the
view that has prevailed is allowed to reign in peace. Other scientists attempt
to duplicate experimental claims; theoreticians try to extend the theories
involved in new and untried ways; various tests are devised for the more vul-
nerable theoretical moves involved, and so on. This is not just part of the
mythology of science. It really does happen, and is easy to document.

To the extent that nonepistemic values and other nonepistemic factors
have been instrumental in the original theory-decision (and sociologists of
science have rendered a great service by revealing how much more pervasive
these factors are than one might have expected), they are gradually sifted by
the continued application of the sort of value-judgment we have been
describing here. The nonepistemic, by very definition, will not in the long run
survive this process. The process is designed to limit the effects not only of
fraud and carelessness, but also of ideology, understood in its pejorative
sense as distortive intrusion into the slow process of shaping our thought to
the world.

NOTES

1. The terminology of “evaluation” and “valuing” is used by Kovesi (1967) in a somewhat
different way. He supposes value-judgment to apply to things via their descriptions. Thus, we
“evaluate” particulars insofar as they “fall under a certain description” (p. 151). Whereas we
“value” things “insofar as they are such and such.” We would “evaluate” a particular lawyer as
a lawyer (being given a description of the qualities that make up a lawyer), whereas we would
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“value” lawyers for what they are, as indispensable to the conduct of complex communities or
however we might wish to describe their “value” in some broader context. (His aim is to con-
trast “evaluation” with moral judgment.) My focus is on specific characteristic values, on the
Y-ness of X’s, where his is on entity-descriptions, on X-ness itself as a subject for evaluation or
valuing. The advantage of the former is that it makes the basis of the value-judgment specific.
It focuses evaluation on the characteristic which can be present to a greater or lesser degree.
And it provides a context for valuing which Kovesi’s notion appears to lack, thus risking con-
fusion with emotive value. Finally, Kovesi’s emphasis on description could mislead, since the
characteristic value need not be described, strictly speaking. Indeed, as we shall see below, the
frequent inability to give explicit descriptions of characteristic values is an essential feature of
evaluation as it occurs in science. The emphasis on X-ness (which does need describing) rather
than on the Y-ness of Xs (where the ¥ may be only summarily indicated) is the root of the dif-
ference. I am indebted to Carl Hempel and David Solomon for discussions of the topics of this
section.

2. Nagel used the terms “characterize” and “appraise” instead of our “evaluate” and
“value.” The example he gives of “characterizing” is the evaluation of the degree of anemia a
particular animal suffers from against a standard of “normality” in the red blood-corpuscle
count. (See “The Value-Oriented Bias of Social Inquiry,” Nagel 1961, pp. 485-502.)

3. Some philosophers assimilate epistemic values to moral values, so that for them the
values implicit in theory-appraisal are broadly moral ones. Putnam, for example, takes adher-
ence to these values on the part of scientists to be “part of our idea of human cognitive flour-
ishing, and in hence part of our idea of total human flourishing, of Eudaimonia” (1981, p. 134).
The analysis of characteristic value given in section 1, and even more the discussion of the war-
rant for epistemic value in section 6 below, would lead me to question this assimilation of the
epistemic to the moral under the very vague notion of “flourishing.” To pursue this further
would, however, require further analysis of the nature of moral knowledge.

4. A point already made by Richard Jeffrey (1956) in a response to the Rudner article.

5. In fairness, it should be added that Rudner drew attention in the same paper to the
value-implications of the new directions that Carnap and Quine were just beginning to chart.
But these consequences were obscured by his emphasis on the ethical aspects of theory-accep-
tance. He evidently supposed that all of these considerations would converge, but in fact, they
did not, and could not.

6. Polanyi and Kuhn relate such skills as that of theory-assessment (and pattem-recogni-
tion, which is ultimately theory-dependent) in rather different ways to the learning experience
of the apprentice scientist. I would lean more to Kuhn’s analysis in this case, but in the context
of my argument here, it is sufficient to note the affinity between these two authors rather than
to press their differences.

7. Kuhn attaches a higher degree of fixity to the epistemic values of theory-choice then I
would. He takes the five he describes to be “permanent attributes of science,” provided the
specification be left vague (1977, p. 335).

8. This is where I would diverge from Putnam (1981), who otherwise defends a view of
the role of value-judgment in science similar to the one outlined here. In the spirit of Kant, he
wants to find a middle way between objectivism and subjectivism, between what he regards as
the extremes of “metaphysical realism” and “cultural relativism.” The former he defines as
being based on “the notion of a transcendental match between our representation and the
world” which he briskly characterizes as “nonsense” (1981, p. 134). Blocked from taking the
epistemic values to be the means of gradually achieving such a correspondence, he is thus
forced to make them in some sense ultimates. “Truth is not the bottom line; truth itself gets its
life from our criteria of rational acceptability” (p. 130). What he wants to stress, he says, is “the
dependence of the empirical world on our criteria of rational acceptability” (p. 134). Instead of
merely holding that “our knowledge of the world presupposes values” (the thesis that I am
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arguing for in this essay), he is led then to “the more radical claim that what counts as the real
world depends upon our values” (p. 137).

But such a position leaves him (in my view) with no vantage-point from which it would
be possible to correct, or gradually adjust, the epistemic values themselves. They constitute for
him “part of our conception of human flourishing” (p. xi). But there can be many such con-
ceptions; against Aristotle (whom he takes to defend a single ideal of human flourishing), he
argues for a “diversity” of ways in which such flourishing might properly he construed (p. 148).
But how then can he also reject some such ways as “wrong, as infantile, as sick, as one sided”
(p- 198)? What grounds are available in his system for such a rejection? He says that “we revise
our very criteria of rational acceptability ‘in the light of our theoretical picture of the empirical
world” (p. 134), but gives no hint as to how this is to be done in practice. He cites “coherence”
as a sort of supercriterion which appears to be necessary to any ideal of human flourishing (p.
132). But what if someone were to reject such a criterion? Putnam says such a person is “sick.”
But are there arguments he could use to warrant this diagnosis?

I do not think that in the end this “middle way” works. The tilt to idealism is obvious. But
it would take a more elaborate analysis to show this. (This footnote and footnote 3 were added
in proof. Had I seen Putnam’s book before I wrote this text, I would have attempted a fuller dis-
cussion of it.)
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From Weber to Habermas

Robert Hollinger

1. THE DIALECTICS OF OBJECTIVISM

In many respects, all the issues about science and values discussed in part 6
represent the logical culmination of the dialectic of Objectivism that begins
with Descartes and Galileo. It will be helpful to briefly summarize this view
(which is spelled out in more detail elsewhere in this book).! According to
Objectivism, the world, which is the subject of scientific investigation, is
governed by laws and processes that are quite independent of human beliefs,
values, desires, and interpretations. Knowledge must mirror or correspond to
the objective world; and our methods must also be objective, i.e., unbiased
and nonpersonal, so as to guarantee this result. But this requires that science
and our methods must purge themselves of anything subjective, i.e., any
biases, psychological factors, values, etc., that would prevent our methods
from resulting in objective knowledge. On this view, claims not capable of
being described in the language of science, and any method that is not totally
person free, and interest neutral, must be discarded. Hence, value judgments
must either (A) be capable of being expressed in the language of science or
else (B) are merely subjective expressions of preferences, and not truth
claims, and thus belong outside of science.

The first of these attitudes toward value judgments, i.e., (A), attempts to
turn ethical and political questions into scientific or technological problems,
especially within modern utilitarian and cost-benefit terms. Value judgments
are divided into two types: “categorical” and “instrumental.” A categorical
value judgment is of the form “X is good/bad” or “X is right/ wrong.” Some
categorical value judgments are said to be “ultimate” or “basic,” i.e., since
they don’t derive from any other values or from any facts. Instrumental value
judgments are judgments about what is the best means of achieving some cat-
egorical (including basic) values. Categorical values are often called
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“intrinsic” values, because they are valued for themselves; e.g., health, plea-
sure, happiness. Instrumental values are usually sought because they help us
realize other valued things, especially intrinsic values. Thus, if health is an
intrinsic value, going to the doctor is an instrumental one, relative to the
value we place on health. Health, and some intrinsic values, may also be
instrumentally valued with respect to other values. And some instrumental
values may, in some situations, be regarded as intrinsic values. Those who
talk about ultimate values often believe that some values are only intrinsic
and that all other values are really instrumental to the realization of our ulti-
mate values.

Thesis (A) can now be expressed as follows. All ultimate values must be
expressible in the language of science. But since the language of science is a
description of the Objective world, all ultimate value judgments are descrip-
tions of some aspect of the objective world. E.g., the “naturalistic” view of
values, according to which “good” means “whatever human beings ultimately
value,” implies that it is just a fact about human beings that if pleasure is our
ultimate value, good just is pleasure. We cannot raise the question whether it
is right or wrong, good or bad, that somebody values X because it gives
him/her pleasure. Ultimate values cannot be proved right or wrong, good or
bad. We can only prove that people do have them. More generally, no cate-
gorical value judgment can be proven or disproven as right or wrong, good or
bad, by science. Instrumental values, which tell us how to maximize our cat-
egorical (and thus our ultimate) values, can be shown by science to either
effectively maximize our categorical values or not. Utilitarianism and modern
cost-benefit analysis are the expressions of these assumptions. Given any ulti-
mate value (or categorical value judgment) X, all we need to do is to discover
which means or instrumental value will get us X in the most cost-efficient
way. (See Hempel’s in part 6.) So ethics becomes a branch of applied science:
we need to predict how to realize our ultimate and other categorical values in
the most rational ways open to us. This is sometimes called the thesis of tech-
nological or instrumental rationality. (See Introduction to this part.)

The second way of dealing with values, i.e., (B), is the idea that all value
judgments, perhaps even scientific knowledge itself, to the extent that it
relies on value judgments, are either arbitrary, nonrational, or irrational. They
are the result of sociological, cultural, and psychological factors that can
explain the prevalence of certain ideas and values, but cannot justify them on
“rational” grounds. Thus, many versions of Marxism, which take knowledge
and value claims to be “ideological,” and writings in the “Sociology of
Knowledge,” explain our scientific beliefs and moral values in cultural, eco-
nomic, and historical terms, while presupposing thereby that questions about
their truth and rationality are out of the question. On some versions of (B),
basic values are just matters of taste, and therefore cannot be rationally dis-
cussed or shown to be right or wrong, good or bad. The basic argument in
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either case is that only science contains statements that can be true or false,
and thus objective. Ethics does not contain such statements, and cannot be
reformulated in the language of science. Therefore ethics does not express or
deal with knowledge.

It seems as if (A) and (B) are in some ways different and even incom-
patible views. But some writers believe that in at least one crucial respect
they amount to the same thing. The claim that these two approaches to values
amount to the same thing was first articulated by Edmund Husserl
(1859-1938), the founder of Phenomenology. In Kuhn’s language, the claim
is that (A) and (B) are variants of a single paradigm. The underlying assump-
tions of this paradigm: (1) Everything is divided into the “objective” and the
“subjective.” (2) Only scientific Knowledge is objective. (3) Ultimate value
judgments are either scientific or subjective. (4) Ultimate values, whether
they are taken to reflect basic facts about human nature, personal decisions,
or a culture’s dominant values, cannot be rationally debated, or proven right
or wrong, good or bad. Husserl believed that both (A) and (B) are embodied
in the logic of Objectivism. On this view, (A) and (B) lead to the view that
there are no moral absolutes; that there is no rational way of assessing the
great variety of ultimate value judgments, the unreflective acceptance of cer-
tain values; the growing inability of society to reach rational agreement about
ethical issues. In short, they lead to wholesale acceptance of whatever ulti-
mate values in fact exist, even if they rest upon prejudice.

But we should be able to be reflective about our basic moral judgments,
discuss them, criticize them, and correct them in rational ways. We should
also aspire to some sort of universal moral consensus or agreement. But (A)
and (B), according to Husserl, do not let us do so. This is the force of his
claim that they must accept basic values as “given.”

- All “naturalistic” attempts to reduce human values and mental life to the
law of the natural and physical sciences actually presuppose, for Husserl, an
allegiance to certain values, e.g., science is the best way of enhancing human
life, that ultimate values cannot be proven right, or even questioned, within
the framework of modern science. Such a judgment of ultimate value must
be accepted without being provable. But in denying the possibility of ratio-
nally defending ultimate values, modern science simultaneously rests upon a
set of values: those embedded in the dominant views about knowledge and
values mentioned above under (A) and (B). Husserl claimed that this picture
thus rested on a contradiction. Moreover, by being unable and unwilling to
question its own methods and assumptions, modern science is unable to raise,
let alone address, questions about its own significance. The value of modern
science as the best way of enhancing human life is thus (on his view) an
assumption. Yet the scientific views about knowledge and values have
become the dominant views of our culture. But what if these views are just
unfounded prejudices, asks Husserl? In particular, what if the view that only
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the modern sciences tell us what’s real, true, or valuable is unjustified and
unjustifiable? What would we be left with? Nothing, according to Husserl.
That is, our culture would be pervaded by nihilism, the claim that everything
is meaningless and without value, which is just what Husserl believed had
happened to Western culture.

Husserl believed that the cultural and political implications of both of
these versions of nihilism are very dangerous. Husserl wanted to be able to
get behind the unexamined prejudices that underlie both of these views, to
show that modern science and human values equally are rooted in the prac-
tical activities of human beings, which could eventually be shown to rest
upon universal and rational criteria. He hoped that we could eventually
undermine both objectivism and the various ramifications of it, discussed
under (A) and (B) above.

II. WEBER

Max Weber’s (1864-1920) views about knowledge, reality, and values
manage to combine themes from both (A) and (B). Our world is a meaning-
less, infinite flux. In order to understand it, we have to adopt some point of
view, which is determined by our personal interests and values, or by those
of our culture. This is the thesis of “value relevance.” Our values and inter-
ests, which are subjective, give us an angle of vision on a narrow range of
data, which can then be explained scientifically, i.e., objectively. For
example, if we decide to find out why there are more suicides in the United
States during the Christmas season than at other times of the year, our inter-
ests and values determine what we’ll study. We can still get some objective
answers to the questions we pose, if we use scientific method in an unbiased
way. But our quest for knowledge is always severely restricted, since the
world, and therefore any chunk of it we may want to study, is tremendously
complex, and since there are any number of equally valid, but equally arbi-
trary, points of view we can adopt. For instance, we can study nature in many
ways and for many reasons, and from many points of view. Each point of
view is limited: it lets us understand only very small bits of nature. We can
never, according to Weber, explain everything within the framework of any
one point of view or theory. The world is too complex and we are too igno-
rant to even hope for a unified account of everything. This is even more true
of any attempt to study human history or society. We can, for example, study
Western culture from an unlimited number of perspectives. Moreover, Weber
believed that we cannot expect to piece all of them together to get a unified
and coherent history of our culture. So there is a sense in which Weber does
undermine the idea of objective knowledge, if this is construed as the search
for a unified scientific world picture (as Objectivism aspires to be).
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In addition, value judgments are subjective for Weber, because they
cannot be proven by science. Thus, the sciences must be value free or value
neutral. Categorical value judgments are subjective. Science can tell us what
the consequences of subjectively based decisions are, so that we can be
aware of the consequences of our actions. This is what Weber calls “the
ethics of responsibility.” Modern societies must be governed by this model:
public (and private) actions and policies are a combination of arbitrary pref-
erences and cost-effective means for achieving them.

Let us consider the political implications of this view. In modern liberal
democracies there exists a plurality of interests, points of view, values, and
goals. (One need only reflect upon the abortion controversy.) How can demo-
cratic societies prevent chaos and institute public policies? Weber’s answer
is roughly this: The values and goals of our political leaders are no more
rational than those of anybody else. But leaders must be strong enough to
convince legislators and bureaucrats to accept their goals and policies. They
must, at the same time, exercise the ethics of responsibility by consulting sci-
entific experts, who will advise them of the consequences, and thus the
wisdom, of their values and decisions. (For Weber, scientists cannot make
political decisions, because the sciences must be value-free, and because
value judgments are subjective.) Responsible political leaders will also have
some convictions, but will balance these moral ideals with an assessment of
the consequences of acting upon them. Considering only consequences is
dangerous, because it can lead to expediency at the cost of noble ideals.
Attention to ideals regardless of the consequences leads to fanaticism, which
is (at least) equally dangerous in a political leader.

Weber’s views about science, values, and politics dominate the world
today. Political and moral issues become technological problems, and political
goals and values are the result of a so-called consensus of all the interests
involved, or else are taken to be “obvious,” “rational,” or even scientifically
proven (given the use of the utilitarian idea that it is rational to maximize ben-
efits over costs). All value judgments are equally valid, all points of view must
have their say, we must be tolerant of all points of view and use cost-benefit
analysis, together with the democratic political process, to arrive at “rational,”
value-neutral, “scientific” solutions to our problems. Since the values of indi-
viduals and a culture must be accepted as “givens,” yet are all equally subjec-
tive, politics takes the form of a power struggle among the various values and
interests, with the “right” solution being determined by whoever has the most
power or persuasive force and a cost-benefit argument that their interests will
benefit the greatest number of people.

What are the practical implications of all this? On some views, modern
life oscillates between two ideals: the view that all social and personal prob-
lems require some combination of scientific knowledge, technological exper-
tise, and cost-benefit analysis; and the idea that politics is a continual power
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struggle among competing values and interests. On either alternative (in
practice they are often combined), some fear, democracy is in danger (either
by a growing technological form of public decision making, or by virtue of
an increasing lack of basic consensus). Thus, many people seem to believe
that our judgment (say) not to help starving people in another country can be
justified in cost-benefit terms (promoting their survival will make things
worse, given the world population problem and the scarcity of world
resources) or else the judgment whether to help or not becomes almost a
matter of taste or individual preference.

If these fears are well founded, we may well ask what has gone wrong.
How can we explain how modern science, together with liberal, humane
values, results in this state of affairs?

II1. BETWEEN WEBER AND HABERMAS

There have been a number of answers to this question, beginning perhaps
with the analysis of Western culture that one finds in Friedrich Nietzsche
(1844-1900), Karl Marx (1818-1883), as well as Weber himself. Nietzsche
claimed that our culture is dominated by nihilism, and that the modern sci-
entific outlook is rooted in the belief in God and in an absolute, objective per-
spective on the universe. But this illusion is actually rooted in certain values
and interests, which Nietzsche believed are unhealthy, because they are
symptomatic of a hatred for life, of diversity and change (and ultimately a
fear of death). The belief in moral absolutes is part of this same cluster of
values. Nietzsche believed that individuals should learn to affirm life and
create their own values. He also felt society needs strong creative leaders,
who would be artists and philosophers, and not scientists or technicians.
They would create a set of cultural ideals and values, and society would not
be democratic, but guided by this elite class of creative people. Life requires
the dominance of healthy artistic illusions, on Nietzsche’s view, since only
art affirms life.

While Marx did believe in objective truth, he also believed it was neces-
sary to see that all knowledge is rooted in human interests. It is only the
interest that the downtrodden have in unmasking the ideological distortions
of dominant views of knowledge, truth, and values—which served the eco-
nomic interests of the ruling class—that make objective knowledge possible,
because this was the only universal interest. (Hence, objective knowledge is
not interest free; it is rooted in universal human interests.) So for Marx most
of our beliefs and values are not true, but ideological underpinnings of the
existing social order. We need to analyze and unmask the economic sources
of these forms of “false consciousness” until we achieve a socialist society,
where the gap between appearance and reality will be overcome, thereby
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making it possible to dispense with many forms of theory, in favor of a sci-
ence that would give a free people the information they need to carry on their
cooperative life activities.

Weber, who was strongly influenced by Marx and Nietzsche, was quite
pessimistic about the dominance of technological rationality and the subjec-
tivity of values in the modern world. But he was also very fatalistic about the
possibilities of overcoming “the iron cage” in which these two factors put us.
More recently, Martin Heidegger (1889-1976) has claimed that modern sci-
ence is a manifestion of the will to power, our drive to dominate and control
the world. Modern science is essentially technological. Moreover, Heidegger
(influenced by Husserl, whom he worked under) argues against the objec-
tivist idea that science gives us a privileged access to truth, knowledge,
rational methods, and values. This is a prejudice, according to Heidegger, and
is really a manifestation of nihilism. Another group of recent authors, notably
Michel Foucault (1927-1984) and Jacques Derrida (b. 1930) combine
insights from Nietzsche, Marx, Freud, and Heidegger to argue that Western
science is essentially rooted in the will to power, which leads to dominating
political practices. Many Marxists, e.g., Herbert Marcuse (1898-1979), had
already combined these insights in the thirties to show that the ideal of dom-
inating nature inevitably leads to the domination of human beings, through
the development of the human sciences and the transformation of ethics and
politics into branches of technology, dominated by capitalism and the model
of cost- benefit analysis that is controlled by “experts.”

The upshot of all these analyses was a growing cultural pessimism, a
movement away from science and humanistic-liberal ideals, an emphasis on
rebellion and on art as a source of liberation; in short, a distrust of the entire
Enlightenment. All of these writers believed that the Enlightenment project
of enhancing human life through the application of more and more scientific
knowledge to society had in fact resulted in just the reverse of enlightenment
and liberation. Moreover, knowledge itself—especially modern natural and
human science—was rooted in power relations, capitalism, the will to power,
and not (arguably) in value-free objective methods and results. Hence, they
believed that the Enlightenment had to fail, and thus must be completely
rejected. It is one of Habermas’s goals to show that this analysis is a mistake,
even though he agrees that the liberating potential of the Enlightenment has
not yet been fully realized.

IV. HABERMAS

In the remainder of this paper I want to consider the views of Jurgen
Habermas (b. 1929), a contemporary German philosopher and social theorist,
because he not only provides a systematic interpretation and criticism of
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Weber, but also develops an important alternative picture of science, culture,
and values that provides a more positive assessment of science than do the
views of Nietzsche, Heidegger, Foucault, and Derrida. To some extent he
agrees with their criticisms of modern society, but thinks it is too one-sided
and overly pessimistic. Since Habermas’s views are very complex, I shall
summarize his main thoughts in a very brief and general way.?

In his earlier writings* Habermas develops the following criticism of
Weber: Weber’s views combine “scientism” and “decisionism.” “Scientism”
is the doctrine that only the results and methods of the physical and natural
sciences are valid and rational. There is only one type of knowledge and one
rational method. All other disciplines and practices must either be assimilated
to the doctrines of the natural and physical sciences and their methods (of
prediction, control, and technological rationality) or else be dismissed as irra-
tional and not knowledge. “Decisionism” is the view that since “categorical”
value judgments can be neither reduced to scientific knowledge nor proved
by science, and therefore not by scientific method, they are the expressions
of personal and arbitrary decisions. Scientism and decisionism are two sides
of the same coin, according to Habermas.

Habermas believes that Weber’s views, which are representative of most
of Western thinking since the time of Galileo, are an expression of how sci-
entism and decisionism are related. What Habermas does, in effect, is to pro-
vide an alternative conception of knowledge and values that undermines these
two views, while also providing an argument that the pessimism of Weber and
others confuses the fact that the Enlightenment project has not been realized
with the false claim that it cannot be realized and must be abandoned in favor
of an aesthetic model of culture, politics, and human existence.

In his book, Knowledge and Human Interests,” Habermas, who shares
the idea that knowledge is rooted in universal human interests, and is not
interest-free, isolates three perennial human interests. (These are historically
necessary features of human life; Habermas does not try to defend the Pla-
tonic vision outlined in the Introduction to this part.) These are the “tech-
nical,” the “practical,” and “the emancipatory” interests. The “technical”
interest relates to the human need to control nature for survival. “Labor” is
the form of activity that fulfills this need. Modern science and cost-benefit
rationality best serve this interest by allowing us to predict and control nature
in rational ways. The practical interest is the interest in human communica-
tion, interaction, and a common life. This interest in “interaction” requires us
to understand human behavior by adopting something like the methods advo-
cated by Taylor in his essay in part 2 of the present volume. The human sci-
ences cannot model themselves on the physical and natural sciences, but
must find ways of understanding and interpreting human communication and
interaction. They must be “hermeneutical” or “interpretive” (more like a dia-
logue than an experiment) and must allow us to enhance our capacity for
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human communication. Public life must also revitalize these ideals, which
involves abandoning the notion that ethics and policies are branches of tech-
nology, and that only the experts in society have the right to participate in
public debate and decision-making.5 Finally, the emancipatory interest is the
idea that knowledge should enhance our freedom and improve human life by
emancipating us from oppressive forces: material, political, psychological,
and ideological. “Critical theory” is that type of knowledge which best fur-
thers this goal. In particular, it makes it possible to reflect about our basic
values and beliefs, and to debate them rationally. (More about this later.)

Ideally, all three interests, and each type of knowledge—natural science,
human science, critical theory—should do their proper job and work in har-
mony with each other. But when scientism and decisionism dominate, this
does not happen. Instead, practical and emancipatory interests are reduced to
the technical interest, i.e., all problems become technological problems. And
all forms of knowledge are reduced to the knowledge of nature that we get
from the physical and natural sciences. For Habermas, it is only the abuse of
the physical and natural sciences and their technological model of rationality
that causes our social problems. If left to their proper business, they would
be most helpful and not dangerous. So Habermas does not want to reject or
even criticize science or technical rationality, but only put them in their place,
and foster the development of the other two human interests and their type of
knowledge.

He therefore thinks that attempts to substitute an aesthetic for a “ra-
tional” model of life and culture—or the attempt to reject the technical
interest or reduce it to the practical—which, on his view, Marcuse, Hei-
degger, Nietzsche, Foucault, and Derrida advocate, is just as wrong as the
attempt to reduce the practical sphere to the technical domain.

One direct outgrowth of Habermas’s alternative to scientism/decisionism
is an attempt to revitalize the classic conception of politics.” The Greeks,
especially Aristotle, distinguished between “technical” and “practical” ques-
tions, and believed there were three types of knowledge: theoretical, practical
and productive. Theoretical knowledge, e.g., science, had no relevance to
ethical and political life, which was the realm of practical knowledge and
included public discussion by citizens and common deliberation about goals.
Politics is not a branch of technology, but involves genuine democracy. Pro-
ductive knowledge, e.g., ship building, is governed by “techne,” i.e., instru-
mental reason, that accepts goals, and (unlike politics) does not deliberate
about them. For the Greeks, these are separate activities and forms of knowl-
edge. Political consensus arrived at by dialogue is rational. It is only by
requiring that political consensus be based on scientific or technological
methods that decisionism can gain a foothold, according to Habermas. We
tend to confuse the practical and the technical; we conceive of politics,
human interaction, and liberation as resulting from the application of theo-
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retical knowledge-cost-benefit analysis to the “applied” sphere. This is a dan-
gerous mistake, according to Habermas.

To sum up, the dominant attitudes about science, values, and culture that
Weber’s views represent is the result of the illegitimate dominance of one
type of knowledge, one human value or interest, and one type of decision
procedure, on modern society. By articulating the practical and emancipatory
interests/values, and indicating how they are best fulfilled by practical
knowledge and critical theory, Habermas claims to have undermined scien-
tism/decisionism, preserved what is worthwhile about science and tech-
nology, refuted the idea that politics is a branch of technology, and provided
a vision of democracy as based upon rational dialogue rather than cost-ben-
efit analysis.

In his more recent writings, Habermas recasts his earlier views.® He also
tries to show that Weber and cultural pessimists such as Marcuse, Nietzsche,
and Heidegger confuse the fact that science and technological rationality
have been abused and misused (which he agrees with) from the claim that
science and technology are inherently dangerous and must lead to all the ills
of modern society. The Enlightenment still has a liberating potential.

This potential is for a society based upon the beneficial dimensions of
science and technology, as well as the ideal of genuine democracy through
citizen participation in dialogue and shared rational consensus. Politics is
neither a branch of technology nor a tug of war between competing arbitrary
values, but a rational dialogue that is rooted in the classic notions of deliber-
ation and practical knowledge. A genuine dialogue can only take place when
the material and ideological obstacles to human communication and cooper-
ation are eliminated. In an ideal situation, whenever an ultimate or categor-
ical moral or political value or issue arose, people would consider only the
relevant arguments and evidence for and against, in terms of aiming at what
can give rise to a rational, open consensus. Everybody would have an equal
opportunity to participate in the dialogue, which should culminate in an
agreement that is free, rational, and in the general interest.

Habermas now talks about the two main components of modern society:
the “Systems Sphere” of science, technology, corporate capitalism, and
bureaucracy, and the “Cultural Sphere”—the realm of public and private life,
morality, culture, and human interaction. The systems sphere has “colonized”
the cultural sphere (the “lifeworld”). We must learn how to harmonize and
integrate developments in the systems sphere and the lifeworld in order to
achieve a world in which our knowledge can be used for truly liberating pur-
poses in the cultural sphere as well as the systems sphere. We must, in other
words, learn to integrate science and technology with our best political and
moral ideals, which are continuously evolving. Habermas develops a model
of human evolution as a collective learning device, and postulates the idea of
selective evolution to explain the disparity between our growing scientific
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and technological knowledge and our relative lack of progress in the social
and political spheres. We have not yet evolved to the point where we have in
place genuinely democratic ways of achieving rational consensus, owing to
the dominance of the technological and subjectivist views of values and pol-
itics. This is his answer to Weber. So our present task involves a theory of the
evolution of society—and the differential development of our scientific
knowledge and moral ideals—which allows us to measure the disparity
between developments in the systems sphere and the lifeworld, while pro-
viding a model for their integration and for moral/ political progress.

Habermas accepts the idea that moral progress involves the ability to
take a universal and impartial view about moral and political issues. A dia-
logue about basic moral issues permits people to reflect about basic values,
including their own, by subjecting them to criticism and correction. Only
basic values that can be accepted by all partners to an open, rational discus-
sion are acceptable. On this view, basic values can be rationally discussed,
corrected, and moved toward more universal acceptance, provided the polit-
ical factors necessary to promote genuine dialogue exist.

NOTES

1. A good deal of my discussion, especially in this section, summarizes the material in the
Introduction to part 6 in this volume.

2. See here, William Leiss, The Domination of Nature, (Boston: Beacon, 1972).

3. See here, Thomas McCarthy, The Critical Theory of Jiirgen Habermas, (Cambridge,
Mass.: MIT Press, 1978).

4. Jiirgen Habermas, Knowledge and Human Interests, (Boston: Beacon, 1971). Toward a
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5. See especially Knowledge and Human Interests.

6. See especially Toward a Rational Society.

7. See especially Theory and Practice. Cf. McCarthy, op. cit., ch. 1.

8. See especially Jiirgen Habermas. Theory of Communicative Action, vol. 1. (Boston:
Beacon, 1984; vol. 2, 1987). Jirgen Habermas. Communication and the Evolution of Society
(Boston: Beacon, 1979).



33

The Feminist Question in the
Philosophy of Science

Ronald Giere

INTRODUCTION

My title is a reflection of Sandra Harding’s The Science Question in Femi-
nism (1986). Her science question in feminism is this: Feminist claims of
masculine bias in science are often themselves based on scientific studies,
particularly the findings of various social sciences. But if the claims or
methods of science are in general as suspect as many feminists claim, then
appeals to scientific findings to support charges of bias are undercut. In short,
is it possible simultaneously to appeal to the authority of science while
issuing general challenges to that same authority?

My feminism question in the philosophy of science is this: To what
extent is it possible to incorporate feminist claims about science within the
philosophy of science? Are feminist claims about science compatible with a
philosophy of science that rejects relativism? Are they compatible with a phi-
losophy of science that embraces realism? In short, how seriously should
philosophers of science, in general, take the claims of feminists that the phi-
losophy of science should incorporate feminist claims about science? The
answer to my question, of course, depends both on what feminist claims one
considers and on one’s conception of the philosophy of science.

From the standpoint of the philosophy of science, the most significant
claim of feminist scholars is that the very content of accepted theory in many
areas of science reveals the gender bias of the mostly male scientists who cre-
ated it. Moreover, the theories in question came to be accepted through the
application of accepted methodological practices. So the sciences and scien-
tists involved cannot be written off as obviously biased or otherwise mar-
ginal. Thus, gender bias in the content of accepted science is both possible
and, in some cases, actual.

550
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CASE STUDIES

An appropriate starting point for an examination of feminist critiques of sci-
ence is with the many case studies of actual scientific research purporting to
demonstrate masculine bias in the results of what had been regarded as clear
cases of acceptable scientific practice. Investigating such cases, however, is
much more difficult than one might think. Before explaining why, I will pro-
vide a rough taxonomy of cases and mention a few examples.

The most convincing cases are those in which the subject matter of the
science consists either of real human beings or higher mammals, and the the-
ories in question focus on aspects of life in which gender is obviously a vari-
able. This includes parts of many sciences such as anthropology, sociology,
ethology, and primate evolution. Standard examples of these sorts of cases
include theories of human evolution based on a model of “man the hunter.”
According to these theories, the evolution from higher primates to humans
was driven by selective forces operating in small groups of male hunters. The
use of tools, the development of language, and particularly human forms of
social organization, have all been claimed to have evolved in the context of
hunting by males. This theory has been the standard theory in many fields for
several generations. This approach was not seriously challenged until women
entered these fields in more than token numbers and began developing an
alternative model of “woman the gatherer.” These women have argued that
gathering and elementary agriculture likewise require complex skills, social
organization, communication, and the development of basic tools. And, they
argue, the evidence for this theory is at least as good as that for the standard
“man the hunter” paradigm. The lesson drawn is that the “man the hunter”
account was the accepted theory for so long at least in part because it was
developed and sustained by scientific communities dominated by men with
masculine values and experiences. Developing a plausible rival required
women with female values and experiences.! The investigations of Longino
and Doell (Longino, 1990, chs. 6 and 7) into theories of the biological origin
of sex differences in humans provides another outstanding example of this
type of case.

A second category consists of cases in which the subjects are humans or
primates, but the theories are not directly about obviously gendered aspects
of their lives. Here a good example comes from the field of psychological
and moral development. The standard theories for most of the twentieth cen-
tury were those developed by Freud, Erikson, and Kohlberg. These theories
purported to be theories of “human development” but were in fact based pri-
marily on studies of boys and men. When studies of girls and women were
made, observed differences were treated as “deviations” from the established
norm, or even as evidence of failure by girls to reach the higher stages of
development. A contrary view emerged in the 1970s through the work of
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female psychologists such as Carol Gilligan as reported in her now classic
book In a Different Voice (1982). Gilligan studied moral development in both
men and women, but concentrated on women. Her conclusion was that
women are neither deviant nor lagging in their moral development, just dif-
ferent. The lesson is the same as in the “man the hunter” model.

A third category of cases involves living, but nonmammalian subjects,
and theories in which sex is not a salient variable. A good example here is Bar-
bara McClintock’s work on genetic transposition as interpreted by Evelyn Fox
Keller in her 1983 book, A Feeling for the Organism. Keller argues that
McClintock approached her subject with values and interests that were con-
nected with the fact that she was not a man in a profession dominated by men.
McClintock had an appreciation for complexity, diversity, and individuality,
and an interest in functional organization and development, which was at vari-
ance with the desire for simple mechanical structures that motivated most of
her male colleagues. That, according to Keller, explains both why McClintock
was able to make the discoveries she did, and why her mostly male colleagues
failed for so long to understand or appreciate what she had done.

The fourth and most difficult category for the feminist critique involves
nonliving subjects, and theories that obviously do not explicitly incorporate
gender as a relevant variable. This includes sciences from molecular biology
to high-energy physics. Here Keller (1985, 1992, 1995) and a few others
have argued that the influence of gender can be seen in the metaphors that,
they claim, both motivate and give meaning to the theories that are generally
accepted. DNA, for example, is thought of as a kind of genetic control center
issuing orders along a hierarchical chain of command—a clearly male, mili-
tary, or corporate, metaphor.

For any of these cases to be effective as a critique of science, one must
maintain both that they exhibit a clear masculine bias and that they never-
theless constitute examples of acceptable scientific practice. To dismiss the
cases, therefore, one can argue either that the case for masculine bias is not
sufficiently substantiated, or that bias does exist, but the cases are not accept-
able science. The power of the antifeminist position lies in the fact that one
can use the argument for gender bias as itself grounds for concluding that the
case is one of bad science, thus undercutting the feminist critique. And this
strategy is likely to be most successful in the examples where the prima facie
case for masculine bias seems strongest. Suspicion of the scientific credi-
bility of such “soft” sciences as anthropology and cognitive development
long antedated feminist critiques of theories in these fields.

I believe that a credible case for the feminist position has been made in
at least some of these examples, but this claim can only be subStantiated by
a detailed examination of the cases themselves. So, rather than engage the
debate at this level, I will shift my attention to the question whether it is the-
oretically possible that the feminist conclusion is correct. Could there be
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gender bias in what by all other criteria must count as good science? There is
a rhetorical as well as a theoretical reason for raising this question. Many
philosophers and philosophers of science simply do not regard it as theoreti-
cally possible that the feminist critique could be correct. For these philoso-
phers, looking carefully at the cases is merely an academic exercise. To be
convinced, therefore, that it is worth even considering the implications of the
feminist critique for the philosophy of science, one must first be convinced
that it is at least theoretically possible that the critique is correct. That is what
I hope to do here—make a convincing case that it is theoretically possible.

SOME SOURCES OF THE ANTIFEMINIST POSITION

I will consider several sources of the assumption that the feminist position is
theoretically impossible. If it can be shown that the antifeminist position rests
on inadequate foundations, that would undercut the assumption that the fem-
inist position is theoretically impossible.

One source is the Enlightenment ideal of science. The cornerstone of the
Enlightenment ideal is the view that the ability to acquire genuine knowledge
of the world is independent of personal virtue or social position. Popes and
kings, bishops and knights, have no special access to genuine knowledge.
What matters is the correct employment of natural reason, and that is, in prin-
ciple, within the grasp of any normal person. The irrelevance of gender was
presumed, although too often because women were deemed not capable of
exercising the powers of natural reason. In the present-day philosophical
canon, most of the thinkers between Descartes and Kant held an enlighten-
ment picture of science, even if, like Descartes, they were precursors rather
than participants in the Enlightenment as such. To a large extent, much of
contemporary philosophy simply presupposes this Enlightenment ideal. And
that at least partly explains why so many contemporary philosophers and
philosophers of science find it simply impossible that gender might matter
for what counts as legitimate scientific knowledge.

Feminists, not surprisingly, tend to take a dim view of the Enlighten-
ment. [ would urge a middle ground, insisting that the Enlightenment was a
genuine advance over what came before, but recognizing that its presumption
of the gender neutrality of human reason was merely a presumption, and not
based on any firm grounds, particularly not the sorts of empirical investiga-
tions now common in the cognitive and social sciences. But I do not want to
dwell on the enlightenment. There are sources much closer to our own time
for the view that the feminist critique could not possibly be correct.

The current configuration of views within philosophy of science in the
United States derives mainly from European sources transmitted by refugees
displaced by World War II. For the most part, these influential refugees were
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German speaking members of a loosely knit group advocating a scientific
philosophy, a “Wissenschaftliche Weltauffassung.” These thinkers were
repelled by the various neo-Kantian idealisms then dominant within German
philosophy, and in German intellectual life generally. And they were simul-
taneously inspired by the new physics associated above all others with the
work of Einstein.

In a nutshell, the position of the scientific philosophers was that to
understand the nature of fundamental categories like space and time, one
should look to Einstein’s relativity theory, not to the a priori theorizing of
neo-Kantian philosophers. Similarly, to understand the nature of causality,
one should look at the new quantum theory. Their program was a radical pro-
gram, a program to replace much of philosophy as it was generally practiced
in Germany with a new scientific philosophy. It is thus not surprising that
none of these philosophers occupied positions of great influence, whether
intellectual or institutional, within the German speaking philosophical world.

The most prominent at the time was Moritz Schlick, Professor of Phi-
losophy at the University of Vienna. But he was not really part of the Vien-
nese philosophical establishment. The chair he held had earlier belonged to
Emnst Mach, a philosopher-scientist of radical empiricist persuasions. Schlick
himself was murdered by a former student, under somewhat shadowy cir-
cumstances, in 1936.

Before his death, however, Schlick had provided both philosophical
inspiration and institutional support for the Vienna Circle. It was he who, in
1926, brought the young Rudolf Carnap to Vienna as an instructor in philos-
ophy. And it was Schlick who maintained contact with Wittgenstein, who had
his own program for a philosophy to end all philosophies. But it was Carnap
who became the intellectual leader of the Vienna Circle, a heterogeneous
group of mathematicians, natural scientists, social scientists, and scientifi-
cally trained philosophers like himself.

The 1920s and early 1930s were disquieting times in Germany and Aus-
tria. Political life, often played out in the streets, was fractured left and right.
The threat of anarchy ended abruptly on January 30, 1933 when Hitler came
to power in Germany. The scientific philosophers were overwhelmingly
internationalist in outlook; liberal, socialist, or even communist in political
orientation; and many were Jews. For such people, life in Germany, and even
in Austria, became increasingly difficult.

Most prominent among the scientific philosophers outside of Vienna was
Hans Reichenbach in Berlin. While a student of physics and mathematics in
the teens, Reichenbach was active in socialist student movements. That
ended when he began teaching science and mathematics in various Tech-
nische Hochschule. He also began publishing logical-philosophical analyses
of Einstein’s theory of relativity. In 1927, Einstein, together with Planck and
von Laue, arranged for Reichenbach to be offered an untenured position in
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the physics department at the University of Berlin, the pinnacle of German,
and, at that time, world, physics. The philosophers in Berlin voted not to
admit Reichenbach as a member of their department, but Einstein, at least
initially, welcomed his help in carrying on his own intellectual battles with
the neo-Kantians over the nature of space, time, and causality. Reichenbach
relished the role.

With the imposition of the Nazi racial laws in the spring of 1933,
Reichenbach, along with hundreds of other German professors, was dis-
missed from his post. Einstein, having resigned from abroad, found safe
haven at the newly created Institute for Advanced Study in Princeton.
Reichenbach was among fifty or so former German professors who accepted
five-year contracts at the University of Istanbul. This was part of Kemal
Ataturk’s effort to bring Turkey into the modern world. Even before his call
to Berlin, Reichenbach had been exploring the possibility of emigrating to
the United States. Now he resumed these efforts in earnest. As part of his
plan to find a position in the United States, he put aside his technical work
both on relativity and on the theory of probability, and began writing, in Eng-
lish, a general work on scientific epistemology. That work, Experience and
Prediction, was completed in 1937 and published by the University of
Chicago Press in 1938—the year Reichenbach began his tenure at UCLA.

In the very first section of that book, titled “The Three Tasks of Episte-
mology,” Reichenbach introduces his distinction between “the context of dis-
covery” and “the context of justification,” remarking that “epistemology is
only occupied in constructing the context of justification” (p. 7). The intro-
duction of the distinction is not the conclusion of any argument. It is a pre-
condition for the analysis to follow. In fact, this distinction, though of course
not in these words, had existed in German philosophy for half a century. But
this seems to be the first time it appeared in Reichenbach’s writings. It reap-
pears only once in Experience and Prediction, near the end of the final
chapter on probability and induction, where he writes (p. 382):

What we wish to point out with our theory of induction is the logical relation of
the new theory to the known facts. We do not insist that the discovery of the new
theory is performed by a reflection of a kind similar to our expositions; we do
not maintain anything about the question of how it is performed—what we
maintain is nothing but a relation of a theory to facts, independent of the man
who found the theory. There must be some definite relation of this kind, or there
would be nothing to be discovered by the man of science. Why was Einstein’s
theory of gravitation a great discovery, even before it was confirmed by astro-
nomical observations? Because Einstein saw—as his predecessors had not
seen—that the known facts indicate such a theory. . . . (emphasis added).

Here I wish to indulge in a bit of historical speculation. The speculation is this:
When Reichenbach writes of “a relation of theory to facts, independent of the
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man who found the theory,” he is thinking primarily of Einstein, whose views
were vilified in the Nazi press not because of any lack of a proper logical rela-
tion between Einstein’s theories and the facts, but simply because of a per-
sonal fact about the man with whom those theories originated—he was a Jew.
Reichenbach’s own personal situation differed from Einstein’s mainly in that
his accomplishments and, consequently, his reputation, were less exalted.

One can now see a clear connection between contemporary feminist cri-
tiques of science and Reichenbach’s use of the distinction between discovery
and justification. Reichenbach, I believe, made it a precondition for doing
scientific epistemology that the very notion of “Jewish science” be philo-
sophically inadmissible. The Nazi racial laws were not only a crime against
humanity, they were a crime against philosophical principle. The feminist
notion of “masculine science,” or any sort of gendered science, is not a prin-
ciple any different. It makes the epistemological status of a scientific theory
dependent on facts about the scientists themselves, as historical persons,
quite apart from internal, logical relations between fact and theory.

Even if I am mistaken about the personal motivation behind Reichen-
bach’s use of a then well-known distinction in his first general epistemolog-
ical work, there is no doubt that his understanding of the distinction rules out
the relevance of gender to any philosophically correct understanding of legit-
imate scientific knowledge. Moreover, this understanding of the task of sci-
entific epistemology was shared by most of the European scientific philoso-
phers. And it was these philosophers who came to dominate philosophical
thought about science in the United States in the postwar period.

One might object that this is all just so much history of the philosophy
of science. Where are the arguments? I hope it is clear that this response begs
the question at issue. The validity of the discovery-justification distinction
was not established by argument. It was, as is clear in Reichenbach’s book,
part of the initial statement of the task of a scientific epistemology. It is part
of that conception of scientific epistemology that gender or other cultural fac-
tors cannot possibly play any role in establishing the legitimacy of scientific
claims. My “argument” has been that it is to a large extent due to the legacy
of those whose conception of the philosophy of science was formed in the
war against Nazi power and ideology that the idea of gendered science still
seems to many as being simply impossible.

The point of my historical remarks can be put more sharply. The insis-
tence on the irrelevance of origins which has characterized logical empiri-
cism in America is refuted by the history of that movement itself. The promi-
nence of many doctrines, like the discovery-justification distinction, was not
the result of argument, but an assumption forming the conceptual context
within which arguments were formulated. The only way to understand why
those doctrines were held is to inquire into the historical origins of their role
in that movement. Indeed, it is a revealing irony that later criticisms of the
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discovery-justification distinction focused exclusively on its validity or use-
fulness, not on its origins.

THE POSSIBILITY OF GENDER BIAS IN
POSTPOSITIVIST PHILOSOPHY OF SCIENCE

The contemporary feminist movement in America has its own roots in the
civil rights movement and the antiwar movement of the 1960s. That was a
different war, a different generation, and a different set of political circum-
stances. The major influence on the philosophy of science of that decade was
Thomas Kuhn’s The Structure of Scientific Revolutions. Kuhn clearly did not
set out to become a hero of the 1960s cultural revolution. Nor could one who
wrote so unselfconsciously about “the man of science” have been promoting
a feminist agenda. Yet his work has, I think correctly (e.g., by Keller, 1985),
been seen as providing support for the possibility of gendered science.

In Kuhn’s book, the distinction between “the context of discovery” and
“the context of justification,” in just those words, appears again in the very
first chapter. Here, however, Kuhn himself remarks that the distinction seems
not to have been the result of any investigation into the nature of science.
Rather, he claims, it was part of a framework within which the study of sci-
ence had been carried out. He makes clear that his own inquiry does not pre-
suppose any such distinction. And, indeed, Kuhn’s own theory of science,
with its emphasis on the role of individual judgment exercised by scientists
in communities, yields nothing that would rule out the possible influence of
gender on the eventual beliefs of a typical scientific community.

In the philosophical profession at large, it is widely believed that Kuhn
was part of a historical turn in the philosophy of science which superseded
logical empiricism. That belief is mistaken on at least two counts. First, the
historical tradition within the philosophy of science did not supersede logical
empiricism. It was, rather, a rival philosophical tradition which emerged
around 1960 and was in part stimulated by Kuhn’s work. Logical empiricism
continued to evolve both in terms of the study of particular scientific theories
and in terms of general methodological inquiries. Both sorts of developments
are exemplified, for example, in the works of Bas van Fraassen (1980, 1989,
1991). Second, Kuhn himself was only marginally a part of the historical tra-
dition within the philosophy of science. Most of the philosophers of science
associated with that tradition, including Paul Feyerabend, N. R. Hanson,
Imre Lakatos, Larry Laudan, Ernan McMullin, Dudley Shapere, and Stephen
Toulmin, shared Kuhn’s rejection of logical empiricism. And they agreed
with his focus on scientific development as the central notion for the study of
science. But, for the most part, they also shared a rejection of Kuhn’s own
theory of science.
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With the obvious exception of Feyerabend, these historically oriented
philosophers of science sought not to reject the Logical Empiricist idea of an
objective connection between data and theory, but to replace the idea of a
logical connection between data and theory with that of rational progress
within a research tradition. This shift is clearest in the case of Lakatos. For
Lakatos, a research program is progressive to the extent that it generates suc-
cessful novel predictions yielding new confirmed empirical content. There
appears to be no room in this definition for any influence from cultural vari-
ables such as gender. I will now argue that the apparent impossibility of
gender bias in postpositivist philosophical theories of rational progress is
only apparent. It is possible even on Lakatos’s hard-line account.

One of the many lessons Kuhn claimed to have learned from his study of
the history of science was that scientists rarely abandon a research tradition
unless they first can at least imagine a promising alternative. Both Lakatos
and Laudan explicitly adopted this idea, arguing that the evaluation of a
research tradition is not based on a two-place relationship between data and
a theory, but on a three-place relationship between data and at least two rival
research traditions.

There cannot be many examples in the history of science where the
existing rival research programs exhaust all the logical possibilities. So it is
typically possible that the theories making up the existing rival research pro-
grams are in fact all false. Nevertheless, as Kuhn argued, and almost
everyone else agreed, it is rare to have a scientific field in which there is no
clearly favored research program. There is typically an establishment posi-
tion. It follows that, at any particular time, which research program is most
progressive by any proposed criteria depends on which of the logically pos-
sible research programs are among the actually existing rival programs.
Against other logically possible rivals, the current favorite might not have
fared so well. Moreover, Lakatos and Laudan, but most others as well, retain
a distinction between discovery and justification to the extent that their
accounts of rational progress place few if any constraints on how a possible
research program comes to be an active contender. There is little to rule out
this process being driven by gender bias or any other cultural value.

So, for any leading research program, it is possible that its position as the
current leading contender is in part a result of gender or some other cultural
bias. If these biases had been different, other programs might have been con-
sidered, and a different program might have turned out to be comparatively
more progressive at the time in question. In short, the fact that a given pro-
gram is judged normatively most progressive by stated criteria might pos-
sibly be due, at least in part, to the operation of gender biases in the overall
process of scientific inquiry. And that is enough to establish the possibility
that the feminist critique is correct in at least some cases.
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A POPPERIAN RESPONSE

My earlier survey of leading scientific philosophers omitted any mention of
Karl Popper. That was deliberate, because, as I see it, Popper had little influ-
ence on what became logical empiricism, particularly in America, until after
publication of the 1959 English edition of his 1935 monograph, Logic der
Forschung, under the even more misleading title, The Logic of Scientific Dis-
covery. Despite his own claims that it was he who killed positivism (1974),
the accidental fact that the English edition of Popper’s book appeared shortly
before Kuhn’s put him in a position to become a primary defender of the pos-
itivist faith against the Kuhnian heresy.

The titles of Popper’s book are misleading because, on his account of
science, there is no such thing as a “logic” of research or of scientific dis-
covery. The main role for logic in science is the use of modus tollens in the
refutation of a universal generalization by a statement describing a negative
instance. This form of inference requires no reference to alternative
hypotheses. So, apart from questions about how one establishes the truth of
the required singular “observation statement,” this form of inference would
seem to be immune to gender or any other cultural influences. Popper’s work
thus shows that it is possible to construct a theory of science which maintains
a strong enough distinction between the contexts of discovery and justifica-
tion to eliminate the possibility of gender bias. But it also shows how very
difficult it is to construct a good theory of science that fulfills this require-
ment. No one better exhibited the shortcomings, not to say the utter implau-
sibility, of Popper’s theory of science than his successor, Imre Lakatos—and
Lakatos borrowed heavily from Kuhn. It should be noted that the approaches
to scientific justification taken by both Carnap and Reichenbach would, if
successful, also eliminate any possibility for gender or other cultural biases.
For both, theory evaluation is not comparative, at least not in any obvious
way. I will not elaborate this point further because these approaches have few
defenders today.

The successor to Carnap’s conception of inductive logic is a subjective
probability logic, as championed, for example, by Carnap’s associate,
Richard Jeffrey (1965). Theories of subjective probability, however, place
only minimal constraints on how an individual assigns initial probabilities to
any theory. This leaves lots of room for individual scientists to assign high
initial probabilities to theories reflecting their own particular gender biases.
The best the probabilistic approach can offer is proof of the diminishing
influence of the initial probability assignment in the face of increasing obser-
vational evidence. But there is no way of knowing, in this framework, how
much the probability assigned a particular theory at any given time might be
the product of some form of bias, including gender bias. That leaves feminist
critiques as much room as they need.
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In sum, there is little in current philosophical theories of science that sup-
ports the widespread opinion that gender bias is impossible within the legitimate
practice of science. That opinion seems mainly the product of a traditional
adherence to an enlightenment ideal of science strongly reinforced by the his-
torical origins of twentieth-century scientific philosophy in Europe and its
rebirth as logical empiricism in America. As disquieting as it may seem to many,
we shall have to learn to live with the empirical possibility of “Jewish science.”
That is, for any particular scientific theory, it must be an empirical question
whether its acceptance as the best available account of nature might be due at
least in part to its having been created and developed by Jewish scientists rather
than scientists embodying some other religious tradition. In another cultural
context in which science as we know it is generally practiced, some other theory
might now be the accepted theory. Whether or not this is true for any particular
theory can only be determined empirically by looking in detail at the history of
how that theory achieved its present status. The irrelevance of religious origins
cannot be guaranteed a priori. The same holds for gender.

PERSPECTIVAL REALISM

In countenancing the relevance of cultural forces in the acceptance of scien-
tific theories, have we not moved too far in the direction of relativism? In
particular, is this position compatible with a reasonable scientific realism? I
think it is, but the issue is complex. If we suppose that the world is organized
in a way that might be mirrored in a humanly constructable linguistic system,
then there is indeed a problem. For then realism seems to require that we
could have reason to believe that our theories are literally true of the world.
The objects in the world are grouped as our theories say they are and behave
as our theories say they should behave. If, however, what we take to be true
of the world is influenced by cultural factors, there is no reason to think that
this influence would promote the development of actually true theories and
considerable reason to suspect that it would do just the opposite. That sounds
like relativism, not realism.

Radical though it may seem, I think the resolution of this problem is to
reject the usefulness of the notion of truth in understanding scientific realism.
I do not mean that we cannot use an everyday notion of truth, as when
asserting that it is indeed true that the earth is round. Here truth may be
understood as no more than a device for linguistic ascent. Rather, it is the
analysis of truth developed in the foundations of logic and mathematics, and
used in formal semantics, that we should reject in our attempts to understand
modern science. But if we reject the standard analyses of truth and reference,
what resources have we left with which even to formulate claims of realism
for science? The answer is that the notion of linguistic truth is but one form
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of the more general notion of representation. What realism requires is only
that our theories well represent the world, not that they be true in some tech-
nical sense. So we need a notion of representation for science that does not
rest on the usual analyses of truth for linguistic entities. What might that be?

A first step is to reject the analysis of scientific theories as sets of state-
ments in favor of a model-based account which makes nonlinguistic models
the main vehicles for representing the world, and places language in a sup-
porting role.> We may, of course, use language to characterize our models,
and what we say of the models is true. But this is merely the truth of defini-
tion, and requires little analysis. The important representational relationship
is something like fit between a model and the world. Unlike truth, fit is a
more qualitative relationship, as clothes may be said to fit a person more or
less well. Of course we can say it is true that the clothes fit, but this is again
merely the everyday use of the notion of truth.

Here I can offer no general analysis of the notion of fit, only a further
analogy—maps. There are many different kinds of maps: road maps, topo-
logical maps, subway maps, plat maps, et cetera. And it can hardly be denied
that maps do genuinely represent at least some aspects of the world. How
else can we explain their usefulness in finding one’s way in otherwise unfa-
miliar territory? Moreover, the idea of mapping the world has long been pre-
sent in science. There were star charts before there were world atlases, and
scientists around the world are now busy “mapping” the human genome.
Maps have many of the representational virtues we need for understanding
how scientists represent the world. There is no such thing as a universal map.
Neither does it make sense to question whether a map is true or false. The
representational virtues of maps are different. A map may, for example, be
more or less accurate, more or less detailed, of smaller or larger scale. Maps
require a large background of human convention for their production and
use. Without such they are no more than lines on paper. Nevertheless, maps
do manage to correspond in various ways with the real world.

Since no map can include every feature of the terrain to be mapped, what
determines which features are to be mapped, and to what degree of accuracy?
Obviously these specifications cannot be read off the terrain itself. They must
be imposed by the mapmakers. Presumably which set of specifications gets
imposed is a function of the interests of the intended users of the maps.

Among cartographers, those whose job it is to make maps, it is assumed
that constructing a map requires a prior selection of features to be mapped.
Another aspect of mapmaking emphasized by cartographers is scale, partic-
ularly for linear dimensions. How many units of length in the actual terrain
are represented by one unit on the map? These two aspects of mapmaking,
feature selection and scale, are related. The greater the scale the more fea-
tures that can be represented. The required trade-offs again typically would
reflect the interests of the intended users.
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It is not stretching an analogy too far to say that the selection of scale and
of features to be mapped determines the perspective from which a particular
map represents the intended terrain. Photographs taken from different loca-
tions provide more literal examples of different perspectives on a terrain or a
building. In any case, given a perspective in this sense, it is an empirical
question whether a particular map successfully represents the intended ter-
rain. If it does, we can reasonably claim a form of realism for the relation-
ship between the map and the terrain mapped. I will call this form of realism
perspectival realism.*

Standard analyses of reference and truth suggest a metaphysics in which
the domain of interest consists of discrete objects grouped into sets defined
by necessary and sufficient conditions. Likewise, there is a metaphysics sug-
gested by perspectival realism. Rather than thinking of the world as packaged
into sets of objects sharing definite properties, perspectival realism presents
it as highly complex and exhibiting many qualities that at least appear to vary
continuously. One might then construct maps that depict this world from var-
ious perspectives. In such a world, even a fairly successful realistic science
might well contain individual concepts and relationships inspired by various
cultural interests. It is possible, therefore, that our currently acceptable sci-
entific theories embody cultural values and nevertheless possess many gen-
uine representational virtues.

FEMINIST REALISM

There is an unfortunate mismatch in terminology between feminist and gen-
eral philosophers of science. Within the philosophy of science generally, the
distinction between empiricists and realists concerns the sort of epistemic
commitment one has toward “unobservable” or “theoretical” entities and
properties. Empiricists would restrict our commitments to the observable
phenomena; realists make no such restrictions. “Feminist empiricist,” on the
other hand, characterizes someone who thinks some theories may embody
gender biases, but also thinks such biases can be detected using standard sci-
entific methods. Moreover, better theories, which may embody other biases,
can be proposed and validated. Feminist empiricism, therefore, is neutral
regarding the general debate between empiricists and realists. Of course a
feminist empiricist might also be an empiricist in the more general sense, but
that would be an additional commitment beyond feminist empiricism. More
significantly for my purposes, a feminist empiricist could be a realist in the
more general sense. Thus, feminist realism is not inherently an incoherent
doctrine. Given current usage, it turns out, misleadingly, to be a special case
of feminist empiricism.

To my knowledge, no feminist philosopher of science has claimed to be
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a feminist realist. 1 expect this is because realists have often claimed to know
the truth about many things, or at least to be rationally justified in claiming
such knowledge. Feminists, quite naturally, are suspicious of any such
claims. From my point of view, this suspicion presupposes the mistaken view
that realism must be understood in terms of truth in the standard philosoph-
ical sense. Abandoning this presupposition, one is free to adopt a perspectival
account of realism which is far more congenial to the interests of feminists.
Moreover, adopting perspectival realism does not commit one to any form of
special scientific rationality. Perspectival realism is perfectly compatible
with a thoroughgoing naturalism which appeals only to the naturally evolved
cognitive capacities of human agents together with their historically devel-
oped cultural artifacts. It is to be expected that such agents would typically
project their cultural values, including gender values, into the models they
develop to explain phenomena in the world. And some of these models could
be expected to end up part of established science. That is just what feminist
philosophers of science have been claiming all along.

STREDISKO VEDECKYCH INFORMACI
NOTES skonomicko-spravni fakulta MU

1. For an overview and references on this topic see Longino (1990, 106-111).

2. I have developed these and related themes at greater length in Giere, 1996.

3. For further elaboration and references on model-based accounts of scientific theories
see Giere, 1988.

4. I find inspiration for both this terminology and the concept in some works of Donna
Haraway, particularly her paper, “Situated Knowledges: The Science Question in Feminism
and the Privilege of Partial Perspective,” reprinted in Haraway, 1991.
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CASE STUDY FOR PART 6

Many claims made by scientists of all sorts—psychologists, medical
researchers, and others—have involved making generalizations about human
beings based solely on the use of male subjects, or else have involved claims
about, say, women, people of color, and gays and lesbians that seem ques-
tionable on scientific grounds, and also appear to be motivated by a political
agenda of some sort.

a. Suppose the claim were that women who suffer PMS have a serious
psychological disorder.

b. Suppose the claim is that women are naturally less successful than
men in our society because they produce less testosterone after puberty.

c. Suppose the claim is that African Americans have less intelligence
than Caucasians or Asians because they are genetically inferior.

d. Suppose the claim is that gays and lesbians are “abnormal” because
they suffer some genetic defect.

1. Must all claims of these sorts involve bad science, or immoral sci-
ence?

2. What if the claims were true? Would that imply any particular value
judgment, policy, or course of action?

3. Suppose female psychologists claimed to prove that men (or white
men, or heterosexual white men) all suffered from a genetic defect that made
them prone to clinical depression. Would people object that this was bad or
immoral science? Should they?

4. How would one go about arguing, from examples like these, that sci-
ence is, generally speaking, gender biased (or racist, or homophobic) and a
tool for sexism, racism, et cetera? How can we tell if these sorts of cases are
the exceptions rather than the rule? Must good science make such cases
impossible (as Giere seems to argue)? Explain.

5. Do these sorts of cases—you might want to find some of your own
if you don’t already know of any— tell us anything significant about the con-
nections between science, values, and politics in today’s society?

STUDY QUESTIONS FOR PART 6

1. What is the role of values in science for Rudner?

2. Why does Hempel claim that “categorical” values are unsupportable
by science?

3. How do scientists help society make value judgements?
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4. How does McMullin respond to Hempel’s proposals?
S. Why does McMullin claim that values are a more basic element of
the world than “facts™?
6. What are “epistemic values™?
7. How do epistemic values influence theory choice?
8. What does Habermas mean by “selective evolution”?
9. How does the theory of selective evolution explain the conflict
between science and values?
10. How does Habermas’s view of deliberation and dialogue democra-
tize technology?
11. How does Habermas’s idea of critique respond to Weber?
12. Why must the charge that science is gender biased be limited only to
examples of good or acceptable science, according to Giere?
13. Why doesn’t the Enlightenment rule out the possibility of gender bias
in science?
14. Why doesn’t positivism rule it out?
15. Why is the distinction between the context of discovery and the con-
text of justification inadequate to make gender bias in science impossible?
16. Why doesn’t Popper’s view of science help?
17. In what ways is Kuhn’s theory unhelpful in ruling out the possibility
of gender science?
18. What is perspectival realism? How does it differ from usual con-
struals of realism?
19. How might feminists use perspectival realism to deal with the
problem of gender bias in science?
20. Does Giere adequately distinguish perspectival realism from rela-
tivism? Is this a problem?
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Appendix

Advice for Instructors

This book is intended for undergraduates who have at least a high school
background in science, but little or no background in philosophy. The read-
ings have been selected to (1) provide an introductory-level survey of some
perennial issues in philosophy of science, (2) illustrate philosophical rea-
soning, and (3) serve as a catalyst for class discussion. Each section begins
with a brief introduction, followed by a seminal article expressing a funda-
mental perspective and reactions to it. The sections conclude with a case
study, study questions, and a select bibliography of further and more current
literature on the same topic. The organization of this book reflects a deep-
seated conviction on our part that an introductory philosophy text should
present students with an accessible introductory-level discussion of one
view on a particular topic followed by reactions to that viewpoint. It is an
approach that impresses on the reader how intelligent authors engaged in the
same topic can reach different conclusions, in contrast to other texts that
focus on the development of one particular viewpoint. We believe that our
approach is superior, because it illustrates the dialectic approach of philos-
ophy while inviting the reader to reach his or her own conclusions about 2
particular topic.

Finding journal articles or book selections that are appropriate for an
introductory course, are self-contained, refer to the same topic (and prefer-
ably each other), and espouse different views, while being brief at the same
time is the difficult task successive editions of this book have attempted to
improve upon. Part of this difficulty reflects the nature of scholarly writing:
academics write for fellow academics, and generally on topics that are too
specific or specialized for an introductory course. And while some instruc-
tors may lament our decision to focus on traditional topics of philosophy of
science rather than trendier issues, our experience has been that undergradu-
ates in an introductory course are more receptive to discussions about, say,

569



570 APPENDIX: ADVICE FOR INSTRUCTORS

how to distinguish science from pseudoscience than more faddish issues that
presuppose a background in more fundamental topics.

For this book to be an effective teaching tool, there is no substitute for stu-
dents reading the articles before they meet in class to discuss them. Learning
is an active process, one that requires instructors to engage students rather
than treat them as passive observers who take notes on an instructor’s predi-
gested version of the course material. Some of your students will recognize
this from the start, but realistically speaking, most will not. Part of this may
reflect the absence of proper incentives—if students do not see the rewards of
coming prepared for class (i.e., how it will affect their grade), they will under-
standably direct their efforts to those activities that do. Part of this most
assuredly also reflects contemporary undergraduate students’ lack of basic
reading skills. Many will find the task of reading the articles outside of class
to be a daunting and utterly foreign activity. One way to confront these diffi-
culties is to make reading the articles a more structured activity using hand-
outs like the ones provided at the end of this essay. The handout clarifies what
students should be getting out of the readings, and can be used as the basis for
in-class discussions. We suggest that students be required to turn in completed
handouts for each article at the end of class discussion for credit, and that they
receive more than just a check or check plus for the work they do.

The background essays for each section are brief, giving readers only the
basics they need to make sense of the selections. We have intentionally
avoided summarizing the articles in the background essays, as doing so
would invariably lead to students’ relying on the background readings as a
crutch rather than doing the work of reading and making sense of the articles.
If you would like a more historically oriented course, consider using an addi-
tional text, such as Salmon et al. (1992).

Part of any philosophy course should involve practice writing and
defending philosophical positions. In addition to the discussion handout
mentioned above, we suggest instructors also have students write a term
paper in connection with the course. Kuhn’s Structure of Scientific Revolu-
tions is an obvious candidate for study, as many of the issues developed in
his famous work arise repeatedly and in different contexts throughout the
text. Each part concludes with numerous additional references as well. Seech
(1995) provides an excellent introduction on how to write philosophical
papers for students with little background in philosophy.

Following the discussion handout are examples of a few suggested
reading lists for instructors who wish to depart from the order of the articles
presented in the text.

D. W.R.
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SAMPLE HANDOUT AND ASSOCIATED WORKSHEET
Reading Philosophical Articles

Much, if not most, of the learning you do in connection with this course will
be the product of the work you do alone and in groups on assignments out-
side of class. The following handout has been developed to structure your
learning and help you make sense of the articles you will be asked to read in
conjunction with this course. Fhe handout also contains suggestions on how
to complete part I of a companion worksheet containing specific questions
about a particular article.

What is a philosophical article?

For the purpose of our course, philosophical articles are academic articles
written by professionals formally addressing a philosophical topic, such as
the morality of euthanasia. Many works in literature address philosophical
topics as well. What makes an article distinctively philosophical, however, is
the presence of a sustained argument in favor of a particular position (the
author’s thesis or main conclusion).

Some suggestions on how to read a philosophical article

The first goal of reading any philosophical article is to identify what the
author’s main conclusion is and what argument(s) he/she uses in favor of that
conclusion. It’s only when you understand the author’s views that you are in
a position to evaluate the argument and assess whether you agree or disagree
with the author and determine which parts of the article are persuasive and
which are not.

Surprisingly, the best Wway to approach an academic article for the first
time is to skim the whole before actually reading it. Quickly reviewing the
text will give you an idea of the overall structure of the paper, the author’s
writing style, and often some idea of how the author argues for a particular
point of view. The most important thing to do is locate the author’s main con-
clusion, as it is (usually) the main thesis that each of the various parts of the
article support.

As you start to read the article, start keeping a list of terms and how the
author defines or uses them. The strength of the author’s argument as a whole
often depends upon the extent to which he/she can win the assent of the
reader to particular definitions of specific terms. Many arguments about the
morality of abortion, to give you one example, depend heavily upon a spe-
cific definition of personhood. Sometimes during the course of the article the
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author will redefine a term, and if so, it’s important to keep track of what the
author’s motivations are for adopting a different definition.

You should also keep a list of the evidence the author uses in support of
the main conclusion. Making a list as you go along will greatly assist you in
identifying the overall argument the author puts forth for his/her thesis. As
you might expect, each piece of the author’s argument in favor of the main
conclusion must itself be justified and this often involves the use of subargu-
ments for particular claims supporting the main conclusion.

Articles often contain other persuasive elements, which, while not part
of the formal argument, can nevertheless work in the author’s favor. An
author’s writing style, for instance, can serve to present the issues in such a
way as to suggest that the author has truly considered all serious objections
to his/her position. Vivid or striking examples can be so compelling as to win
the reader’s assent (e.g., photographs of fetuses at ten weeks are often used
by antiabortionists). Almost all academic writing has some rhetorical ele-
ments—for our purposes, it’s important to recognize and to distinguish these
forms of persuasion from the author’s formal argument.

Specific suggestions for filling out part I of the Discussion Sheet

The first part of your worksheet is meant to help you identify what the author
said and how he/she argues for a particular claim, the thesis or main conclu-
sion of the article. You should do this part in three steps: (1) skim the article
to get a sense of what it is about; (2) read the article once or twice to identify
what the author’s evidence for the conclusion is; and (3) summarize and
identify (reconstruct) the author’s argument, rereading sections of the text as
necessary.

1. You can find the title of the article and the author(s) name(s) on the
very first page of the article. The topic or subject of the article may be con-
tained in the title, but sometimes finding the topic of the article is less
straightforwvard. The title “A modest proposal,” for instance, doesn’t tell you
what the article is about. Authors also sometimes introduce the topic of dis-
cussion by pointing out its connections to broader issues; this being so, the
first paragraph may be misleading. After skimming the entire article, ask
yourself what the article as a whole is about. Identifying the main conclusion
or thesis of the article is the very next step. You may find it lurking in an
introductory paragraph, as when the author announces his/her intentions:
“The purpose of this article is to demonstrate that capital punishment is
wrong.” Sometimes it will appear in a concluding paragraph. As noted above,
authors often provide subarguments for particular pieces of evidence they use
to support their main conclusion. So the pitfall you must vigilantly avoid is
mistaking a subargument for the main argument of the paper. (Hint: consider
whether the claim you think is the main conclusion is supported by the bulk
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or only part of the article.) One of the best ways to identify the main conclu-
sion is to consider, if you had to say it in one sentence, what the author(s)
would like you to believe about the topic, (e.g., “The central claim the author
of this article would like the reader to believe is. . . .”)

2. To identify the important terms of the article a useful rule of thumb is
that you should (1) write down any terms that are unfamiliar to you, (2) write
down any terms the author defines or otherwise characterizes, and (3) con-
sider writing down terms that appear to have important roles in the author’s
argument. There are several reasons why an author may not define a partic-
ular term—the term in question has an established usage in the literature, the
author believes the term is intuitively grasped by all intelligent readers, or
perhaps part of the purpose of the article is to reveal an ambiguity regarding
how the term is used.

To identify the author’s evidence for the main conclusion, consider the
relevance of particular claims in the article with regard to the author’s thesis
as a whole. Does the statement support the main conclusion or some other
claim in the paper? If a particular point seems tangential or only remotely
connected to the main conclusion, chances are it is not part of the author’s
direct evidence for his/her thesis. The relevance of a particular line of evi-
dence may also be revealed later in the paper. (The author may also use as
evidence a claim he/she believes is so uncontroversial that it doesn’t have to
be explicitly stated. This is called a suppressed or unstated premise of the
argument.)

You should be wary of ignoring whole sections of the author’s article as
unrelated to the argument for the main conclusion or some subargument.
Peer-reviewed articles of the sort we will be reading have gone through mul-
tiple drafts, in which the author has repeatedly attempted to refine the prose
of the article to clarify the connections between each of the points raised to
the main conclusion and excise unrelated or tangential lines of thought.

3 . Your goal in this section is to articulate in just a few sentences what
the author’s argument is for his/her main conclusion. The discussion work-
sheet breaks this down into two steps. First, summarize the article, and
second, with your summary in mind, reconstruct the author’s argument. The
summary should give you an overall perspective on how each of the various
pieces of evidence you found earlier supports the conclusion. (As you gain
more practice, you may find that your summary looks a great deal like the
argument.) When you write the argument itself, you need to focus more on
the logic of the argument (i.c., how the evidence supports the conclusion).
State these connections explicitly.
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DiscussioN WORKSHEET

Name: Philosophy of Science

This handout will help you make sense of the readings outside of class and
get more out of our discussion. Think of it as a review sheet for the exam.
There are three things you should do with it. (1) Prior to class, answer the
questions under parts I and II of this handout in a color of ink or pencil dif-
ferent from that you will use in class. Read part III for suggestions on how to
prepare for discussion. (2) During discussion, add to or modify what you
have written. (3) After discussion, answer the questions on the last page and
submit the completed handout (all four pages) at the end of class.

PART 1. WHAT THE AUTHOR REALLY SAID

i Directions: Skim the article as a whole to answer the first few ques-
tions below and get a sense of the structure of the article and the
author’s writing style.

TITLE OF ARTICLE:
AUTHOR(S) OF ARTICLE:
TorIC:

MAIN CONCLUSION:

2 Directions: As you read the article, write down any important /unfa-
miliar terms and start a list of the reasons or evidence the author pro-
vides in favor of the main conclusion (next page).

TerMS: List any terms or concepts that are unfamiliar or appear to be impor-
tant. If the author provides a definition, be sure to write that down, too. Circle
any you feel need clarification or discussion.

Important terms Definitions

EVIDENCE: List any evidence (reasons) the author provides for the main con-
clusion. Each of these may appear as a subconclusion of its own argument.
If you spot evidence in favor of a subconclusion, list that as well and iden-
tify which subconclusion it supports. Circle any that you feel needs clarifi-
cation or discussion.

1) EVIDENCE FOR MAIN CONCLUSIONS

2) EVIDENCE FOR SUBCONCLUSIONS ~SUBCONCLUSION SUPPORTED
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IDENTIFY OTHER PERSUASIVE ELEMENTS.

Were there any other aspects, of this article, such as the way it was presented,
its use of examples, the author’s writing style, etc., that made the article per-
suasive or nonpersuasive? List any you find.

3. Directions: After reading the article, complete the following:

SUMMARIZE, using the evidence you found above, the author’s argument for
the main conclusion. State points directly rather than “he says” or “It’s
about.” (Don’t evaluate the argument here.)

IDENTIFY the author’s argument for the main conclusion by rewriting the
summary you just wrote as an argument using just three or four sentences.
Evidence for the conclusion should be placed in the form of premises, and
the very last sentence should state the main conclusion. Your focus this time
should be on the logic of the argument, i.e., how the evidence supports the
main conclusion. (Again, resist the temptation to evaluate the argument
here.)

PART I1.—WHAT I THINK ABOUT THIS. The questions below ask you to
evaluate the article. Beyond the elements of the article itself, consider
whether the author has considered alternative viewpoints and what the con-
sequences of adopting his/her position might be.

FIRST REACTIONS. List or write up any reactions you have to the article. Do
you agree with the author? Why or why not? (Don’t comment on every-
thing—just the things you either strongly agree or disagree with.)

WHERE DOES THE AUTHOR GO WRONG? Remembering the argument you
found for the author under “Some Suggestions on How to Read a Philosoph-
ical Article,” identify what part of the argument, either evidence or the logic
linking the premises to the conclusion, you think is mistaken. (Even if you
agree with the author, play the devil’s advocate by identifying what you con-
sider to be the weakest point of the argument.)

WHAT IS THE STRONGEST PART OF THE AUTHOR’S ARGUMENT? Again, identify
one part of the argument you think works well.

DEVELOP YOUR OWN PosSITION. State your own position on this issue and
sketch how you might argue for it. (If you find the author’s argument com-
pelling, suggest another way one might argue for the same position.)
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PART II1. DISCUSSION. By the end of discussion, you should understand
the author’s position, its strengths and weaknesses, your own position, and
how you might argue for it. Review your answers to the above sections just
before class to figure out what you’d like to get out of discussion. Come pre-
pared to volunteer your own answers and raise questions as we walk through
Parts I and II of this handout. Don’t let the discussion move on until you
understand that part of the author’s argument.

PART IV. EVALUATE THE DISCUSSION. (Please do this at the end of
class.) Directions: For each incomplete sentence below, check (x) the column

completing the thought that best describes your experience in discussion
today.

A) Overall reaction: B) Identification of the author’s argument:
Alot Some None Discussion helped Yes 2 No Foundonown
identif
I learned e o9 = o the author'smaimiconclision: - o
the logic of the argument S
Iparticipated ___ ___ ___  astrength of the argument e
a weakness of the argument e
I enjoyed . o .  myownviewsonthistopic "

C) Discussion Format. Did analyzing this article using a discussion format
help you?

(circle) YES NO

Write below any additional comments you have on how your discussion
went and how it could be improved.

D) Handout. Did this handout help you prepare for discussion?
(circle) YES NO

Write below any additional comments you have on this handout and how
it could be improved.

(Modified from W. F. Hill, Learning through Discussion [Thousand Oaks,
Calif.: Sage Publications Inc., 1969].)
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SAMPLE READING LiSTS
1. Set of readings for a class that meets once a week.

The book lends itself to a biweekly arrangement, with students reading a
single article (or a single article and the associated background essay) for
each class. For classes that meet once a week, instructors will need to con-
sider having students come to class having prepared two readings. Here are
several pairings of articles that will work well together when considered
during a single class:

Part I: Science and Pseudoscience
Popper and Ziman, Feyerabend and Thagard

Part II: The Relationship of the Hard and Soft Sciences
Taylor and Kuhn, Machlup and Rosenberg, Fay and Moon

Part III: Explanation and Law
Hempel, Lambert and Britten, and Cartwright, Salmon, and Kitcher

Part VI: Science and Values
Rudner and Hempel, McMullin and Hollinger, Giere

2. Set of readings for courses devoted to a topic that tran-
scends the organization presented in the text.

A. Philosophy of the Social Sciences

Part I: Sciet_lce and Pseudoscience
Popper, Ziman, Feyerabend

Part III: Explanation and Law
Hempel

Part V: Confirmation and Acceptance
Quine and Ullian, Giere, Kuhn, Hempel, Frank

Part VI: Science and Values
Rudner, Hempel, McMullin, Hollinger, Giere

Part I1: The Relationship of the Hard and Soft Sciences
Taylor, Kuhn, Fay and Moon, and Rosenberg
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B. Approaches to Philosophy of Science

Positivism
Hempel (Part IIT), Carnap (Part IV), Frank (Part V), Rudner (Part VI),
Hempel (Part VI), Rosenberg (Part II), and Machlup (Part IT)

Kuhn and His Critics
Kuhn (Part V), Kuhn (Part II), Popper (Part I), Feyerabend (Part I),
Hempel (Part V), McMullin (Part VI)

Postpositivism
Putnam (Part IV), Hanson (Part IV), Toulmin (Part IV), Matheson and
Kline (Part IV), van Fraassen (Part III), Fay and Moon (Part II)

C. Science and Culture

Science and Society
Feyerabend (Part I), Thagard (Part I), Kitcher (Part I), Taylor (Part II),
Machlup (Part IT), Fay and Moon (Part IT), Hanson (Part III), Giere (Part
VI), Hollinger (Part VI), Giere (Part VI)

Science and Values
Kuhn (Part V), Hempel (Part V), Frank (Part V), Rudner (Part V),
Hempel (Part VI), McMullin (Part VI)
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