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all models are false,
but some are useful

George E. P. Box
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Document Scraping
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Document Scraping

• Numbers and text in files

• Local

• Web
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Web

• eXtensible Markup Language (XML)

• APIs (e.g. for Twitter)
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Text Analysis
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Text Analysis:
The Big Picture



Text Analysis

• Discourse

• Content



Content Analysis

• ‘Manual’ Text Analysis

• Computer-Assisted Text Analysis (CATA)



‘Manual’ Text Analysis

• Humans do most of the work

• Expensive

• Slow

• Reliability issues



Computer-Assisted Text Analysis

• Computers do most of the work
• Boom

• Huge amount of digitized text available
• Cheap computing power
• New methods – CS & PS



Political Text in CATA

Examples:

• Manifestos & platforms

• Press releases

• Social media content

• Floor and debate speeches



http://www.dailymotion.com/video/xflgdb_young-tory-of-the-year-fr_fun


‘Bag of Words’

• Common assumption in CATA

• Order of words (n-ngrams of words) does
not matter

• Texts as vectors of word counts



Table 1: Candidates that took part in the debates selected for the analysis and the number of the selected
debates they have attended. Candidates excluded from the analysis are at the bottom of the list.

2008 2012
(10 debates) (13 debates)

Included

Brownback 7 Bachmann 13
Giuliani 9 Cain 11
Huckabee 10 Gingrich 13
Hunter 10 Huntsman 9
McCain 9 Paul 13
Paul 10 Perry 10
Romney 9 Romney 13
Tancredo 10 Santorum 12

Excluded

Gilmore 3 Johnson 1
Keyes 2 Pawlenty 2
F. Thompson 5
T. Thompson 4

Table 2: A word-frequency matrix for two randomly selected sentences from the corpus: a) ‘Let’s enforce
the laws already on the book.’ (Cain in 2012); b) ‘Now, the administration has $800 million on hand right
now, cash on hand.’ (Hunter in 2008)

Sentence
Stem a b

administr 0 1
book 1 0
cash 0 1
enforc 1 0
hand 0 2
law 1 0
million 0 1
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CATA in Political Science

• Grimmer, J., & Stewart, B. M. (2013). Text
as data: The promise and pitfalls of
automatic content analysis methods for
political texts. Political Analysis, mps028.

http://pan.oxfordjournals.org/content/21/3/267
http://pan.oxfordjournals.org/content/21/3/267
http://pan.oxfordjournals.org/content/21/3/267
http://pan.oxfordjournals.org/content/21/3/267


analyzing massive collections of text has been essentially impossible for all but the most well-funded
projects.

We show how automated content methods can make possible the previously impossible in pol-
itical science: the systematic analysis of large-scale text collections without massive funding
support. Across all subfields of political science, scholars have developed or imported methods
that facilitate substantively important inferences about politics from large text collections. We
provide a guide to this exciting area of research, identify common misconceptions and errors,
and offer guidelines on how to use text methods for social scientific research.

We emphasize that the complexity of language implies that automated content analysis methods
will never replace careful and close reading of texts. Rather, the methods that we profile here are
best thought of as amplifying and augmenting careful reading and thoughtful analysis. Further,
automated content methods are incorrect models of language. This means that the performance of
any one method on a new data set cannot be guaranteed, and therefore validation is essential when
applying automated content methods. We describe best practice validations across diverse research
objectives and models.

Before proceeding we provide a road map for our tour. Figure 1 provides a visual overview of
automated content analysis methods and outlines the process of moving from collecting texts to
applying statistical methods. This process begins at the top left of Fig. 1, where the texts are initially
collected. The burst of interest in automated content methods is partly due to the proliferation of
easy-to-obtain electronic texts. In Section 3, we describe document collections which political sci-
entists have successfully used for automated content analysis and identify methods for efficiently
collecting new texts.

With these texts, we overview methods that accomplish two broad tasks: classification and
scaling. Classification organizes texts into a set of categories. Sometimes researchers know the
categories beforehand. In this case, automated methods can minimize the amount of labor
needed to classify documents. Dictionary methods, for example, use the frequency of key words
to determine a document’s class (Section 5.1). But applying dictionaries outside the domain for
which they were developed can lead to serious errors. One way to improve upon dictionaries are

Fig. 1 An overview of text as data methods.
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Dictionary-Based
Methods



Google N-Grams



Dictionary-Based Methods

• Build a dictionary

• Statistical models are not necessary



Figure 1: Frequency of appearance of “public intellectual” in Google Books from 1980 to 2000
Source: Graph. Google Books

http://meta-journal.net/article/view/1033/984


1800 to 2000

The history of expert testimony in American law is especially instructive in this regard. Judges
have wrestled with how to decide whether expert testimony is credible and pertinent at least
since the late 18th century. In the early 20th century, the Frye ruling codified a particular
approach to this problem which asked
acceptance in the particular . (Edmond and Mercer 2004; Golan 2004) Despite
the vagueness of this formula, it raised no problems for several decades precisely because the job
of vetting the experts was essentially delegated to the various professional associations (Golan
2004, 257). The Frye consensus began to fray, however, in the 1970s with an explosion of mass
tort litigation organized around a new object of expert knowledge  risk. The assessment of risk
is always an interdisciplinary matter and requires the mobilization of different experts and forms
of expertise. Risk, moreover, was often produced by science or technology itself, and therefore
almost universally pitted one group of experts against another. In the early 1990s, the Frye
standard was finally replaced by the Daubert ruling, which among other things empowers judges
to look beyond general acceptability  and to determine for themselves whether the methods and
knowledge claimed by expert witnesses stand up to scientific standards of falsifiability, etc.
(Jassanof 1995) In short, from relying on the professions to vet the experts, the law has burdened
judges with the fairly impracticable task of evaluating expertise.

Hence our point about scope. The sociology of professions reflects an earlier status-quo, perhaps
), when meaningful participation not only in courtroom

performances of expertise, but also in the policy arena, the public sphere, etc., was restricted to
those experts dully recognized as members of legitimate professions. The sociology of expertise,

http://cast.ku.dk/papers_security_expertise/Eyal__2011_From_a_sociology_of_professions_to_a_sociology_of_expertise.pdf
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Scaling



Scaling Goals

• One or more dimensions

• Place documents (texts, speeches) in a space

• Place words in the same space



Common Scaling Methods

Supervised: Wordscores

Unsupervised: Wordfish

Unsupervised: Correspondence Analysis



A Scaling Example

• 2008 and 2012 Republican presidential
primaries

• Debate transcripts from a UCSB website

• Expected move towards Tea Party positions

• Unsupervised scaling: Wordfish



http://journals.cambridge.org/action/displayAbstract?fromPage=online&aid=9365711&fileId=S1049096514001085
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Another Scaling Example

• Transcripts of US presidential debates

• Unsupervised scaling with correspondence
analysis

• Two dimensions

http://www.presidency.ucsb.edu/debates.php
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Yet Another Scaling Example

• Slovakian party manifestos: text and CMP
codes

• Unsupervised scaling with correspondence
analysis

• Two dimensions







And One More Scaling Example

• Nielsen’s (2013) dissertation

• 25,000 + documents by ∼ 100 clerics

• Jihad Score

• Supervised scaling with a training set



Chapter 4. Measuring Jihadi Ideology

Figure 4.4: A Word Cloud Representation of the Jihad Score Model

This word cloud shows the relative frequency of terms in 765 Jihadi and 1,951 non-Jihadi documents. Red
words are more frequent in Jihadi texts while blue words are more frequent in non-Jihadi texts. Font size
indicates the overall frequency of each term in all training documents. This represents how individual words
in the training corpus influence the score estimated for each document.

study that considers the role of gendered words, including “he” and “she.” Unless they are

important for the analysis, stopwords such as “to,” “from,” “for,” and “by,” are typically

removed as part of the stemming process.

Stemming technology for English-language text analysis is well developed, with most

analysts gravitating toward the now-canonical porter stemmer (Porter 1980). Stemming

in Arabic is not a solved problem, and solutions modeled on the Porter stemmer do not

achieve the same results that they do in English. The main difficulty is that Arabic is a

highly inflected language with a high rate of infixing. Rather than modifying the meaning

111

https://dash.harvard.edu/bitstream/handle/1/11124850/Nielsen_gsas.harvard_0084L_10887.pdf?sequence=1


Chapter 4. Measuring Jihadi Ideology
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Histogram of cleric Jihad scores

Ruling on Fighting Now in Palestine 
and Afghanistan.  The foregoing has 
clarified that if an inch of Muslim 
lands are attacked, then Jihad is 
obligatory for the people of that area,
and those near by.  If they do not 
succeed or are incapable or lazy, the 
individual obligation widens to those 
behind them and then gradually the 
individual obligation expands until 
it is general for the whole land, 
from East to West.
         (Abdallah Azzam)

If a person arrives while the Imam 
is preaching at Friday prayers, he 
should pray two brief prostrations
and sit without greeting anyone as
greeting people in this circumstance
is forbidden because the Prophet, 
peace be upon him, says, "If your 
friend speaks to you during the 
Friday prayers, silence him while 
the Imam preaches because it is 
idle talk."
         (Ibn Uthaymeen)

There is a fundamental fact about the 
nature of this religion and the way 
it works in people's lives.  A 
fundamental, simple fact, but although 
it is simple, it is often forgotten or 
not realized at all.  Forgetting this 
fact, or failing to recognize it arises
from a serious omission from views of 
this religion: its truthfulness and 
historical, present, and future reality.
         (Sayyid Qutb)

Abdallah Azzam

Sayyid Qutb

Usama bin Laden

Ibn Uthaymeen
Ibn Baz

Figure 4.5: Jihad Scores for Clerics with Benchmarking Texts

This figure shows a histogram of the distribution of cleric Jihad scores in gray with scores calculated for
three excerpts from writings by Ibn Uthaymeen, Sayyid Qutb, and Abdallah Azzam. For each of the three
excerpts, the words that actually enter the model are colored (recall that overly rare or common words
are omitted), with darker shades of red indicating that a word is used more by Jihadists and darker blue
indicating that a word is used more by non-Jihadists.

The color coding shows how the influence of individual words aggregates up to an overall

document score. The excerpt with the lowest Jihad score — from Ibn Uthaymeen — has only

a single word coded (light) red, meaning that basically all of the words in this excerpt are

indicative of non-Jihadi ideology. In contrast, only two terms in Abdallah Azzam’s excerpt

are blue, indicating that most words are contributing to a higher Jihad score. The quote

115
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Failed Unsupervised Scaling



‘Topic’ Models
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Back to the Big Picture



analyzing massive collections of text has been essentially impossible for all but the most well-funded
projects.

We show how automated content methods can make possible the previously impossible in pol-
itical science: the systematic analysis of large-scale text collections without massive funding
support. Across all subfields of political science, scholars have developed or imported methods
that facilitate substantively important inferences about politics from large text collections. We
provide a guide to this exciting area of research, identify common misconceptions and errors,
and offer guidelines on how to use text methods for social scientific research.

We emphasize that the complexity of language implies that automated content analysis methods
will never replace careful and close reading of texts. Rather, the methods that we profile here are
best thought of as amplifying and augmenting careful reading and thoughtful analysis. Further,
automated content methods are incorrect models of language. This means that the performance of
any one method on a new data set cannot be guaranteed, and therefore validation is essential when
applying automated content methods. We describe best practice validations across diverse research
objectives and models.

Before proceeding we provide a road map for our tour. Figure 1 provides a visual overview of
automated content analysis methods and outlines the process of moving from collecting texts to
applying statistical methods. This process begins at the top left of Fig. 1, where the texts are initially
collected. The burst of interest in automated content methods is partly due to the proliferation of
easy-to-obtain electronic texts. In Section 3, we describe document collections which political sci-
entists have successfully used for automated content analysis and identify methods for efficiently
collecting new texts.

With these texts, we overview methods that accomplish two broad tasks: classification and
scaling. Classification organizes texts into a set of categories. Sometimes researchers know the
categories beforehand. In this case, automated methods can minimize the amount of labor
needed to classify documents. Dictionary methods, for example, use the frequency of key words
to determine a document’s class (Section 5.1). But applying dictionaries outside the domain for
which they were developed can lead to serious errors. One way to improve upon dictionaries are

Fig. 1 An overview of text as data methods.
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