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Why text analysis?



Text as discourse



Text as patterns



Manifest vs. latent 
content



“text analysis is just a fancy 
and convoluted way how to 
obtain independent or 
dependent variable”
Inaki Sagarzazu 2016



Design of CA research

Unitizing Sampling
Recording/

Coding

ReducingInferringNarrating

Krippendorff 2013, p. 86



Methods



Methods of TA

Supervised

Semi-
supervised

Unsupervised



(Grimmer & Steweart 2013)



Methods of text analysis

• Supervised methods
• Kewords in context (KWIC)
• Manual coding

• Semi-supervised
• Dictionary-based methods

• Deductively given dictionary
• Dictionary obtained from data

• Automatically
• Manually

• Unsupervised
• Frequencies
• Topic modeling
• …



Fully supervised

• Requires manual text processing

• Most approaches based on manual coding of text units

• Inductive vs. deductive coding
• Inductive – data-driven

• Categories not known
• Open coding – categories emerge in iterative text reading
• Axial coding – abstraction from open coding into categories
• Constant comparative approach – re-reading already coded units

• Deductive – theory-driven
• Categories known a-priori
• Existing code-book applied over data
• Comparative Manifesto Project



Keywords in Context (KWIC)

• Relational analysis of a concept
• Analyzes context of the concept through the way the 

concept is used within the text – original linguistic 
environment of the text

• Exploration of the corpus

• Requires prior knowledge of keywords

• Input for further analysis
• Dictionary construction

• Frequency analysis

• Coding



Keywords in Context (KWIC)

exchange of information about energy policy and coordination of             

and coordination of the energy policy of V 4                          

sphere of new EU energy legislation, especially rule           

of trans- European Energy Networks, concentrate on               

with the operation of energy facility, impact of                    

the field of the energy sector, industry and                   

Energy continuation of meeting of             

establishment of a common energy and gas market.                        

- operation in the energy sector in the usual                    



Fully supervised

• Discourse analysis

• Socio-semantic networks

• Discourse network analysis
• Socio-semantic networks of actors and meanings (codes) 

they use



Fully supervised - DNA

(Haunss et al. 2013)



Fully supervised - DNA



Issues with manual coding

• High validity, questionable reliability

• Reliability of human coders needs to be measured 
and accounted for
• Intra-coder reliability (variation by same coder)

• Inter-coder reliability (variation by different coder)

• Krippendorff α, Kohen κ

• Disagreements need to be solved
• Only overlap (strict)

• Resolution of differences



http://bit.ly/meb421coding

http://bit.ly/meb421coding


Semi-supervised

• Dictionary-based automated coding
• Words in dictionary are discovered across the corpus

• Coding process is done automatically

• Construction of dictionaries
• Given pre-defined dictionary

• WordStat, LIWC, …

• Constructed from data
• Theoretically-informed

• Automatically generated
• WordScores

• Wordfish



Semi-supervised

• Existing dictionaries
• WordStat (Laver & Garry 2000)

• Estimation of policy positions from political texts
• 415 words, 19 categories

• LIWC (Linguistic Inquiry Word Count)
• Sentiment dictionaries
• General Inquirer

• Logic of this approach is to crawl over texts, 
discover tokens in dictionary and score texts
• Scoring whole corpus
• Scoring individual texts



Semi-supervised

• Dictionary from data
• Sample of texts with known properties

• Other texts related – e.g. legal/conceptual documents

• Dictionaries built by researchers
• Long process

• High validity – researchers know texts

• Lower reliability – same reasons as manual coding



Semi-supervised

• WordScores - automated dictionary constructing
• Laver, Benoit and  Garry 2003
• Two populations of texts

• Texts with known properties – training set
• Texts with unknown properties – target set

• Logic of the process
• Assign values of the category to known texts (training sample)
• Let computer find words in the training sample and assign 

individual scores to words from texts
• Code unknown texts with the generated dictionary

• High reliability, but questionable validity
• Single dimension
• Word meanings have to be stable over time



Unsupervised

• Most naïve – word frequencies
• Just a crude exploratory hint of what is in texts

• Clustering and multidimensional scaling of words
• Based on co-occurrence of words

• Correspondence analysis

• Unsupervised scaling

• Unsupervised categorization on term-document 
matrix
• Topic modeling

• Co-occurrence term networks







Unsupervised

• Wordfish
• Slapin & Proksch 2008
• Scaling algorithm
• Logic of the process

• Assume there is a prior distribution of words
• Let computer find patterns in the distribution of words from 

documents 
• Estimate importance of individual words
• Scale documents based on the importance of terms

• High reliability, but questionable validity
• Only single dimension, single issue requirement
• Word meanings have to be stable over time



Unsupervised – Wordfish



Unsupervised

• Topic modeling
• Blei, Ng and Jordan 2003
• Clustering algorithm 
• Logic of the process

• Assume there is a prior distribution of topics over documents and 
words over topics

• Let computer find patterns in the distribution of words from 
documents 

• Estimate the distributions

• Prior assumption of known number of topics
• Questionable validity
• Computer intensive
• Sensitivities of model setup



Unsupervised – topic modeling



Unsupervised – co-occurrence net



Discourse network 
analyzer



https://github.com/leifeld/dna

https://github.com/leifeld/dna


Getting started

• Benefits
• Suitable for any coding task
• Open source and free of charge for academic purposes
• Multicoder support
• Open to variable construction
• R integration

• Installation
• Requires working Java JDK

• https://www.java.com/en/download/manual.jsp

• See the software manual for details
• https://github.com/leifeld/dna/releases/download/v2.0-

beta.21/dna-manual.pdf

https://www.java.com/en/download/manual.jsp
https://github.com/leifeld/dna/releases/download/v2.0-beta.21/dna-manual.pdf


Before we start

• Download text files to your computer
• Package “text_analysis_1.zip”

• Unpack all files into an easily-accessible folder

• Open the folder “text_analysis_quali”

• Try to run the “dna-2.0-beta22.jar” program
• If it runs, Java is installed on your computer

• If not, you should install Java first (see the previous 
slide)





Database

• The format DNA uses is DNA database
• Identification of number of coders and their names

• Identification of code categories and variables

• Basic properties of the database can’t be changed 
later























Data import

• Manual import of data – text by text

• Folder import
• Place all documents in one folder (text format)

• Identify folder

• Documents get loaded into the software

• Automatic construction of metadata
• Proper document name results into automatic metadata 

construction

• dd.mm.yyyy – Name Surname – Publication name –
TEXTTYPE.txt



























Recoding

• Open coding as first step

• Establishment of relations between codes (axial 
coding)
• Adjustment of original codes’ labels

• Reduction of dimensions

• Any variable can be recoded
• From original variable value to target value







Data export

• Versatile data export possibility
• One-mode network – values of single variable

• Two-mode network – matrix of values

• Data export formats
• CSV

• DL (network analysis software UCInet)

• GRAPHML (network visualization software Visone)











What next?



Quantitative TA



Zipf law



(Jimenez, 2015)



Corpus



Corpus

• Decision over document unitizing

• Decision over sampling
• Does 5M texts provide more information than 15k?

• Random vs. non-random sampling

• Inclusion of metadata – additional information
• Author

• Time and date

• Source (e.g. media/newspaper)

• …



Words and content



Words and content

• Some words used to convey meaning, other are 
used functionally to allow meaningful language
• Nouns, verbs, adjectives, pronouns

• Stopwords – make sense only when connected with 
other terms

• Depends on task at hand
• In some cases, it is justified to drop them

• In others, these words are important



Text pre-processing

• Considerations over pre-processing
• Dropping sparse terms

• Dropping most frequent terms

• Dropping “stopwords”

• Dropping numerals, punctuation, …

• Dropping time and place information

• …

• Method dependent

• Sometimes affects results (topic modeling)



Text pre-processing

• Stemming/lemmatization
• Disposal of grammatical features of text

• Dictionary-based
• Rules-based

• Both introduce some error into the corpus

• Lemmatization
• Identification of lemmas (lexemes) of the words -

transformation to lemmas

• Stemming
• Stripping the word of prefixes or suffixes, leaving only 

word stems



Lemmatization and stemming

“This was the most tranquil presidential address. 
President’s approach was very relaxed.”

• Lemmatization

“This be the most tranquil presidential address. 
President approach be very relax.”

• Stemming

“This be the most tranquil presidenti address. 

Presid approach be veri relax.”



Bag of words



Bag of words

• The quick brown fox jumps over the lazy dog

Word Occurrence

brown 1

dog 1

fox 1

jumps 1

lazy 1

over 1

quick 1

the 2



Document-feature matrix

• Matrix – most methods based on this
• 1st dim – Features/Tokens (words, phrases, …)
• 2nd dim – Documents/units
• Cells – frequency of tokens in documents

• Boolean – Present vs. Not present (1/0)
• Weighted

• Absolute frequency (how many times word occur in document)

• TF-IDF

• Grows large easily
• 500 documents * 1k unique tokens = 0.5M cells

• Usually very sparse
• Most of cells are empty – contain 0



Document-feature matrix

2003-
2004-cz

2004-
2005-pl

2005-
2006-hu

2006-
2007-sk

2007-
2008-cz Sum

agriculture 3 6 2 5 3 19

aim 4 2 7 12 6 31

area 11 8 8 28 26 81

base 1 2 2 2 5 12

border 5 9 9 3 3 29

central 2 3 6 3 5 19

cohesion 3 1 7 4 4 19

commission 2 7 3 2 4 18

common 10 9 17 8 17 61

community 2 2 3 3 6 16

concern 9 13 12 18 6 58



Co-occurrence



Co-occurrence

• The quick brown fox jumps over the lazy dog.

• Brown dog sleeps well.

Feature Document 1 Document 2

brown 1 1

dog 1 1

fox 1

jumps 1

lazy 1

over 1

quick 1

sleeps 1

the 2

well 1



Co-locations and N-
grams



Co-locations/n-grams

• Co-locations
• Established phrases, usually occur together

• Provide little information over text
• Ministry of the Environment

• European Union

• prime minister

• N-grams
• Phrases which are not established, but occur together in 

text

• Provide insights
• Crooked Hillary



„Be careful what is a result
and what is just a residue of 
your data choices“
Jana Diesner, 2018



R basics







R is a language

• Any programming language is just very condensed 
and formalized speech

• Understand and formulate the process is key

• Scripting is just a matter of knowing right 
expressions



Many resources out there

• R package / library manuals

• R site: http://cran.r-project.org

• community forums:
• http://stackoverflow.com

• http://www.statmethods.net

• http://www.r-bloggers.com

• Youtube videos: 
https://www.youtube.com/watch?v=qHfSTRNg6jE

• googling (often fastest)

http://stackoverflow.com/
http://www.statmethods.net/
http://www.r-bloggers.com/
https://www.youtube.com/watch?v=qHfSTRNg6jE


Introduction to R

• You should have two programs installed on 
computer
• R

• R Studio

• Both have to be installed to run R Studio

• We are going to use R Studio
• More convenient to work with



R studio layout

Scripting window
Environment (stored objects)

History

Console window

Plots
Packages

Help
Viewer





Scripting window

Console

Environment
History

Plots
Packages

Help
Viewer



Object

• Object is a container which holds data, and can be 
manipulated with functions

• The most basic object is called vector

• There are other types of objects – matrix, data 
frame, list

one <- 1





Running commands from script

• Script is series of commands in one document (e.g.
an application/program)

• Any region in script may be selected

• After selecting region, it may be executed
• Hit button “Run” or use CTRL + R

• You may follow slides in the “R_crash_course.R” 
script







Creating/storing objects

Obj. name Object<-



Object

• Once objects exist, it may be used for operations

one <- 1

one + one

[1] 2 





?



Object

• Anything may become an object

• New values must be stored as an object
• Conscious choice to keep a result

• Object remains the same unless overwritten

• Must be removed by user as well

two <- one + one

two

[1] 2







Object

• Any text input in R is always quoted
• "This is my piece of text"

• "C:\\Users\\Lukas\\Documents"

• Any text without quotes is considered a request for 
object
• myobject

• Any text with parenthesis is considered a function
• sum()



Functions



Functions

• Pre-defined methods

• To create an object with more than one element, 
function c() is used

• Any object may be manipulated with a function
sort(onetofive)

[1] 1 2 3 4 5

onetofive <- c(1,3,5,4,2)



Functions

• To extend functionality, functions have pre-defined 
arguments
• Arguments are further options of functions

• Some functions have many arguments, some none

• To keep function result, it must be stored in the 
environment as an object

sort(onetofive)

[1] 1 2 3 4 5

sort(onetofive, decreasing = TRUE)

[1] 5 4 3 2 1

onetofive <- sort(onetofive, decreasing = TRUE)



Functions

• fun() – parentheses indicate a function

• Structure is function(arg1, arg2, …)

sqrt(9)

[1] 3

sample(0:100, 10, rep = FALSE)

[1] 48 50 37 94 42 39 21 19 63 95



Functions

• Arguments usually require input format
• Boolean input – TRUE or FALSE

• Name of object – onetofive

• Text value – "linear"

• Format of each argument may be found in help 
page
• Just add question mark in front of the function name

?sample()



Libraries/packages



Library

• Libraries are like mobile applications – allow to load 
functions according to problem at hand
• Load, install and unload either using R Studio or using a 

function in script

• Libraries download and install automatically from R 
repository on the web

• Every time you start fresh R session, you have to 
reload all libraries

























Working directory

• Folder, where everything is taking place – enough 
to set once

• Makes data import and export easier

• Function setwd()

• Does not accept single backslash in Win path
• Replace backslash \ with forwardslash / or double 

backslash \\

setwd("C:\\Users\\Lukas\\Documents\\R intro")

setwd("C:/Users/Lukas/Documents/R intro")





Data output

• Save entire workspace
• Save all R objects you’ve created so far

• Allows to return to work/backup current work





Quantitative TA in R



Text analysis in R

• Package “quanteda”
• Developed by Ken Benoit (LSE)
• Comprehensive package on text analysis methods

• Package “readtext”
• Ken Benoit & Adam Obeng
• Package which allows data import from text sources
• Easy to work with

• Package “stopwords”
• Ken Benoit, David Muhr & Kohei Watanabe
• Package containing various stopwords for different 

languages



Before we start …

• Open the folder “text_analysis_quanti” folder

• Open script file “text_analysis_1.R” in R Studio



First steps in R

• Install all libraries
• quanteda

• readtext

• stopwords

• Set working directory

work.dir <- "C:\\path\\to\\folder\\"

setwd(work.dir)

library(readtext)

library(quanteda)

library(stopwords)



Reading texts into R

• readtext() function loads all text files into R
• Very easy to use – reads everything in the folder

• Supports various document types
• TXT

• PDF

• DOC

• Twitter data format JSON

• …

• Arguments
• File source

• Encoding



Reading texts into R

• Encoding
• Text files are usually stored in certain format

• Consider text “Príklad zlého kódovania”
• ASCII/ISO-8859-1: “PrÃklad zlÃ©ho kÃ³dovania”

• UTF-8: “Príklad zlého kódovania”

• As a rule of thumb, UTF-8 encoding is a desired 
choice



Reading texts into R

text.dir <- "C:\\path\\to\\folder\\texts\\"

texts <- readtext(file = text.dir, encoding = "UTF-8")



Reading texts into R

text.dir <- "C:\\path\\to\\folder\\texts\\"

texts <- readtext(file = text.dir, encoding = "UTF-8")



Reading texts into R

text.dir <- "C:\\path\\to\\folder\\texts\\"

texts <- readtext(file = text.dir, encoding = "UTF-8")

Function

Argument specifying 
location of texts (object input)

Argument specifying
character encoding 
(text input = quotes)

Name of 
a new object



Corpus

• Simple function corpus()
• Creates corpus from all imported texts from the previous 

step

• All sorts of statistics may be acquired once corpus is 
generated – e.g. function summary()

corp <- corpus(x = texts)

ndoc(corp)

summary(corp)



Document-feature matrix

• Two-step process in “quanteda” package

• Tokenization of corpus
• A step necessary to apply some pre-processing choices which 

are not text-based (removal of noise)
• Remove numbers
• Remove punctuation
• Remove white space (separators)

• Creation of DFM
• Furthter pre-processing choices

• Stemming
• Lowercasing
• Stopwords removal



Document-feature matrix

• Function dfm()
• Documents in rows

• Features (tokens) in columns

• Output is in format understood by quanteda



Document-feature matrix

tokenization <- tokens(x = corp, 

remove_numbers = TRUE,

remove_punct = TRUE,

remove_separators = TRUE,

remove_hyphens = FALSE )

doc.term.matrix <- dfm(x = tokenization,

tolower = TRUE )



Wordcloud

• Function textplot_wordcloud()

Attribute Description

x Terms

max_words Maximum number of words rendered

min_size Size of smallest category

max_size Size of largest category

rotation Percentage of terms placed vertically

color Color or color palette

... Many other arguments available



Wordclouds

textplot_wordcloud(x = doc.term.matrix,

max_words = 50,

min_size = 1,

max_size = 4,

rotation = 0,

color = "steelblue")



Wordcloud


