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Outline

• Jaccard’s similarity index

• Kendall’s tau correlation coefficient

• Pearson’s r correlation coefficient

• R time!



Measures of association (MA)

• There are many measures of association (MA)

• Correlation coefficients represent just one of the subsets of the MA 

• Do not reduce MA to correlation or even Pearson’s r

• MA measure the size (and/or direction) of associations between 
the variables of interest

• MA typically range within <0,1> or <-1,1> intervals  

• Correlation is not a causation

• Causation can be based on different types of associations



Measures of association (MA)

level of measurement coefficient

nominal Jaccard’s index

ordinal Kendall’s tau

metric (interval & ratio) Pearson’s rho



Jaccard (similarity) index

• J used for categorical binary data (e.g., gender)

• Measures similarity between two samples  

• J = the size of the intersection (A ∩ B)                                      
by the size of the union (A + B = A ∪ B) of the samples

• J = A ∩ B / (A ∪ B)

• Does not account for observations missing in both samples (∉ A ∪ B) 

sample B

present absent

sample A present A ∩ B A – B 

absent B – A ∉ A ∪ B
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Jaccard (similarity) index: example

• Let’s assume there are 1091 int. environ. NGOs worldwide

• What is the similarity of the CR and Germany based on                                     
presence/absence of int. environ. NGOs?  

• J = A ∩ B / (A ∪ B)

• J = 21 / (21 + 56 + 13) = 21 / 90 = 0.23 = 23%

IENGOs Czech Republic

present absent

Germany present 21 (A ∩ B ) 56 (A – B)

absent 13 (B – A) 1001 (∉ A ∪ B)
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Measures of association (MA)

level of measurement coefficient

nominal Jaccard’s index

ordinal Kendall’s tau

metric (interval & ratio) Pearson’s rho



Kendall’s tau correlation coefficient

• Kendall’s tau (τ) used for ordinal data (e.g., attitude scales)

• A non-parametric measure of association between two ordinal variables
• Accommodates also small samples and many values with the same 

order/ranking  

• Ranges within <-1,1> 
– Perfect agreement (variables are identically ordered) = 1
– Perfect inversion (variables are ordered in exactly reversed way) = -1
– No ordered relationship = 0

• KT represents the degree of concordance between two ordinal variables 
– τa does not correct for tied values
– τb corrects for tied values

• E.g.: is there an ordered association between the income level and 
acceptance of climate change?



Hypothesis testing: Kendall’s τ

• H0: There is no ordered association between variables X and Y; H0: τ <= 0

• HA: There is positive ordered association between variables X and Y; HA: τ > 0

• H0: There is no ordered association between level of income (X) and level of 
acceptance of climate change (Y); H0: τ <= 0

• HA: There is positive ordered association between level of income (X) and level 
of acceptance of climate change (Y); HA: τ > 0

• Critical value (CV) τ sets threshold (level of test) between statistically 
in/significant values of the test statistic at a pre-defined level of α (0.05)

• Observed test statistic τ > CV τ? 

• p-value: indicates probability of observing such, or even more extreme, value 
of the test statistic (τ) if H0 holds



• We have n*(n – 1)/2 pair combinations; i.e., 4*(4-1)/2 = 6

• Specifically: (A,B), (A,C), (A,D), (B,C), (B,D), (C,D)

• Concordance: Xi > Xj AND Yi > Yj; or: Xi < Xj AND Yi < Yj 

• Discordance: Xi > Xj AND Yi < Yj; or: Xi < Xj AND Yi > Yj 

• Neither (tied values): Xi = Xj OR Yi = Yj 

– Pair (A,B) = neither (tied); ; XA < XB & YA = YB

– Pair (A,C) = concordant; XA < XC & YA < YC 

– Pair (A,D) = concordant; XA < XD & YA < YD 

– Pair (B,C) = neither (tied); XB = XC & YB < YC 

– Pair (B,D) = concordant; XB < XD & YB < YD 

– Pair (C,D) = concordant; XC < XD & YC < YD 

cases (N) X: income Y: acceptance

A 1 (low) 1 (disagree)

B 2 (middle) 1 (disagree)

C 2 (middle) 2 (neutral)

D 3 (high) 3 (agree)



• We have n*(n – 1)/2 pair combinations; i.e., 4*(4-1)/2 = 6

– Pair (A,B) = neither (tied)

– Pair (A,C) = concordant

– Pair (A,D) = concordant

– Pair (B,C) = neither (tied)

– Pair (B,D) = concordant

– Pair (C,D) = concordant

τa = (# of concordant pairs – # of discordant pairs) / # of all pairs

τa = nc – nd / ((n * (n - 1)) / 2)

τa = 4 – 0 / ((4 * (4 - 1)) / 2) = 4 / 6 = 0.66

cases (N) X: income Y: acceptance

A 1 (low) 1 (disagree)

B 2 (middle) 1 (disagree)

C 2 (middle) 2 (neutral)

D 3 (high) 3 (agree)



• We have n*(n – 1)/2 pair combinations; i.e., 4*(4-1)/2 = 6
– Pair (A,B) = neither (tied)

– Pair (A,C) = concordant

– Pair (A,D) = concordant

– Pair (B,C) = neither (tied)

– Pair (B,D) = concordant

– Pair (C,D) = concordant

τa = (# of concordant pairs – # of discordant pairs) / # of all pairs

τb = (nc – nd) / sqrt((N – n1) * (N – n2)) 

N = (n * (n – 1))/2; total # of pairs

n1 = t1 * (t1 – 1))/2; t1 = # of tied values in the first set/variable

n2 = t2 * (t2 – 1))/2; t2 = # of tied values in the second set/variable

n1 = 2 * (2 – 1)/2 = 1 (income var: middle/middle)

n2 = 2 * (2 – 1)/2 = 1 (attitude var: disagree/disagree)

τb = (4 – 0) / sqrt((6 - 1)*(6 - 1)) = 4 / sqrt(25) = 4 / 5 = 0.8



• n = # of observed pairs

• For two-sided tests = α/2



Decision on H0

• Example: Kendall’s tau τb = 0.8

• Critical value (α = 0.05) = 0.73

• Since τb value= 0.8 > CV (α = 0.05) = 0.73, analogically

• We reject H0: Correlation coefficient τ is zero, there is no ordered 
association between X and Y; H0: τ <= 0

• And support HA: Correlation coefficient τ is positive, there is a 
positive ordered association between X and Y; HA: τ > 0

• Thus, there is ordered association between level of income and 
acceptance of climate change



Measures of association (MA)

level of measurement coefficient

nominal Jaccard’s index

ordinal Kendall’s tau

metric (interval & ratio) Pearson’s rho



Pearson’s r correlation coefficient

• Pearson’s product-moment correlation coefficient (r) 

• Pearson’s r measures the strength and direction of the 
linear relationship between two variables

• Ranges within <-1,1>
– Perfect positive linear relationship = 1

– Perfect negative linear relationship = -1

– No linear relationship = 0

• Value does not depend on variables’ units 



• r = covariance / combined total variance



r = covariance(X, Y) / total variance(X, Y)

r = cov(X, Y) / sqrt(var(X) * var(Y))



http://guessthecorrelation.com/

http://guessthecorrelation.com/


• Kellstedt & Whitten (2013). Example of correlation between 
incumbent party vote share (Y) and GDP change of the finished 
electoral period (X). 

• Statistically significant correlation r = 0.574



Pearson’s r: description

Pearson’s r strength Description

0.00–0.19 very weak

0.20–0.39 weak

0.40–0.59 moderate

0.60–0.79 strong

0.80–1.00 very strong

Evans 1996

Always context dependent!



Pearson’s r: assumptions and limitations

• Metric level of measurement 

• Linear relationship between X and Y

• Homoscedasticity (independence of variance)

• Sensitivity to outliers
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Pearson’s r: assumptions and limitations

• Metric level of measurement 

• Linear relationship between X and Y

• Homoscedasticity (independence of variance)

• Sensitivity to outliers



stats.stackexchange.com



Pearson’s r: assumptions and limitations

• Metric level of measurement 

• Linear relationship between X and Y

• Homoscedasticity (independence of variance)

• Sensitivity to outliers



statistics.leard.com



Hypothesis testing: Pearson’s r

• H0: There is no linear relationship (correlation r) between X and Y

• HA: There is a linear relationship (correlation r) between X and Y

• H0: r = 0 ; r <= 0; r >= 0

• HA: r ≠ 0 (two-sided hypothesis)

• HA: r > 0 (one-sided hypothesis, positive correlation)

• HA: r < 0 (one-sided hypothesis, negative correlation)



Hypothesis testing: Pearson’s r

SPSS tutorial 2018



Hypothesis testing: Pearson’s r

• Theory: voting behavior is influenced by socio-cultural cleavages 
(Norris & Inglehart 2019; Lipset & Rokkan 1967)

• H0: There is no correlation between Obama’s election results in 
2012 (X) and share of protestants (Y); r(x, y) >= 0

• HA: There is a negative correlation between Obama’s election 
results in 2012 (X) and share of protestants (Y); r(x, y) < 0



Hypothesis testing: Pearson’s r

• H0: There is no correlation between Obama’s election results in 2012 (X) and 
share of protestants (Y); r(x, y) >= 0

• HA: There is a negative correlation between Obama’s election results in 2012 
(X) and share of protestants (Y); r(x, y) < 0

• Data: 50 observations (U.S. states)

• How many degrees of freedom? For r: n - 2, i.e.: 50 - 2 = 48

• Testing level α = 0.05 (5%) with corresponding critical t-value for one-
sided negative hypothesis (α = 0.05, df = 48) = -1.677



90% value for 
two-sided 
test, i.e.

95% for one-
sided test

The table displays only positive t values. The Student’s t distribution is 
symmetrical. It is thus unnecessary to list the same values for negative 
and positive t statistic. For HA: r < 0 we just add minus before.



• r = covariance X, Y / total variability X, Y

• Pearson’s r of Obama2012 and relig_prot = -0.413



Test statistic t

• Does the r (-0.413) significantly differ from 0? 

• Recall: H0: r >= 0 ; 0 is assumed population average

• We use t-test for correlation coefficient r to find out.

• 𝑡 =
𝑠𝑖𝑔𝑛𝑎𝑙

𝑛𝑜𝑖𝑠𝑒
; 𝑡 =

𝑟 ∗ 𝑛 − 2

1 − 𝑟2
; n = sample size

• 𝑡 =
−0.413 ∗ 50 − 2

1 − (−0.413)2
= −𝟑. 𝟏𝟒

• t-value of Pearson’s r is a test statistic



Decision on H0
• H0: There is no correlation between Obama’s election results in 2012 

(X) and share of protestants (Y); r(x, y) >= 0

• HA: There is a negative correlation between Obama’s election results 
in 2012 (X) and share of protestants (Y); r(x, y) < 0

• Pearson’s r = -0.413

• Test statistic t = -3.14; critical t value (α = 0.05) = -1.677

• Since t = -3.14 < CV t (α = 0.05, df = 48) = -1.677, we reject H0: r >= 0 
and support HA: r < 0. 

• p-value = 0.003 (i.e.: 0.3%) indicates probability of observing such, or 
even more extreme, value of the test statistic (t = -3.14) if H0 holds.  

• Thus: There is a negative correlation (negative linear relationship) 
between Obama’s election results in 2012 (X) and share of 
protestants (Y) at the 5% level of statistical significance
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recode {car}

• Recode transforms into a numeric, character, or factor vectors 
according to recode specifications 

var numeric, character, or factor vector to be recoded

recodes character: definition of recode specifications

recodes(vector, recodes="'Freq'='2'; 'Some'='1'; 'None'='0'")



plot {graphics}

• plot produces a two-dimensional graph 

x numeric vector: X coordinates of points in the plot

y numeric vector: Y coordinates of points in the plot

type type of plot to be drawn: "p" – point; "l" – lines; "n" – no plotting      
("n" useful when plotting labels)

xlim numeric: specifies start and end point of the X axis; e.g. xlim=c(0,100)

ylim numeric: specifies start and end point of the Y axis; e.g. ylim=c(0,100)

main character: a title of the plot

xlab character: a title of the X axis

ylab character: a title of the Y axis



text {graphics}

• text draws the strings given in the vector labels at the 
coordinates given by x and y

• In the (common) case of labels overlaps – function pointLabel 
{maptools}. 

• pointLabel uses same basic arguments(x, y, labels) as 
the text function. 

x numeric vector: X coordinates of points in the plot

y numeric vector: Y coordinates of points in the plot

labels character vector: specifies the text to be displayed on the plot

cex numeric: character expansion factor (Default = 1)



table {base}

• table use the cross-classification to build a contingency table of the 
counts for each combination of factor levels (categories) 

... one or more objects that can be interpreted as factors

exclude levels remove to all factors

stringsAsFactors logical: should the classifying factors be returned as factors 
or strings (default = T)



cor {stats}

• cor computes correlation of x and y. For matrix: correlations of all 
pairs of rows/cols and diagonal. For matrices: col-wise pairs.  

x numeric: vector, matrix or data.frame

y numeric: vector, matrix or data.frame (compatible dimensions to x)

method character: "pearson", "kendall", "spearman"

na.rm logical: should NA values be removed? (default = F)



cor.test {stats}

• cor.test tests for association between paired samples of x and y 

x numeric: vector

y numeric: vector (compatible length to x)

alternative character: "two.sided", "less", "greater"

method character: "pearson", "kendall", "spearman"

conf.level numeric: sets the significance threshold (default = 0.95)

na.rm logical: should NA values be removed? (default = F)



corrplot {corrplot}

• corr.plot produces a graphical display of a correlation matrix 
including large number of additional arguments

corr numeric: the correlation matrix to visualize

method character: visualization methods = "circle" (default ), "square", 
"ellipse", "number", "pie", "shade", "color"

type character: type of plot = "full" (default ), "lower", "upper"

na.rm logical: should NA values be removed? (default = F)



cluster_similarity {clusteval}

• cluster_similarity calculates the specified similarity statistic 
based on co-memberships of the observations. 

labels1 a vector of n clustering labels

labels1 a vector of n clustering labels

similarity character: "jaccard", "rand"

na.rm logical: should NA values be removed? (default = F)



Exercise

• Download the “MEBn5033_11_MA_practice_empty.R” from 
In-Class Exercises folder and follow the instructions


