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Abstract  Sports betting is increasing worldwide, with an associated increase in sports 
betting-related problems. Previous studies have examined risk factors for problem gam-
bling amongst sports bettors and have identified demographic, behavioural, marketing, nor-
mative and impulsiveness factors. These studies have generally compared those in problem 
gambling, or a combination of moderate risk and problem gambling, groups to non-prob-
lem gamblers, often due to statistical power issues. However, recent evidence suggests that, 
at a population level, the bulk of gambling-related harm stems from low risk and mod-
erate risk gamblers, rather than problem gamblers. Thus it is essential to understand the 
risk factors for each level of gambling-related problems (low risk, moderate risk, problem) 
separately. The present study used a large sample (N = 1813) to compare each gambling 
risk group to non-problem gamblers, first using bivariate and then multivariate statistical 
techniques. A range of demographic, behavioural, marketing, normative and impulsiveness 
variables were included as possible risk factors. The results indicated that some variables, 
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such as gambling expenditure, number of accounts with different operators, number of dif-
ferent types of promotions used and impulsiveness were significantly higher for all risk 
groups, while others such as some normative factors, age, gender and particular sports bet-
ting variables only applied to those with the highest level of gambling-related problems. 
The results generally supported findings from previous literature for problem gamblers, 
and extended these findings to low risk and moderate risk groups. In the future, where sta-
tistical power allows, risk factors should be assessed separately for all levels of gambling 
problems.

Keywords  Sports betting · Gambling · Risk factors · Problem gambling · Impulse betting

Introduction

Sports betting activities are increasing worldwide, especially in countries such as Australia, 
Singapore and the UK where their regulation has been liberalised (Foley-Train 2014). Sev-
eral researchers have argued that sports betting is increasingly contributing to problem 
gambling (Hing et al. 2014a, c; Lamont et al. 2011; McMullan 2011), and early evidence 
supports this contention. In a worldwide review of gambling prevalence studies conducted 
since 1975, sports betting was one of the forms most strongly associated with problem 
gambling (Williams et al. 2012a). Analyses of wagering data also implicate sports betting 
in problem gambling (Brosowski et al. 2012; LaPlante et al. 2014), and gambling treatment 
services have reported a greater proportion of clients presenting with sports betting prob-
lems (Blaszczynski and Hunt 2011). Thus, it is important to identify risk factors for prob-
lem gambling amongst sports bettors. From a public health perspective, it is also informa-
tive to identify risk factors for low risk and moderate risk gambling. This is because, at the 
population level, most of the harm arising from gambling is actually due to low risk and 
moderate risk gambling (Browne et al. 2016). Therefore, understanding the determinants 
of harmful gambling at all levels of gambling risk can more comprehensively inform pre-
vention, harm minimisation and treatment initiatives in order to reduce overall gambling 
harm.

Demographic, behavioural, normative and marketing risk factors amongst sports bettors 
have previously been studied, amongst 639 sports bettors from Queensland Australia, with 
more frequent sports bettors purposefully oversampled (Hing et al. 2016). However, Hing 
et al. (2016) examined only factors increasing problem gambling severity scores amongst 
sports bettors, and did not distinguish amongst risk factors for low risk, moderate risk and 
problem gamblers. Their study was also limited to bivariate analyses, due to the use of non-
parametric statistics, and therefore could not identify unique contributors to gambling prob-
lems. Other studies have focused on a narrower range of risk factors amongst sports bet-
tors, such as betting behaviours (Adami et al. 2013; Braverman and Shaffer 2012; LaBrie 
and Shaffer 2011; Xuan and Shaffer 2009), peer group influence (Gordon et al. 2015) and 
marketing factors (Sproston et  al. 2015), or have focussed on demographic, behavioural 
and psychological risk factors amongst online sports bettors (Hing et al. 2017a). A more 
comprehensive risk factor model has yet to be tested. Thus, the aim of the present investi-
gation was to examine demographic, behavioural, marketing, normative and impulsiveness 
risk factors related to sports betting for all levels of gambling-related problems, using a 
large dataset that allowed sufficient statistical power using multivariate techniques.
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Literature Review

Demographic Risk Factors for Gambling‑Related Problems

A literature review notes that research has consistently found younger age and male gender 
to be risk factors for problematic gambling in general, as well as ethnicity/immigration sta-
tus and lower education (Johansson et al. 2009). Income and marital status were not clear 
risk factors, because existing studies have produced contradictory results.

However, different gambling forms appeal to different demographics. For example, lot-
tery gamblers tend to be older and in paid employment, whereas sports bettors tend to be 
young males aged 18–34 (Delfabbro 2012; Humphreys and Pérez 2012; Sproston et  al. 
2012; Wardle and Seabury 2012). Concerns have been raised about the vulnerability of 
young males to sports betting problems (Lamont et  al. 2011; McMullan 2011; Thomas 
et al. 2012b), and young men are increasingly reporting difficulty controlling their online 
sports betting to treatment providers (Blaszczynski and Hunt 2011). Thus young age and 
male gender are likely to be risk factors amongst sports bettors.

Other demographic characteristics, including income, education and marital status, also 
differ across gambling forms (Delfabbro 2012), and have been related to gambling prob-
lems (Delfabbro 2012; Williams et al. 2012a, b). Delfabbro (2012) notes that these factors 
are likely to be confounded with age. It is surprising, then, that sports bettors tend to be 
younger, and yet have higher income than those who engage in other forms (Delfabbro 
2012, p. 21). Hing et al. (2016) found no significant relationship between income and prob-
lem gambling amongst sports bettors, while another study of online sports bettors found 
an association with lower income (Hing et al. 2017b). Given these contradictory results, 
studying income as well as disposable income amongst sports bettors may provide new 
insights in the current study.

Hing et al. (2016) found that marital status (being single/never married) and education 
(particularly those with undergraduate degrees) were related to higher problem gambling 
severity amongst sports bettors. However, as Hing et  al. used non-parametric statisti-
cal analyses, they were unable to conduct multivariate analyses to control for confounds 
between variables (Delfabbro 2012). Thus, there is scope for a multivariate analysis of 
these factors amongst sports bettors that can account for overlap between potentially-
related variables.

Finally, ethnic minority status (measured by being born outside of Australia and speak-
ing a language other than English as the main language at home) has been related to gam-
bling problems amongst Australian online sports bettors (Hing et al. 2017b). Hence, eth-
nicity is another candidate factor being examined in the current study.

Sports Betting Behaviours

Several behavioural aspects of sports betting have been related to problem gambling. 
One is sports betting involvement, reflected in sports betting frequency, expenditure and 
number of sports betting accounts. Higher sports betting frequency and expenditure have 
been associated with gambling problems amongst sports bettors (Braverman and Shaffer 
2012; Hing et al. 2017a; LaBrie and Shaffer 2011), and gambling online also appears to 
be associated with gambling-related problems (Gainsbury et al. 2013; Wardle et al. 2011; 
Wood and Williams 2010). Gainsbury et al. (2015) found that online gamblers who held 
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accounts with multiple betting providers were significantly more likely to be problem gam-
blers, although Hing et al. (2016) found no such relationship amongst sports bettors. Taken 
together, these results suggest that greater involvement in sports betting may be a risk fac-
tor for gambling-related problems.

A further behavioural risk factor may be the types of sports bets placed. Greater pref-
erence for betting on within-match contingencies appears to distinguish higher risk from 
lower risk sports bettors. For example, Hing et  al. (2016) found that sports bettors with 
higher problem gambling severity scores placed a greater percentage of their bets on key 
events and micro events within the match (rather than on the final outcome of the match). 
Analyses based on wagering industry data (Brosowski et  al. 2012; LaPlante et  al. 2014) 
have also identified in-play betting as a risk factor for problem gambling, especially on live 
action bets (micro bets). In Australia, these micro in-play bets cannot be placed via domes-
tically-regulated betting websites, only via telephone and in retail outlets; although they are 
provided illegally by offshore sites that are readily available to Australian sports bettors. 
Hing et al. (2016) found that placing a higher proportion of bets via the telephone is a risk 
factor for problem gambling amongst sports bettors, which likely reflects a preference for 
placing in-play bets through legal channels. Thus, the mode of placing bets is important to 
consider when assessing risk factors for sports bettors who are subject to different regula-
tory restrictions on different bet types.

Exposure to Advertising and Use of Promotions

Advertisements for gambling products are deeply integrated in broadcasts of sporting 
events (GBGC 2013; Milner et al. 2013; Thomas et al. 2012a), and exposure to gambling-
related marketing is increasing (ACMA 2013; Gainsbury et al. 2016a; Hing et al. 2014a; 
McMullan 2011; Sproston et al. 2015). These advertisements tend to promote gambling on 
sports as a healthy, harmless activity (Lamont et al. 2011).

This level of exposure may normalise sports betting (Lamont et al. 2011; Sproston et al. 
2015; Thomas et  al. 2012b). Sproston et  al. (2015) noted that regular discussions about 
gambling and the placement of bets occur in workplaces and social settings. Gordon et al. 
(2015) found that sports betting was embedded in the everyday lives of 18–30  year old 
sports bettors in Australia. Thomas et al. (2012a, b) suggest that young adult males may 
succumb to peer pressure from friends in order to fit in. Thus it is important to understand 
how sports bettors perceive the level of gambling involvement of their peers, including oth-
ers of similar age and gender.

Furthermore, previous research has found that at-risk and problem gamblers report 
higher levels of exposure to sports betting advertisements and promotions (Hing et  al. 
2015; Sproston et al. 2015), although the relationship between exposure to gambling mar-
keting and problem gambling is complex and has not been established (Lopez-Gonzalez 
et  al. 2017). Indeed, marketing theory suggests that more involved consumers pay more 
attention (Pratkanis and Greenwald 1993), and that repeated exposure has positive effects 
leading to formation of preferences (Fang et al. 2007). These marketing cues can induce 
craving, and urge-inducing triggers can reinforce gambling behaviour over time (Binde 
2009, 2014; Hing et al. 2014c; Martin et al. 2013), thus thwarting attempts to moderate or 
abstain from gambling.

At least some of these promotions are designed to encourage impulse betting, and prob-
lem gamblers tend to be more impulsive (see van Holst et al. 2010 for a review), especially 
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amongst younger people, including adolescents (Vitaro et al. 1997). As such, impulse bet-
ting may be an important risk factor for problem gambling.

Impulse Betting

The consumer behaviour literature describes impulse buying as spontaneous purchasing, 
without due reflection by the purchaser of why that purchase should be made (Rook 1987; 
Rook and Fisher 1995; Sharma et al. 2010; Verplanken and Herabadi 2001).

Impulse purchases are most likely to occur amongst individuals with higher levels of 
impulsivity, due to situational factors that create a strong urge to purchase the product, 
and the desire for immediate gratification, with reduced concern about the consequences 
(Amos et  al. 2014; Rook 1987; Youn and Faber 2000). As noted above, problem gam-
blers tend to be more impulsive, raising concerns about advertisements and promotions 
that encourage impulse betting, and the ability to place the bet immediately online, includ-
ing on connected devices (Gainsbury et al. 2016b). Furthermore, Amos et al. (2014) found 
that the strongest situational determinant of impulse buying was positive social influence, 
such as perceived social norms. When taken together with the studies described above that 
indicate that young males in particular may be vulnerable to social influence around sports 
betting (Gordon et al. 2015; Thomas et al. 2012b), there are concerns around impulse bet-
ting as a risk factor for problem gambling.

A key example of impulse betting is live-action, or in-play betting, which involves bets 
placed on events such as the outcome of the next ball in a cricket match. Studies by LaBrie 
et al. (2007) and LaPlante et al. (2008) have identified a group of highly involved sports 
bettors that is heavily involved in in-play betting. In-play bets are almost always placed on 
impulse, because the markets are only available for a short period of time, and are gener-
ally not available before the match starts. In-play bets are attractive to problem gamblers 
(Hing et al. 2014c) and the advertisements for these types of bets generally emphasise the 
ease of placing impulse bets (Hing et al. 2015; Sproston et al. 2015). Placing a higher pro-
portion of impulse bets has previously been implicated as a factor that distinguishes high 
risk sports bettors (Braverman et  al. 2013; Gray et  al. 2012; Hing et  al. 2016; LaPlante 
et al. 2008, 2014; Nelson et al. 2008), including bets placed during the match, as well as 
bets placed on impulse before the start of the match (Hing et al. 2016).

A New Perspective

Many studies into issues related to problem gambling do not focus exclusively on prob-
lem gamblers, since they comprise a relatively small percentage of the population. Instead, 
such studies tend to combine moderate risk [Problem Gambling Severity Index (PGSI) 
score 3–7; Ferris and Wynne 2001] and problem gamblers (PGSI score 8–27) in order to 
provide enough statistical power to find statistically significant results. Similarly, most risk 
factor studies compare “non-problem” gamblers to “at-risk” gamblers, with the former 
group based on a PGSI score of 0–2 (i.e., non-problem and low risk gamblers), and the lat-
ter group on 3–27 (i.e., moderate risk and problem gamblers).

However, an influential recent study (Browne et al. 2016) indicates that, at a population 
level, approximately half of gambling-related harm is due to low risk gamblers, one-third is 
due to moderate risk gamblers, with only 15% due to problem gamblers. Thus, it is impor-
tant to consider these groups separately where statistical considerations allow, to inform 
appropriate interventions that can be targeted towards each group. The present study sought 
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to examine demographic, behavioural, marketing, normative and impulsiveness risk factors 
related to sports betting for all levels of gambling-related problems separately for low risk, 
moderate risk and problem gamblers, by comparing each group to non-problem gamblers. 
The large sample obtained for this study allowed us to overcome statistical power issues for 
such an analysis.

Methods

Participants and Recruitment

A total of 1813 respondents were recruited through an online panel provider (Qualtrics). 
Inclusion criteria were: being 18 years or older, living in Australia, and betting on sports 
during the last 12 months. The survey was administered during July to September, 2016 
and median survey completion time was 17.0 min. Informed consent was obtained at the 
start of the survey and respondents were told that they could withdraw at any time. The 
respondents were mostly male (68.9%), with a mean age of 35.3 years (SD = 12.6).

This study was approved by Southern Cross University Human Research Ethics Com-
mittee, approval number ECN-16-201, and reciprocal approval was granted by CQUniver-
sity Human Research Ethics Committee, approval number H16/06-163.

Measures

Problem Gambling

The Problem Gambling Severity Index (PGSI; Ferris and Wynne 2001) was used as a 
measure of problem gambling. The PGSI consists of nine items, with response options 
ranging from never (0) to almost always (3). Possible scores range from 0 to 27, and 
respondents are classified into the following risk groups based on their score: non-problem 
gamblers (NP; PGSI = 0), low risk gamblers (LR; PGSI = 1–2), moderate risk gamblers 
(MR; PGSI = 3–7) and problem gamblers (PG; PGSI = 8–27). Cronbach’s alpha for the 
PGSI in this dataset was .94.

Demographics

The following demographic measures were collected: gender (male, female); age (years); 
personal pre-tax annual income for the last year (in $10K brackets); personal disposable 
weekly income; marital status (see Table 1 for response options); highest level of education 
(see Table 1 for response options); and main language spoken at home (English, other).

Sports Betting Behaviour

The following variables were collected in terms of sports betting behaviour: frequency 
of sports betting overall during the last 12 months (never, less than once every 2 months, 
about once every 2 months, about once a month, 2–3 times a month, about once a week, 
2–3 times a week, 4 times or more a week), as well as frequency of betting on each of nine 
sports during the last 12 months; the year in which they first bet on sports (recoded into 
number of years since they first bet on sports); number of accounts with different operators; 
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expenditure on sports betting not including winnings in a typical month during the last 
12 months (open-ended question); number of days in a typical month on which they bet on 
sports during the last 12 months (open-ended, maximum possible answer = 31); average 
number of bets per day on which they bet on sports (open-ended, no restriction).

Respondents were also asked about the modes they use for sports betting during the last 
12 months by asking the percentage of their sports bets that were placed online, by tel-
ephone calls and via land-based venues (with the total required to sum to 100%).

Respondents were also asked about the types of sports bets that they placed during 
the last 12  months, including: the percentage of bets placed before and after the match 
started (total required to sum to 100%, here we only report percentage placed after the 
match started as the results are complementary); the percentage of bets placed on the final 
outcome of the match, versus key events within the match (e.g., who scores the first goal), 
versus micro events within the match (e.g., the outcome of the next ball in cricket; with the 
total for the three options required to sum to 100%).

Exposure to Advertising and Use of Promotions

Measures of possible exposure to advertising and promotions included: frequency of 
watching sports live, on television or online during the most recent or current season (a 
composite variable of frequency of watching multiple sports; Cronbach’s alpha .86); fre-
quency of seeing or hearing advertisements and promotions for sports betting when 
exposed to the media (never, sometimes, most of the time, almost always); number of pro-
motions used (based on frequency of use of ten types of sports betting promotions during 
the last 12 months, such as bonus bet, multi bet offer and refund/stake back offer).

Peer Norms

Peer norms for sports betting was measured by asking respondents to estimate the gam-
bling habits of other people of their age and gender. The three questions were; estimated 
monthly expenditure (open-ended), estimated number of days per month on which sports 
bets were placed (open-ended, maximum of 31), and estimated number of bets placed on a 
typical day on which others of their age and gender bet on sports (open-ended).

Impulsiveness

Impulsiveness was measured using the 8-item Barratt Impulsiveness Scale-Brief (BIS-
Brief; Steinberg et  al. 2013), with response options ranging from ‘rarely/never’ (1) to 
‘almost always/always’ (4), and appropriate items reverse-coded. Cronbach’s alpha for the 
BIS-Brief in this sample was .74.

Data Analysis

Bivariate and multivariate analyses were used to compare PGSI groups. We opted to 
use PGSI groups because they are more informative than raw scores from a policy per-
spective. The approach taken was to compare, separately, low risk (LR), moderate risk 
(MR) and problem gamblers (PG) to non-problem (NP) gamblers on each of the vari-
ables of interest, using Chi square tests of independence for categorical variables and 
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Bonferroni-corrected independent samples t tests for continuous variables, or Welch t 
tests where assumptions of equal variances were violated (see, e.g., Ruxton 2006).

Following these bivariate analyses, we conducted a multivariate analysis, in the 
form of an ordinal logistic regression, to account for overlap between the bivariate 
results. Variable selection, as well as tests for multicollinearity, are described in the 
results section below, as they are informed by the bivariate results. Thus, both sets of 
results (bivariate and multivariate) compare NPs to LR, to MR and to PG gamblers.

Some of the variables of interest (expenditure and number of bets placed per day of 
betting, as well as the participants’ estimates of expenditure and number of bets placed 
per day of betting by their peers) contained extreme outliers (up to 20 SD above the 
mean). In order to address this, the extreme 5% of outliers were winsorised for these 
variables (Salkind 2010, p. 1636). Winsorised results are identified in the tables.

Three variables relating to sports betting, advertising exposure and the use of pro-
motions were considered for dimension reduction: frequency of betting on each of nine 
sports, frequency of watching each of nine sports, and frequency of uptake of each of 
10 types of promotions. For betting frequency and frequency of uptake of promotions, 
factor analyses indicated unidimensional solutions for each, indicating that a single 
variable would be a more parsimonious method of analysing this information. Thus, 
general sports betting frequency was used for analysis, and promotions used was con-
verted into a “number of different types of promotions used” variable, which corre-
lated with each of the frequency of promotions variables (r  ~  .7). For frequency of 
sports watching, a single factor also appeared to be the most appropriate solution, with 
higher scores indicating more frequent sports watching.

All questions apart from income were compulsory. A total of 89 respondents 
declined to report their income, and were treated as missing cases for the bivariate 
analyses involving income.

Results

Bivariate Analyses

Demographics

LRs and MRs gamblers were significantly more likely to be male compared to NPs. 
MRs and PGs were significantly younger than NPs. MRs were significantly more likely 
to be single compared to NPs, while PGs were significantly less likely to be divorced, 
separated or widowed compared to NPs. Compared to NPs, LRs were significantly 
more likely to have a university or college degree as their highest level of completed 
education, MRs were significantly more likely not to have finished secondary edu-
cation, and PGs were significantly more likely to have a university degree, but less 
likely to have a trade, technical certificate or diploma, or postgraduate qualifications 
(Table 1). No significant differences were observed for personal pre-tax income, dis-
posable income, or main language spoken at home.
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Sports Betting Behaviour

Compared to NPs, MRs and PGs bet significantly more frequently on sport. LRs, MRs and 
PGs all had a significantly higher number of accounts with different operators compared 
to NPs, and also bet larger amounts. MRs and PGs bet on sports on a significantly higher 
number of days per month compared to NPs, and LRs, MRs and PGs all placed a signifi-
cantly higher number of bets on days when they did bet on sports compared to NPs. No 
significant differences were observed in terms of how long the respondents had been bet-
ting on sports (Table 2).

In terms of modes of betting, PGs placed a significantly lower proportion of their sports 
bets online compared to NPs, and MRs and PGs placed a significantly higher proportion of 
bets via telephone compared to NPs. No significant differences were observed in terms of 
proportion of bets placed via land-based venues.

Compared to NPs, MR and PG gamblers placed a significantly higher proportion of 
their bets after the match had started. MRs and PGs placed a significantly higher propor-
tion of their bets on events other than the final match outcomes compared to NP, including 
both on key events within the match (such as which player scores first), or on micro events 
(such as the outcome of the next ball in cricket, or who will score next in football). LRs 
also placed a significantly higher proportion of their bets on micro events within the match 
compared to NPs.

Exposure, Norms, Impulsiveness

MRs and PGs watched sports significantly more frequently than NPs, but PGs reported see-
ing or hearing advertisements and promotions for sports betting when they were exposed 
to the media significantly less frequently than NPs. LRs, MRs and PGs reported using a 
significantly higher number of different types of promotions compared to NP. Compared to 
NPs, MRs and PGs believed that their peers spent a significantly higher amount of money 
on gambling, while PGs believed that their peers bet on more days, and placed more bets 
on a day of betting compared to NPs. LR, MR and PG gamblers all exhibited significantly 
higher levels of impulsivity compared to NP (Table 3).

Multivariate Analyses

In this ordinal logistic regression, variables found to be statistically significantly different 
between PGSI groups were included as predictors, with PGSI groups as the dependent var-
iable (reference  =  non-problem gamblers). The following variables were dummy-coded: 
marital status (reference = married), education (reference = less than year 12 or equiva-
lent) and gender (reference = male).

We inspected the set of predictors (described below) for possible multicollinearity. The 
lowest tolerance measures were for the education dummy variables (.32), and for the per-
centage of bets placed on the outcome of the match, for key events within the match, and 
for micro events within the match (~ .2). All other tolerance measures were .48 or higher. 
Two possibilities were considered: (1) remove the variables with low tolerance or (2) run 
a regression that allows for multicollinearity between predictors (Le Cessie and Van Hou-
welingen 1992). We did both and the results were generally very similar. We report the 
latter approach, which was three logistic regressions with ridge estimators. These analyses 

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



235J Gambl Stud (2019) 35:225–246	

1 3

Ta
bl

e 
2  

C
om

pa
ris

on
s o

f s
po

rts
 b

et
tin

g 
be

ha
vi

ou
rs

 b
et

w
ee

n 
no

n-
pr

ob
le

m
, l

ow
-r

is
k,

 m
od

er
at

e-
ris

k 
an

d 
pr

ob
le

m
 g

am
bl

er
s (

M
, S

D
)

In
fe

re
nt

ia
l t

es
ts

 a
re

 B
on

fe
rr

on
i-c

or
re

ct
ed

 te
sts

, a
lp

ha
 =

 .0
17

. T
es

ts
 a

re
 in

de
pe

nd
en

t s
am

pl
es

 t 
te

sts
 o

r W
el

ch
 t 

te
sts

 (i
nd

ic
at

ed
 b

y 
^)

. *
p 

<
 .0

17
. V

al
ue

s i
n 

bo
ld

 a
re

 si
gn

ifi
ca

nt
ly

 
di

ffe
re

nt
 to

 th
at

 fo
r t

he
 n

on
-p

ro
bl

em
 g

ro
up

N
P 

no
n-

pr
ob

le
m

, L
R 

lo
w

 ri
sk

, M
R 

m
od

er
at

e 
ris

k,
 P

G
 p

ro
bl

em
 g

am
bl

er
s

Va
ria

bl
e

PG
SI

 g
ro

up
In

fe
re

nt
ia

l s
ta

tis
tic

s

N
P

LR
M

R
PG

N
P 

ve
rs

us
 L

R
N

P 
ve

rs
us

 M
R

N
P 

ve
rs

us
 P

G

n
35

3
29

4
32

0
84

9

G
en

er
al

 sp
or

ts
 b

et
tin

g 
va

ri
ab

le
s

Sp
or

ts
 b

et
tin

g 
fr

eq
ue

nc
y

3.
47

 (1
.4

1)
3.

55
 (1

.5
6)

3.
79

 (1
.5

6)
4.

53
 (1

.5
7)

−
 .6

2^
−

 2
.7

8*
^

−
 1

1.
49

*^
N

um
be

r o
f y

ea
rs

 si
nc

e 
fir

st 
be

t o
n 

sp
or

ts
11

.2
2 

(8
.8

2)
10

.9
1 

(8
.8

6)
11

.7
9 

(8
.4

1)
10

.1
8 

(6
.9

5)
.4

5
−

 .8
6

1.
98

^
N

um
be

r o
f a

cc
ou

nt
s w

ith
 d

iff
er

en
t o

pe
ra

to
rs

1.
38

 (1
.1

7)
1.

82
 (1

.8
1)

2.
04

 (1
.7

2)
4.

76
 (4

.1
1)

−
 3

.5
7*

^
−

 5
.7

6*
^

−
 2

1.
92

*^
Ex

pe
nd

itu
re

 ($
, w

in
so

ris
ed

)
98

.1
1 

(2
04

.6
4)

19
1.

56
 (3

84
.9

2)
26

7.
49

 (4
39

.2
2)

44
9.

47
 (5

58
.9

5)
−

 3
.7

5*
^

−
 6

.3
1*

^
−

 1
5.

93
*^

N
um

be
r o

f d
ay

s i
n 

a 
ty

pi
ca

l m
on

th
 o

n 
w

hi
ch

 th
ey

 b
et

 
on

 sp
or

ts
4.

77
 (5

.3
7)

5.
72

 (5
.8

3)
6.

92
 (6

.1
0)

11
.6

3 
(8

.5
0)

−
 2

.1
5

−
 4

.8
4*

^
−

 1
6.

81
*^

A
ve

ra
ge

 n
um

be
r o

f b
et

s p
er

 d
ay

 o
n 

w
hi

ch
 th

ey
 b

et
 o

n 
sp

or
ts

 (w
in

so
ris

ed
)

2.
58

 (2
.3

4)
3.

49
 (3

.7
3)

3.
83

 (3
.4

9)
7.

74
 (7

.2
0)

−
 3

.6
3*

^
−

 5
.4

1*
^

−
 1

8.
66

*^

Sp
or

ts
 b

et
tin

g 
m

od
es

 a
nd

 d
ev

ic
es

%
 o

f s
po

rts
 b

et
tin

g 
co

nd
uc

te
d 

on
lin

e
69

.0
2 

(3
8.

70
)

71
.0

7 
(3

6.
52

)
68

.0
5 

(3
4.

29
)

57
.1

7 
(3

1.
32

)
−

 .6
9^

.3
5^

5.
09

*^
%

 o
f s

po
rts

 b
et

tin
g 

co
nd

uc
te

d 
vi

a 
te

le
ph

on
e

1.
74

 (7
.4

9)
2.

33
 (1

0.
78

)
4.

17
 (1

2.
15

)
16

.3
3 

(1
8.

83
)

−
 .8

2
−

 3
.0

8*
^

−
 1

9.
21

*^
%

 o
f s

po
rts

 b
et

tin
g 

co
nd

uc
te

d 
vi

a 
la

nd
-b

as
ed

 v
en

ue
29

.5
2 

(3
8.

42
)

26
.6

0 
(3

5.
62

)
27

.7
9 

(3
2.

10
)

26
.5

5 
(2

4.
49

)
1.

00
^

.6
4^

1.
34

^
Ty

pe
s o

f s
po

rt
s b

et
s

%
 o

f s
po

rts
 b

et
s p

la
ce

d 
du

rin
g 

th
e 

m
at

ch
 (i

.e
., 

af
te

r 
th

e 
m

at
ch

 h
as

 st
ar

te
d)

6.
23

 (1
6.

59
)

8.
03

 (1
7.

74
)

12
.4

2 
(2

1.
62

)
35

.4
1 

(2
7.

55
)

1.
33

4.
14

*^
22

.5
6*

^

%
 o

f s
po

rts
 b

et
s p

la
ce

d 
on

 th
e 

fin
al

 m
at

ch
 o

ut
co

m
e

89
.0

2 
(2

0.
77

)
85

.1
1 

(2
3.

99
)

82
.0

2 
(2

5.
92

)
55

.0
5 

(3
0.

92
)

2.
19

^
3.

84
*^

22
.1

6*
^

%
 o

f s
po

rts
 b

et
s p

la
ce

d 
on

 k
ey

 e
ve

nt
s w

ith
in

 th
e 

m
at

ch
 (e

.g
., 

w
ho

 sc
or

es
 th

e 
fir

st 
go

al
)

9.
09

 (1
8.

42
)

11
.0

3 
(1

8.
82

)
13

.5
1 

(2
1.

14
)

25
.6

9 
(2

2.
05

)
−

 1
.3

2
−

 2
.8

7*
^

−
 1

3.
40

*^

%
 o

f s
po

rts
 b

et
s p

la
ce

d 
on

 m
ic

ro
 e

ve
nt

s w
ith

in
 th

e 
m

at
ch

 (e
.g

., 
th

e 
ou

tc
om

e 
of

 th
e 

ne
xt

 b
al

l i
n 

cr
ic

ke
t)

1.
89

 (7
.0

9)
3.

91
 (1

2.
32

)
4.

52
 (1

1.
81

)
19

.3
8 

(2
0.

33
)

−
 2

.4
9^

*
−

 3
.4

5*
^

−
 2

2.
04

*^

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



236	 J Gambl Stud (2019) 35:225–246

1 3

Ta
bl

e 
3  

C
om

pa
ris

on
s o

f e
xp

os
ur

e,
 n

or
m

at
iv

e 
in

flu
en

ce
s a

nd
 im

pu
ls

iv
en

es
s b

et
w

ee
n 

no
n-

pr
ob

le
m

, l
ow

-r
is

k,
 m

od
er

at
e-

ris
k 

an
d 

pr
ob

le
m

 g
am

bl
er

s

In
fe

re
nt

ia
l t

es
ts

 a
re

 B
on

fe
rr

on
i-c

or
re

ct
ed

 te
sts

, a
lp

ha
 =

 .0
17

. T
es

ts
 a

re
 in

de
pe

nd
en

t s
am

pl
es

 t 
te

sts
 o

r W
el

ch
 t 

te
sts

 (i
nd

ic
at

ed
 b

y 
^)

. *
p 

<
 .0

17
. V

al
ue

s i
n 

bo
ld

 a
re

 si
gn

ifi
ca

nt
ly

 
di

ffe
re

nt
 to

 th
at

 fo
r t

he
 n

on
-p

ro
bl

em
 g

ro
up

N
P 

no
n-

pr
ob

le
m

, L
R 

lo
w

 ri
sk

, M
R 

m
od

er
at

e 
ris

k,
 P

G
 p

ro
bl

em
 g

am
bl

er
s

Va
ria

bl
e

PG
SI

 g
ro

up
In

fe
re

nt
ia

l s
ta

tis
tic

s

N
P

LR
M

R
PG

N
P 

ve
rs

us
 L

R
N

P 
ve

rs
us

 M
R

N
P 

ve
rs

us
 P

G

n
35

3
29

4
32

0
84

9

Ex
po

su
re

 to
 a

nd
 u

se
 o

f p
ro

m
ot

io
ns

Fr
eq

ue
nc

y 
of

 w
at

ch
in

g 
sp

or
ts

2.
45

 (.
97

)
2.

59
 (.

96
)

2.
78

 (.
95

)
3.

89
 (1

.3
6)

−
 1

.7
8

−
 4

.4
8*

−
 2

0.
71

*^
Fr

eq
ue

nc
y 

of
 e

xp
os

ur
e 

to
 a

dv
er

tis
em

en
ts

 a
nd

 p
ro

-
m

ot
io

ns
 fo

r s
po

rts
 b

et
tin

g
2.

65
 (.

85
)

2.
69

 (.
78

)
2.

68
 (.

77
)

2.
50

 (.
77

)
−

 .7
0^

−
 .5

7^
2.

84
*^

N
um

be
r o

f p
ro

m
ot

io
ns

 u
se

d
2.

26
 (2

.8
2)

3.
92

 (3
.2

7)
5.

18
 (3

.5
9)

8.
63

 (2
.6

8)
−

 6
.8

2*
^

−
 1

1.
67

*^
−

 3
6.

22
*^

N
or

m
s

Es
tim

at
ed

 m
on

th
ly

 e
xp

en
di

tu
re

 b
y 

ot
he

rs
 (w

in
-

so
ris

ed
)

13
8.

80
 (1

89
.0

0)
17

1.
24

 (2
19

.0
8)

19
9.

70
 (2

44
.5

2)
29

3.
32

 (2
97

.6
1)

−
 2

.0
0^

−
 3

.5
9*

^
−

 1
0.

78
*^

Es
tim

at
ed

 n
um

be
r o

f d
ay

s o
n 

w
hi

ch
 o

th
er

s b
et

 o
n 

sp
or

ts
7.

22
 (6

.2
2)

6.
74

 (5
.8

7)
7.

81
 (6

.3
7)

11
.7

6 
(8

.7
1)

1.
00

−
 1

.2
2

−
 1

0.
18

*^

Es
tim

at
ed

 n
um

be
r o

f b
et

s p
la

ce
d 

by
 o

th
er

s p
er

 ty
pi

-
ca

l d
ay

 o
n 

w
hi

ch
 th

ey
 b

et
 o

n 
sp

or
ts

 (w
in

so
ris

ed
)

4.
51

 (4
.5

2)
5.

08
 (5

.7
4)

5.
00

 (5
.2

4)
8.

65
 (8

.2
0)

−
 1

.3
8^

−
 1

.3
1

−
 1

1.
19

*^

Im
pu

ls
iv

en
es

s
B

IS
-B

rie
f

1.
83

 (.
48

)
1.

96
 (.

46
)

2.
13

 (.
49

)
2.

49
 (.

39
)

−
 3

.4
5*

−
 7

.8
9*

−
 2

2.
71

*^

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



237J Gambl Stud (2019) 35:225–246	

1 3

Ta
bl

e 
4  

R
es

ul
ts

 fr
om

 th
e 

rid
ge

 lo
gi

sti
c 

re
gr

es
si

on
s c

om
pa

rin
g 

no
n-

pr
ob

le
m

 g
am

bl
er

s t
o 

lo
w

-r
is

k,
 m

od
er

at
e-

ris
k 

an
d 

pr
ob

le
m

 g
am

bl
er

s

Lo
w

-r
is

k 
ga

m
bl

er
s

M
od

er
at

e-
ris

k 
ga

m
bl

er
s

Pr
ob

le
m

 g
am

bl
er

s

Es
t

Sc
al

ed
SE

t
p

Es
t

Sc
al

ed
SE

t
p

Es
t

Sc
al

ed
SE

t
p

(I
nt

er
ce

pt
)

−
 1

.0
06

−
 2

.0
10

−
 6

.9
05

G
en

de
r (

re
f =

 m
al

e)
−

 .3
12

−
 3

.6
90

1.
19

5
−

 3
.0

87
.0

02
−

 .6
69

−
 7

.9
24

1.
93

7
−

 4
.0

91
<

 .0
01

−
 .4

95
−

 8
.1

42
3.

52
1

−
 2

.3
12

.0
21

M
ar

ita
l s

ta
tu

s (
re

f =
 m

ar
rie

d)
 S

in
gl

e
.0

71
.8

40
1.

15
9

.7
24

.4
69

.1
55

1.
89

3
1.

99
9

.9
47

.3
43

.0
39

.6
26

3.
69

9
.1

69
.8

66
 L

iv
in

g 
w

ith
 p

ar
tn

er
/d

e 
fa

ct
o

−
 .0

17
−

 .1
67

1.
18

1
−

 .1
41

.8
88

−
 .1

89
−

 1
.8

80
1.

93
2

−
 .9

73
.3

30
.3

15
4.

11
0

3.
35

8
1.

22
4

.2
21

 D
iv

or
ce

d/
se

pa
ra

te
d/

w
id

ow
ed

−
 .0

27
−

 .1
87

1.
19

8
−

 .1
56

.8
76

.2
38

1.
68

8
1.

90
5

.8
86

.3
76

.2
75

2.
07

9
3.

18
5

.6
53

.5
14

Ed
uc

at
io

n 
(r

ef
 =

 le
ss

 th
an

 y
ea

r 1
2)

 Y
ea

r 1
2 

or
 e

qu
iv

al
en

t
−

 .0
05

−
 .0

56
1.

09
5

−
 .0

51
.9

59
−

 .0
98

−
 1

.0
58

1.
91

5
−

 .5
52

.5
81

−
 .1

14
−

 1
.6

96
3.

72
4

−
 .4

55
.6

49
 A

 tr
ad

e,
 te

ch
ni

ca
l c

er
tifi

ca
te

 o
r 

di
pl

om
a

.0
16

.1
88

1.
07

7
.1

74
.8

62
−

 .2
05

−
 2

.4
16

1.
92

6
−

 1
.2

54
.2

10
−

 .3
06

−
 4

.4
40

3.
58

7
−

 1
.2

38
.2

16

 A
 u

ni
ve

rs
ity

 o
r c

ol
le

ge
 d

eg
re

e
.1

36
1.

55
3

1.
06

7
1.

45
6

.1
45

−
 .2

91
−

 3
.2

76
1.

92
1

−
 1

.7
06

.0
88

−
 .2

84
−

 4
.6

44
3.

78
0

−
 1

.2
28

.2
19

 P
os

tg
ra

du
at

e 
qu

al
ifi

ca
tio

ns
−

 .1
81

−
 1

.4
94

1.
14

0
−

 1
.3

11
.1

90
−

 .4
09

−
 3

.3
40

1.
94

4
−

 1
.7

18
.0

86
−

 .7
97

−
 8

.3
70

3.
60

7
−

 2
.3

21
.0

20
A

ge
−

 .0
06

−
 2

.0
58

1.
16

1
−

 1
.7

73
.0

76
−

 .0
07

−
 2

.6
38

2.
00

6
−

 1
.3

16
.1

88
−

 .0
11

−
 4

.6
25

3.
37

2
−

 1
.3

71
.1

70
Sp

or
ts

 b
et

tin
g 

fr
eq

ue
nc

y
−

 .0
43

−
 1

.6
28

1.
18

0
−

 1
.3

80
.1

67
−

 .0
80

−
 3

.1
02

2.
02

6
−

 1
.5

31
.1

26
.0

41
2.

27
0

3.
76

6
.6

03
.5

47
N

um
be

r o
f a

cc
ou

nt
s

.0
65

2.
49

6
1.

19
6

2.
08

8
.0

37
.1

21
4.

69
3

2.
13

9
2.

19
4

.0
28

.0
69

9.
17

0
4.

92
3

1.
86

3
.0

63
Ex

pe
nd

itu
re

 ($
, w

in
so

ris
ed

)
.0

00
2.

98
9

1.
16

4
2.

56
7

.0
10

.0
01

6.
65

9
2.

26
4

2.
94

1
.0

03
.0

01
15

.8
10

4.
67

5
3.

38
2

.0
01

A
vg

 n
um

be
r o

f d
ay

s o
n 

w
hi

ch
 th

ey
 

be
t o

n 
sp

or
ts

.0
05

.7
28

1.
16

1
.6

27
.5

31
.0

15
2.

21
0

2.
07

3
1.

06
6

.2
86

.0
33

9.
63

6
4.

25
6

2.
26

4
.0

24

A
vg

 n
um

be
r o

f b
et

s p
er

 b
et

tin
g 

da
y 

(w
in

so
ris

ed
)

.0
41

3.
18

2
1.

19
5

2.
66

2
.0

08
.0

57
4.

41
9

2.
03

1
2.

17
6

.0
30

.0
65

14
.9

51
4.

73
9

3.
15

5
.0

02

Sp
or

ts
 w

at
ch

in
g 

fr
eq

ue
nc

y
.0

23
.5

66
1.

18
5

.4
77

.6
33

.0
43

1.
09

5
2.

02
3

.5
41

.5
88

.2
16

10
.5

72
4.

22
1

2.
50

5
.0

12
%

 sp
or

ts
 b

et
s p

la
ce

d 
on

lin
e

.0
01

.7
61

1.
19

2
.6

38
.5

23
−

 .0
02

−
 2

.3
16

1.
92

2
−

 1
.2

05
.2

28
.0

01
1.

30
4

3.
43

0
.3

80
.7

04
%

 sp
or

ts
 b

et
s p

la
ce

d 
vi

a 
te

le
ph

on
e

.0
02

.4
50

1.
20

1
.3

75
.7

08
.0

09
2.

26
0

2.
06

2
1.

09
6

.2
73

.0
15

8.
89

2
4.

54
4

1.
95

7
.0

50
%

 sp
or

ts
 b

et
s p

la
ce

d 
du

rin
g 

th
e 

m
at

ch
.0

00
−

 .0
11

1.
19

4
−

 .0
09

.9
93

.0
01

.5
43

2.
02

4
.2

69
.7

88
.0

11
10

.3
12

4.
04

1
2.

55
2

.0
11

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



238	 J Gambl Stud (2019) 35:225–246

1 3

Es
t, 

es
tim

at
e;

 S
ca

le
d,

 sc
al

ed
 e

sti
m

at
e;

 S
E,

 st
an

da
rd

 e
rr

or
 o

f s
ca

le
d 

es
tim

at
e;

 t,
 t 

va
lu

e;
 p

, p
 v

al
ue

Ta
bl

e 
4  

(c
on

tin
ue

d)

Lo
w

-r
is

k 
ga

m
bl

er
s

M
od

er
at

e-
ris

k 
ga

m
bl

er
s

Pr
ob

le
m

 g
am

bl
er

s

Es
t

Sc
al

ed
SE

t
p

Es
t

Sc
al

ed
SE

t
p

Es
t

Sc
al

ed
SE

t
p

%
 sp

or
ts

 b
et

s p
la

ce
d 

on
 m

ic
ro

 
ev

en
ts

 w
ith

in
 th

e 
m

at
ch

.0
03

.7
53

1.
19

2
.6

32
.5

27
.0

02
.5

03
2.

00
7

.2
50

.8
02

.0
18

12
.2

71
4.

51
1

2.
72

0
.0

07

Ex
pe

nd
itu

re
 b

y 
pe

er
s (

w
in

so
ris

ed
)

.0
00

1.
18

8
1.

17
0

1.
01

6
.3

10
.0

00
2.

48
4

2.
01

8
1.

23
1

.2
18

.0
01

8.
71

5
3.

96
8

2.
19

6
.0

28
A

vg
 n

um
be

r o
f d

ay
s p

er
 m

on
th

 b
et

 
on

 sp
or

ts
 b

y 
pe

er
s

−
 .0

17
−

 2
.6

54
1.

17
3

−
 2

.2
62

.0
24

−
 .0

07
−

 1
.2

06
2.

00
2

−
 .6

03
.5

47
.0

06
1.

64
5

3.
96

2
.4

15
.6

78

A
vg

 n
um

be
r o

f b
et

s p
er

 b
et

tin
g 

da
y 

by
 p

ee
rs

 (w
in

so
ris

ed
)

.0
16

2.
13

1
1.

17
5

1.
81

4
.0

70
.0

17
2.

10
3

1.
96

7
1.

06
9

.2
85

.0
23

5.
97

1
4.

27
5

1.
39

7
.1

62

Fr
eq

ue
nc

y 
of

 e
xp

os
ur

e 
to

 sp
or

ts
 

be
tti

ng
 m

ar
ke

tin
g

.0
51

1.
06

8
1.

20
3

.8
88

.3
75

.0
62

1.
30

0
1.

89
0

.6
88

.4
92

−
 .0

52
−

 1
.4

48
3.

32
3

−
 .4

36
.6

63

N
um

be
r o

f d
iff

er
en

t p
ro

m
ot

io
ns

 
us

ed
.0

83
6.

58
4

1.
17

7
5.

59
4

<
 .0

01
.1

62
14

.8
09

2.
05

6
7.

20
4

<
 .0

01
.2

65
36

.5
60

3.
81

0
9.

59
5

<
 .0

01

Im
pu

ls
iv

en
es

s
.3

51
4.

23
8

1.
20

8
3.

50
9

<
 .0

01
1.

00
1

13
.1

21
1.

97
0

6.
66

1
<

 .0
01

2.
23

9
40

.0
92

3.
65

4
10

.9
73

<
 .0

01

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



239J Gambl Stud (2019) 35:225–246	

1 3

were conducted in R (v3.3.3) using the logisticRidge command in the ridge package, which 
automatically chooses the most appropriate lambda (Cule and De Iorio 2013). The results 
are indicated in Table 4.

Controlling for all other variables, gender was a significant factor, with males signifi-
cantly more likely to be LRs, MRs or PGs, compared to NP gamblers. Controlling for other 
variables, age and the marital status dummy variables did not significantly differentiate the 
groups. Education was a significant risk factor only for PGs, who were significantly less 
likely to have a postgraduate education (compared to the reference group of those who 
completed less than year 12).

In terms of sports betting variables, no significant differences were observed for sports 
betting frequency for any of the risk groups. LRs and MRs had a significantly higher num-
ber of accounts with different operators compared to NPs (no significant difference for PG 
vs NP, p = .063). MR and PG reported significantly higher sports betting expenditure than 
NP when controlling for the other variables in the model. PGs placed bets on significantly 
more days per month compared to NP, placed a significantly higher proportion of bets 
during the match, and on micro events within the match. No significant differences were 
observed in terms of the percentage of bets placed online or via the telephone, likely due to 
the presence of other in-play betting variables in the model.

PGs reported that their peers bet a significantly higher amount of money than that 
reported by NPs, and LRs reported that their peers bet on significantly fewer days per 
month compared to NPs. No significant differences were observed for any of the groups in 
terms of frequency of exposure to advertisements or promotions for sports betting. How-
ever, LRs, MRs and PGs reported using a significantly higher number of different types of 
promotions than NPs.

Finally, all groups (LR, MR and PG) had significantly higher impulsiveness scores than 
NP gamblers (Table 4).

Discussion

In general, the findings support some of the literature on risk factors for problem gam-
bling, particularly amongst sports bettors, while also adding to this previous knowledge by 
exploring not just problem gamblers, but all risk groups.

Demographic Risk Factors

Consistent with the previous literature (e.g., Blaszczynski and Hunt 2011), gender was a 
risk factor for problem gambling. The bivariate results, however, indicate that PGs are not 
necessarily more likely to be male compared to NPs, and that gender differences in previ-
ous studies may in part be due to studying MRs and PGs together. However, the multivari-
ate results indicate that, when controlling for other factors, males are overrepresented in all 
gambling risk groups compared to NP sports bettors.

In the bivariate results, age (specifically, being younger) was a significant risk factor for 
MRs and PGs, but not LRs, which is consistent with concerns raised by researchers such 
as Lamont et al. (2011), McMullan (2011) and Thomas et al. (2012a, b). The multivariate 
results, however, found that age was not a significant risk factor for problem gambling. It 
is possible that this is because age is correlated with other predictors in the model, such as 
marital status and education (Delfabbro 2012).
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Neither personal pre-tax income nor disposable income differed significantly across 
PGSI groups. While income is generally related to problem gambling when all forms are 
considered (Delfabbro 2012; Williams et  al. 2012a, b), the present finding is consistent 
with the study specifically on sports bettors by Hing et  al. (2016), which also found no 
significant relationship between income and all levels of problem gambling. Disposable 
income was of interest because online gamblers tend to have more disposable income 
(Gainsbury 2012), and online gambling is associated with gambling-related problems 
(Gainsbury et  al. 2013; Wardle et  al. 2011; Wood and Williams 2010). However, in the 
present study, no significant relationship was found. These findings may partially be due to 
the fact that sports betting tends to be conducted by those who already have a higher level 
of income compared to other gamblers (Delfabbro 2012), and thus there are no real differ-
ences to find. Or it could indicate that problem gambling can occur for sports bettors of all 
incomes.

The marital status results are consistent with previous studies, such as Hing et  al. 
(2016), in that higher levels of problem gambling are related to being single, or not being 
divorced/separated/widowed. However, as Delfabbro (2012) notes, such a finding is likely 
to be related to the lower age of respondents in higher risk groups, with younger people in 
general being less likely to have experienced divorce, separation, or being widowed.

The relationship between education and gambling risk groups potentially suggests that 
gambling-related problems and education are not related in a linear fashion. For example, 
MRs were significantly more likely to have not finished school compared to NPs, while 
PGs were significantly more likely to have an undergraduate degree. Therefore, the rela-
tionship between level of education and problem gambling may be more complex than a 
linear relationship.

The present results found that ethnic minority status was not a significant risk factor 
for gambling-related problems, in contrast with findings for online gamblers (Hing et al. 
2014b). In the present study, this was examined by exploring the main language spoken at 
home, and approximately 98% of the sample spoke English as their main language. This 
may indicate that the social nature of sports betting (Gordon et al. 2015; Sproston et al. 
2015) may make it less attractive to those who may experience a language barrier, as they 
may not have access to important information such as tips from colleagues. Instead, they 
may engage in other forms of gambling where lower levels of communication are not an 
issue (such as electronic gaming machines), or in forms where non-verbal communication 
is possible (most casino table games).

Sports Betting Behaviours and Impulsivity

In general, higher levels of sports betting participation were risk factors for MRs and PGs 
(generally consistent with Hing et  al. 2016). LRs were also significantly more likely to 
be more involved sports bettors in some ways than NPs, including placing more bets on a 
typical day of betting, and to have accounts with more operators than NPs (consistent with 
Gainsbury et al. 2015). Taken together, the results support the general finding that those 
who are more involved in sports betting, particularly in terms of frequency and expendi-
ture, are significantly more likely to experience gambling-related problems, even at lower 
levels of risk.

In terms of modes of access for sports betting, PGs place a significantly lower propor-
tion of their bets online compared to NPs, but both MRs and PGs place a higher proportion 
of their bets via the telephone. This is likely related to the finding that MRs and PGs place 
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a significantly higher proportion of their bets after the match has started, on key events 
or micro events within the match. These bets can only be placed via the telephone, so the 
differences in modes likely reflect the different nature of bets that are placed by sports bet-
tors in higher risk groups. These bets are only available for a short period of time and are 
therefore more likely to be placed on impulse compared to bets that are placed before the 
match begins. Together with the finding that sports bettors at any risk level are significantly 
higher in impulsiveness compared to NPs, these results suggest a clear relationship between 
impulse betting and all levels of problem gambling, consistent with van Holst et al. (2010), 
particularly given that highly involved sports bettors tend to be heavily involved in in-play 
betting (LaBrie et al. 2007; LaPlante et al. 2008). However, no causal relationship can be 
drawn from the current research design.

Exposure to Marketing Activity

MR and PG sports bettors watched sports significantly more frequently than NPs but PGs 
reported noticing significantly fewer messages than NP sports bettors when they were 
exposed to the media. It could be the case that PGs watch sport through different media, 
which contain fewer advertisements. It may also be that selective perception is at work, 
as PGs selectively screen out messages because of their high involvement and exposure to 
the messages, while for NPs their lower involvement raises awareness of the advertising 
messages.

However, promotions are clearly used more by those at higher risk levels. All risk levels 
(LR, MR and PG) used a significantly higher number of different types of promotions, with 
PGs reporting, on average, that they use 8.6 out of 10 possible types of promotions, and 
these promotions may be part of the reason that sports bettors in higher risk levels are more 
engaged gamblers (see Binde 2014).

Norms

With the levels of sports betting increasing in Australia, and given that discussions around 
sports betting in workplaces and social settings appear to be commonplace (Sproston et al. 
2015) and that sports bettors tend to cluster in lifestyle consumption communities (Gor-
don et  al. 2015), it is unsurprising that MRs and PGs think that others of their age and 
gender bet more often than NP sports bettors perceive their peers to bet. Given that these 
questions asked about others of the same age and gender, and given that there are age and 
gender differences between the risk groups, it is possible that such a result reflects reality 
to an extent. However, it also indicates that MRs and PGs in particular believe that a higher 
level of sports betting occurs amongst their peers, which may lead them to believe that this 
is acceptable for them, too. Several studies have found that higher risk gamblers tend to 
overestimate how much their peers gamble, and have therefore advocated the use of social-
norms based interventions as a harm minimisation strategy (Cunningham et al. 2009; Lar-
imer and Neighbors 2003; Neighbors et al. 2015).

Limitations

Limitations for this study include that the study was a self-report survey, and while reli-
able measures were used where possible, such surveys are always open to concerns around 
factors such as honesty, recall and introspective ability. However, given that the results 
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generally align with previous gambling research, these concerns are somewhat alleviated. 
The study was only conducted on respondents who lived in Australia, where certain laws 
are in effect around in-play betting (e.g., in-play bets cannot be placed online on domesti-
cally-regulated sites) and thus may not generalise to other countries. Finally, the study was 
cross-sectional and no causal directions can be inferred. Where possible, it would be use-
ful for future research to collect longitudinal data to determine rates of change and factors 
related to change between gambling risk groups.

Conclusion

This study has examined risk factors for low risk, moderate risk and problem gamblers 
amongst a sample of sports bettors. Taken together, the results indicate that some risk fac-
tors are relevant to all levels of problem gambling severity, and some are only relevant to 
those with severe gambling problems. In general, those at any level of gambling risk tend 
to be younger, male, more engaged sports bettors, who use more promotions and place 
a higher proportion of their bets on in-play betting. They are impulsive, and may either 
be surrounded by peers who bet often, or at least think that their peers bet often. Spe-
cific risk factors for MRs and PGs include even higher levels of sports betting involvement, 
such as betting on contingencies other than the final outcome of the match (e.g., on key 
or micro events within the match), placing a higher proportion of bets via the telephone, 
watching sports more often, and reporting that their peers are also more involved gamblers 
than those of NPs. These findings indicate that interventions aimed at prevention, harm 
minimisation and treatment for sports betting problems should target young adult males. 
They should also caution against placing bets on impulse and specifically in-play betting. 
Publicising normative behaviour on sports betting frequency and expenditure for different 
demographic groups would enable comparisons to be made, and may assist those exceed-
ing these norms to reconsider their betting engagement. Wagering operators could provide 
personalised feedback to sports bettors based on their actual online betting activity, and 
provide normative data for comparison. Caution is required however to deter sports bet-
tors who bet less than their peers from increasing their betting in order to reach normative 
levels.

The novel aspect of this study is that the results are separated by PGSI group, indicating 
that some risk factors are relevant even to lower risk gamblers. Given that much of the pop-
ulation level harm due to gambling is caused by lower risk gambling (Browne et al. 2016), 
it is crucial to understand these risk factors at each risk level. This level of insight is often 
not available due to relatively small samples and the relative rarity of problem gamblers. 
As such, this study provides a unique insight into the demographic, behavioural, market-
ing, normative and impulsiveness risk factors for each level of gambling risk.
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