
Time to spread the nets?
Network models in Psychology

Psychometrics, autumn 2021
Edita Chvojková

edita.chvojkova@mail.muni.cz

mailto:edita.chvojkova@


I will tell you a story…



















• the scale was published and everyone was happy

• What do you think about the CFM?

gambling

the desire to 
gamble

debt

family 
troubles



The causal interpretation of  CFM

assumption:

• local independence





Consequences of  Network Theory (by 
Sacha, 2020)

• Co-occurrence of  symptoms, moods, personality aspects understood as 
emergent behavior
• Implication: symptom-based interventions possible

• Every person is a different system
• Implication: personalized modeling and treatment

• Possible to think in terms of  attractor states with smooth or critical 
transitions
• Implication: dynamical models may lead to insight in optimal intervention

• Analogies possible to many fields



Pros & cons?

• the goal of  the CFM is to find a common cause
• parallel to e.g. medicine

• the goal of  the psychologist is to prevent and/or intervene
• dynamic psychological assessment

• do I know whether the latent variable exists?

• can I intervene on something which does not exist?

• disclaimer



Network Theory

• Traditional: symptoms cluster because of a shared origin

• Network: symptoms cluster because they influence each other
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Two most prevalent types of  data

Population data

Assumption: 

people are more or less 
interchangeable

Time series

Assumption:

The right time on the 
right scale









Network of  depression symptoms - DSM



Network of  depression symptoms - extended





Network Theory vs. Network 
Psychometrics

• Many authors agree with network theory (e.g., symptoms are 
active causal agents, and every person has a different system)

• Network theory may be disjoint from network psychometrics! 
Believing symptoms influence one-another is not equal to 
believing an Ising model underlies the data

• Network psychometrics, however, is now often applied as an 
(exploratory) way of  estimating potential network structures



What are Networks?

• A network is a set of  nodes connected by a set of  edges 
• Nodes are also called vertices

• Edges are also called links

• Networks are also called graphs

• A node represents an entity
• People

• Cities

• Symptoms

• Psychological construct/item



What are Networks

An edge represents some connection between two nodes

• Friendship / contact

• Distance

• Comorbidity

• Causality

• Interaction



Edges can be weighted or unweighted



Weighted networks

• Weights can be positive or negative, and indicate the strength of  an edge, 
with zero indicating no strength (identical to the absence of  an edge)
• Nodes that are connected by a strong edge can be seen as close by or easily 

reachable from one to the other

• Sometimes an edge has a length rather than a weight
• This is a positive value indicating the distance between two nodes

• A length of ∞ indicates no edge

• A weight is often recoded to a length by taking the inverse of  the absolute value 
of  the weight



Signs of  edges

Edges can have a sign (positive / negative)



Networks can be directed or undirected



Network Inference

• Once a network has been estimated, descriptive measures can be computed to 
investigate and summarize the structure

• Global inference
• E.g., Small-worldness, density (network resilience)

• Mostly still in development for weighted networks and MRFs

• Local inference (nodes/edges)
• e.g., node centrality, edge centrality, clustering

• many researchers in psychology focused on node centrality to obtain most 
“important” nodes

• Important: These measures were developed in in networks such as 
railway and social networks; real interpretation in psychological 
networks is not trivial



Centrality

• Centrality measures aim to assess the connectedness of  a given variable 
with all other variables in the network

• Many exist for unweighted networks; fewer for weighted networks
• Opsahl, T., Agneessens, F., & Skvoretz, J. (2010). Node centrality in weighted 

networks: Generalizing degree and shortest paths. Social networks, 32(3), 245-
251.



Centrality

• Node strength: how strongly a node is directly connected
• A central railway station is one with many railways running through it

• Closeness: how strongly a node is indirectly connected
• A central railway station is one located in the center of  the country, close to all 

destinations

• Betweenness: how well one node connects other nodes
• A central railway station is an important transit station

• Often similar results, but not necessarily



Centrality

Important: When estimating psychological networks centrality differences need to be tested for accuracy and 

stability. 



How do I get the edges?

• We often use undirected network models (Markov random fields –
graphical model of  joint probability distribution) 

• Gaussian data: Gaussian graphical model (bootnet)

• Edges show conditional dependencies 

• In the GGM: partial correlations

• Models based on either: 

• inverting the variance-covariance matrix

• nodewise regressions 

• joint estimation



Do you see any potential problems?



Přestávka 10 minut
Coffeebreak





We need get rid of  the edges!

Networks based on either: 

• inverting the variance-covariance matrix
• pruning – we are removing an edge depending on a significance test, I can 

correct against multiple testing (e.g., bonferroni)

• nodewise regressions 

• regularisation – I supress edges with low weights (lasso)

• joint estimation

• model search – we are seeking the best fitting model – the estimation 
ends when we cannot add/remove an edge based on a criterion
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Robusteness & stability of  your model

•what happened when networks emerged?

•networks are complex and complicated

•estimation is mostly quite demanding

•and sampling variability can ruin it

•what statistics can we be interested in?
•edge weights, centrality indices



Non-parametric bootstrap

• the sampling variability problem

• we compute a statistic (e.g. edge weight)

• we generate a new dataset by repeated 
sampling from the original one

• I recompute the statistic

• and repeat -> get confidence intervals



Case-drop bootstrap – “kick-out bootstrap”

• we are asking a question about how many cases can I kick out to keep 
my centrality estimates stable



Time series within EMS
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Sítě a latentní proměnné

• data v psychologii – model musí umět nechat všechno korelovat – proto 
taky faktorový model funguje tak dobře

• latent variable model je ekvivalentní network modelu, kde každý klastr je 
definovaný latentní proměnnou



Latentní a reziduální network modely



Take-home message

• Network theory (a.k.a. the network perspective/mutualism) views 
psychological behavior as a complex interplay of  psychological and other 
components

• Network psychometrics has been developed in response, allowing 
exploratory and confirmatory estimation of  network models from data

• Network models themselves have routinely been used to study social 
interactions/traffic/information flow. 
• Centrality investigates which nodes are important in a network



Thank you for your attention and good luck 
with the reading!


