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Today’s lecture

• non-normal continuous data 
• transform variables first (huge.npn in huge)

• ordinal data
• use Spearman correlations as input

• binary data
• IsingModel

• personalized networks & time series
• why are personalized networks so hot? 



Binary data: The Ising model

The Ising model is a model from physics, which describes magnetisation.

• the model is based on pairwise interactions between neighbouring 
variables in a network

• can model binary data (-1 / 1 or 0 / 1) - two neighbouring nodes want to 
be in the same state

• joint estimation (e.g., maximum likelihood) is hard, because of  the 
partition function.

• luckily, the Ising model can be estimated in a series of  logistic 
regressions!



Binary data: The Ising model in bootnet

Regularized – IsingFit

• Claudia van Borkulo’s eLasso algorithm 
uses a series of  piecewise regressions

• One by one, each variable features as a 
dependent variable in a logistic regression, 
with all the other variables as independent

• This gives a regression equation, which is 
optimised using a penalisation function 
(lasso)

• When a variable X is included in the 
prediction function for Y, then we say that 
X is in the neighbourhood of  Y

• When two variables are estimated to be in 
each other’s neighbourhood, we connect 
them with an edge

Unregularized – IsingSampler

• many different estimation methods

• don’t do it 



Personalized networks & time-series

• N=1 graphical VAR

• N > 1 multilevel VAR

• panel data – a strange thing;

the mysterious latent trait makes its return!



N = 1 ~ personalized networks 

• Graphical VAR

• One person measured several 
times in a short period

• Cases cannot reasonably be assumed 
to be independent 
• Knowing someone’s level of  fatigue at 

a time point helps predict his or her 
level of  fatigue at the next time point.

• Likelihood not easy to compute 
without two assumptions: 
• The time-series factorize according to 

a graph
• The model does not change over 

time



Molenaar on ergodicity – read it! 

• Only under extremely unrealistic assumptions are parameters estimated 
from cross-sectional data the same as parameters you would estimate 
from time-series data
• Molenaar, P. C. (2004). A manifesto on psychology as idiographic science: 

Bringing the person back into scientific psychology, this time forever. 
Measurement, 2(4), 201-218.

• Many cross-sectional datasets, however, are not administered in the same 
way as a question in an time-series study.
• E.g., “are you a person that on average is ...?” rather than “did you feel ... in the 

last hour?”

• Such results should definitely not be interpreted as within-person, but 
allow for a between-person interpretation, which can be very interesting!



We will use the lag-1 factorization and assume the variables to be centred!



Temporal network

• The temporal network shows that one variable predicts another variable in the 

next measurement occasion

• Granger causality – philosophical disclaimer

• Only temporal network from (graphical) VAR needed in predicting new responses



Contemporaneous network

• The contemporaneous network shows that two variables predict one-another after 

taking temporal information into account

• Contains effects faster than the time-window of  measurement (granularity)

• Somatic arousal → anticipation of  panic attack → anxiety

• The temporal network can be seen as a correction for dependent measurements in 

estimating the contemporaneous GGM





Estimation: 2 options

• Estimation without regularization 

• Stepwise non-regularized estimation implemented in the 
psychonetrics package (psychonetrics.org) 

• Inlcludes full information maximum likelihood (FIML) for missing 
data handling

• Model selection possibly using multiple regressions

• LASSO estimation with EBIC model selection implemented in the 
graphicalVAR package 

• Missings can be handled using the Kahlman filter in the 
impute.ts package



Assumptions

• Stationarity 
• Plausible when data is obtained in short time-span, less plausible if  data is obtained in 

longer time-span

• Stationary means
• Can be assessed by regressing each time-series on time itself  as predictor

• Detrending is possible: for example one can remove a linear trend (see practical)

• Equidistant measurements
• With multiple measurements per day, by default violated due to nights

• Remove nights, or model nights as missing observations

• Continuous time modelling poses promising ways to deal with non-equidistant 
measurements



Personalized Networks in Clinical Practice

Contemporaneous network: conditional concentration given t − 1

Temporal network: regression coefficients between t − 1 and t
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N > 1: Multi-level VAR

• Each subject is assumed to have their own temporal and contemporaneous 
VAR model

• Between-subject effects can be modeled in a level 2 model

• which gives 3 networks in total!



















Estimation

Two-step Multilevel VAR

Step 1:

Node-wise multilevel regressions of  variables on 
within-person centred lagged predictors (temporal 
effects) and person-wise means (between-subject 
effects)

Step 2: 

Node-wise multilevel regressions using residuals 
from step 1 (contemporaneous effects)

Implemented in mlVAR

Pooled and individual LASSO estimation

Pool all within-person centred datapoints and estimate 
graphical VAR model to obtain fixed effects.

Estimate GGM on means of  subjects for between-
subject effects.

Estimate N = 1 networks for every subject for 
individual effects. 

Implemented in graphicalVAR
(mlGraphicalVAR)

Both methods use within-person centring using the sample mean per person.

This will highly bias results with too few measurements per person (< 20)!









Panel data

• An often occurring datatype between cross-sectional and time-series data 
is panel data 

• Many people measured on a few repeated occasions

• When the measurement occasions are the same for each subject (e.g.,
baseline, one month after baseline, etcetera), structural equation
modeling (SEM) offers many possible analyses methods closely related to
network modeling:
• e.g., latent change-score models, latent growth curve models, random-intercept 

cross-lagged panel models.

• Like mlVAR, this assumes stationarity









Thank you for your attention and good luck 
with the assignment!


