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Networks and latent variables

• psychology data – the model must be good at allowing everything to 
correlate – that’s why the factor model works so well 

• latent variable model is equivalent to a network model, where every 
cluster is defined by a latent variable



Current trends in psychonetrics:

• networks and LVM are (near) equivalent 

• Golino & Epskamp (part 2)

• pseudo EFA approach – better results than EFA – why?

• even when a factor model fits, the data didn’t need to be 
generated under a factor-model structure

• for that, we need a different type of  research



SEM
• latent variables – measurement 

error

• fit indices

• modification indices

• robust estimators

• multi-group – invariance

• FIML for missing data

• BUT! Restrictive

• BUT! acyclicity assumption

network analysis - GGM
• uniquely identified

• strong exploration component –
careful about that

• no acyclicity assumption

• often “sparse” models

• BUT! no measurement error

• BUT! no fit indices

• group comparison limited

• exploration too wild

• poor handling of  missing data



Latentní a reziduální network modely



The psychonetrics package

• Sacha claims, that it is similar to lavaan

•but the model definition is stagerringly different

• first we plug in matrices that via matrix multiplication
allow us to create Σ

• these matrices are arguments for the estimation function

• ggm – maximum likelihood exploratory model search



Latentní a reziduální network modely



But what is it good for?
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But what is it good for?

With SEM, I can test causality!

Can you?



SEM & Dags



Causal patterns as identified by Pearl  







The issue of  equivalent models

However, if  this model fits: 

• A → B → C 

Then so do these: 

• A ← B → C 

• A ← B ← C 

Because these models imply the same conditional independence 
relationships and are therefore equivalent.



The issue of  equivalent models

Two models, with the same (observed/latent) variables are equivalent if: 

• The models imply exactly the same conditional independence 
relationships 

• The models fit exactly equally well on all datasets 

• The models have the same number of  degrees of  freedom

• Equivalent models can not be distinguished in statistical ways 

• All identified saturated models are equivalent! 

• Adding more latent variables can lead to an infinite number of  equivalent 
models























Causal models imply a set of  conditional 
independence relationships that can be tested…

SEM 

• a powerful technique to test such 
a causal model in one step 

• many equivalent models can fit 
the data equally well

• be careful in explorative model 
modification!

• near saturated models do not 
“prove” a causal theory!

GGM

• the poor identification of  directed 
graphical models led recent 
researchers (e.g. Sacha Epskamp) 
to use undirected graphical 
models instead 

• A – B – C indicates A ⊥⊥ C | B 
without troublesome causal 
interpretation and equivalent 
models





Exploratory model search - psychonetrics





But what is it good for?



But what is it good for?
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But what is it good for?

With FA, I can get the factor scores!

Do you need them?



Implications

• network loadings – node strength used formerly, but replaced

• relatively (agnostic) to the data generating model 

• although if a latent variable underlies the data, we can expect firm
clustering

• to the best fitting network model – there is an equivalent latent variable 
model 

• the network architecture can help the psychometric craft via item 
selection, measurement invariance, “factor” scores



How do I know whether I am dealing with a 
factor, or a network model? 
Promising new developments.

Philosophical – Riet van Bork

• does it make sense to find a 
realist emergent entity (a latent 
variable) when a network model 
seems more plausible?

Machine Learning – Hudson Golino

• we can train neural networks on 
typical psychological data and 
predict, which structure has 
most likely generated the data





Thank you for your attention and good luck 
with the tutorial!


