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A large amount of variation exists in beliefs about the purpose and benefits of preregistration, 
making it difficult to implement and evaluate, and limiting its usefulness. Additionally, no single 
resource exists to describe what a preregistration should contain or how it should be used. In 
this paper, I describe what an effective preregistration should contain and when it should be 
used. Specifically, preregistration should 1) restrict as many researcher degrees of freedom as 
possible, 2) detail all aspects of a study’s method and analysis, 3) detail information on decisions 
made during the planning stages, and 4) specify how the results will be used and interpreted. 
Further, a preregistration must be publicly verifiable and permanent. Finally, I argue that pre-
registration should be used in any situation where researchers intend to collect data in order to 
make a claim, description, decision, or inference based on that data. I also note that preregistra-
tions which do not address each of these points do more harm than good by falsely signalling 
credibility and quality. 

 
Practical significance: This manuscript also provides general guidelines as to what an effective preregistration 
should include and when it should be used. It is also argued that preregistration should be applied to all research 
activities, including descriptive and exploratory studies. 
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“But what is so novel about this? This is the method 
of science and always has been; why give it a special 
name? The reason is that many of us have almost for-
gotten it…How many of us write down our alterna-
tives and crucial experiments every day, focusing on 
the exclusion of a hypothesis?” -Platt, 1964, pp. 347-
348. 
 
Preregistration was initially suggested as a way to 
control false-positive error rates on probability 
testing when examining a hypothesis (Nelson, 
Simmons, & Simonsohn, 2018; Simmons, Nelson, 
& Simonsohn, 2011) and to curb the presenting of 
exploratory results as confirmatory. (e.g. HARK-
ing; Kerr, 1998; Mayrhofer, 2017; Rubin, 2017). A 
literature search would even give the impression 
that preregistration need only be used when a hy-
pothesis is tested and p-values are reported Nosek, 
Ebersole, DeHaven, & Mellor, 2018; van ’t 
(Buchanan & Hvizdak, 2009; Lakens, 2019; Veer 
& Giner-Sorolla, 2016; Wagenmakers & Dutilh, 

2016). However, no single resource exists to de-
scribe what an effective should contain or what 
level of comprehensiveness should be attained. 

This manuscript will outline what a preregis-
tration should contain to achieve that level of com-
prehensiveness. I begin by discussing the current 
state of preregistration and then move on to dis-
cussing the contents of an ideal preregistration.  
 
The current state of preregistration. 
 

If a naive researcher were to search the litera-
ture on pre-registration, it would be reasonable to 
come to the conclusion that pre-registration is 
only useful (but still optional) under two condi-
tions: 1) when a hypothesis is tested, and 2) when 
a p-value is reported. Indeed, the majority of liter-
ature on the values, benefits, and criticisms of pre-
registration centres around these two activities 
(Forstmeier, Wagenmakers, & Parker, 2017; 
Ledgerwood, 2018; Moore, 2016; Nelson et al., 
2018; Nosek, Ebersole, DeHaven, et al., 2018; 
Szollosi et al., 2020; Wagenmakers, Wetzels, 
Borsboom, van der Maas, & Kievit, 2012).  

It would also be easy to come to the conclusion 
that planning and restricting freedom in the design 
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and analysis of a study is not a necessary aspect of 
preregistration. Indeed, many efforts towards pre-
registration focus on making the practice fast, 
easy, and accessible to newcomers.  

These misconceptions limit the usefulness of 
preregistration and can cause confusion for re-
viewers, editors, and readers who wish to evaluate 
the quality of the planning put into a research re-
port. 
 

When should preregistration be used? Pre-
registration should be used for all social science 
research activities. That is, preregistration should 
be used any time a researcher plans to collect data 
in order to make a claim, description, decision, or 
inference based on that data. The reason for this is 
due to the flexibility inherent in the research pro-
cess. The flexibility begins when one conceptual-
izes a construct and then makes decisions on how 
to measure and analyse that construct.  

Thus, two important qualities of preregistration 
should be kept in mind when reading the rest of 
this paper and thinking about the goals of prereg-
istration: 

 
1. Preregistration is not limited to situations 

where a hypothesis is tested. 
2. Preregistration is not limited to situations 

where a p-value is reported. 
 

1. Preregistration is not limited to situations 
where a hypothesis is tested. Hypotheses are not 
necessary for preregistration because the pitfalls 
that preregistration helps avoid are still present in 
exploratory and descriptive research. These pit-
falls are things like reporting false positives, twist-
ing results to support a previously held conclu-
sion, accidentally duping one’s self into confirm-
ing an expectation, interpreting a faulty experi-
ment, and reporting dishonest results. The only 
way to solve this problem is to plan out every as-
pect of a study ahead of time and to then follow 
that plan, whether it be for confirmatory, explora-
tory, or descriptive research.  

Additionally, theories and hypotheses in psy-
chology are often too vague and poorly specified 
to make clear predictions (Fiedler, 2018; Szollosi 
& Donkin, 2019; Yarkoni, 2019), let alone quanti-
tative and point-specific predictions (Meehl, 
1967). If there existed psychological theories that 

were specific enough to guide hypotheses, opera-
tionalizations, methodologies, and interpretations, 
we wouldn’t need preregistration to begin with. 

 
2. Preregistration is not limited to situations 

where a p-value is reported. One does not need p-
values to make claims based on data, to use data 
to make decisions, or to report data descriptively. 
Box 1 gives an example of one such situation 
where preregistration is useful but does not re-
quire p-values. The same amount of flexibility ex-
ists in a pilot project, a pre-test, a “descriptive” 
study, or a standard “confirmatory” study; this 
flexibility can equally influence the results and 
one’s interpretation of those results. Specifically, 
research has shown that arbitrary decisions about 
the design and analysis of a study often have dra-
matic consequences for results (Gelman & Loken, 
2013; Landy et al., 2020; Silberzahn et al., 2015) 
and that flexibility in the methods, analysis, and 
reporting of a study are responsible for increasing 
false-positive results (Simmons et al., 2011).  

Additionally, researchers can preregister Bayes 
factors (van ’t Veer & Giner-Sorolla, 2016; 
Wicherts et al., 2016), effect sizes (Lakens, 2014, 
2017), qualitative themes (L. Haven & Van 
Grootel, 2019) or any other inference criteria they 
will implement.  

Further, the claim that exploratory p-values are 
uninterpretable has not prevented researchers 
from conducting exploratory analyses and report-
ing and interpreting the p-values associated with 
those analyses alongside, and with the same ve-
racity as, preregistered p-values. It seems that psy-
chologists want their cake and want to be able to 
eat it, and to publish it, too.  

The only way a preregistration can help diag-
nose the veracity of a p-value is by limiting as 
many researcher degrees of freedom as possible. 
So, the real culprit here is not the p-value itself, 
but rather the amount of flexibility inherent in the 
research process. Preregistration should be seen as 
a tool to limit that flexibility as much as possible. 
 
What should an effective preregistration con-
tain? 
 

In this section, I lay out four pieces of infor-
mation that a preregistration should detail (see 
https://osf.io/6qv2b for a comprehensive preregis-
tration form). In addressing these four pieces of  
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Box 1: Pre-testing a set of stimuli 
 

Situation: Some researchers wish to run an experiment involving a set of images as stimuli. To do this 
study, they need to run a pre-test from a larger set of possible images (let’s say 20 images) to make sure people 
think the images are funny. Thus, there are (at least) two possible studies here: the pre-test (a so-called “descrip-
tive” study) in which they select the stimuli, and the so-called “confirmatory” test in which they test a hypothesis 
using the stimuli from the pre-test.  

The researchers briefly discuss (verbally) that they will run a survey where subjects rate the images on 
funniness and sadness (and perhaps a few other ratings just for good measure). The idea is to pick the top 5 
images with the highest ‘funniness ratings’ and the bottom 5 images with the lowest funniness ratings; those 10 
images will be used for the final survey. 

It does not particularly matter to them which images are the funniest, so the researchers have not written 
down a declarative statement with specific guess of which items will be the funniest. As they also do not plan to 
run any significance tests, they have not preregistered the study.  

Should the researchers preregister the pre-test? The traditional view of preregistration would suggest 
that, because there is no specific hypothesis and no p-values, the research should not be preregistered.  However, 
there are still many, many areas for flexibility in the interpretation of this data that can have an impact on the 
results of the confirmatory study they will soon run, and this flexibility can be limited through the use of prereg-
istration. Thus, there are compelling reasons for preregistration. To illustrate them, let’s consider a few possible 
outcomes from this research. 

Outcome 1: The data come in and there are actually multiple images rated at the highest point on the scale, 
meaning that there are actually more than 5 images with the “highest” funniness ratings. What do the researchers 
do? They could have thought of a contingency plan to use a second variable in this case (e.g., selecting images 
with the highest funniness and lowest sadness ratings). In this case, a pre-planned set of guidelines on how they 
will interpret and use the results would have been useful. A bit of careful planning could have yielded a few 
possible outcomes where the researchers could have decided what to do ahead of time.  

Outcome 2: Suppose though that all 20 images had relatively the same funniness means from the pre-test, 
varying only at the decimal level. They run the second “confirmatory” study, but a reviewer asks whether the 
results are idiosyncratically dependent on the chosen set of images. The researchers respond with the information 
about their pre-test, indicating that these were the funniest images from a pre-test selection of 20 images. Thus, 
an arbitrary set of information is used to make a claim to support the conclusions of a research study. 

Outcome 3: Suppose all 20 items differ very little in terms of “funniness” means. So, the researchers decide 
to replace some set of items and run another pre-test. That is, they discard the data from the initial pre-test. What 
goes unnoticed is that the means of some of the items change drastically—some of the images that were rated as 
funny in the first pre-test have much lower means in this second pre-test. Thus, an arbitrary set of information is 
used to justify claims made as a result of the second confirmatory study. 

Outcome 4: The researchers realize that it is difficult to select the items from these results, so, they decide 
to do a significance test to examine whether some set of images “don’t differ from each other on funniness” and 
use that subset: a process which could have benefitted equally from the traditional view of preregistration.  

Outcome 5: The researchers see that the images differ very little on the average ratings. So, they decide on 
a cut-off criterion, such as “X% of participants will rate the image above the mid-point of the scale.” Alterna-
tively, the researchers could decide on an effect size, a significance value, or open-ended descriptions to select 
the images.  

Outcome 6: The research determine that it is difficult to determine which stimuli to use, so they decide to 
ignore the pre-test altogether and simply select some items that they like best. The pre-test data is discarded and 
the results are not used or reported anywhere.  

Outcome 7: The researchers determine that it is difficult to select stimuli based only on funniness ratings. 
They elect to explore a variety of combinations of ratings to determine which items to select. In the end, they 
decide to first exclude items which have a rating of greater than 1 on scary, and then they select the items which 
have the great absolute difference between funny and sad.  

Consider: Each of the above outcomes could have been avoided (or solved) by simply preregistering a 
study design, analysis plan, and considering how the results would be reported. Further, a preregistered study in 
a permanent repository would remain there for the researchers, reviewers, and readers to access and evaluate, 
thus avoiding the situation in Outcome 6. 
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information, a researcher will have carefully 
planned out their research, anticipated any prob-
lems, determined that the analyses can yield the 
answers they seek, and determined possible inter-
pretations of those analyses. Further, planning out 
possible interpretations and detailing uses of the 
data will help avoid issues and criticisms when 
making claims based on the data.  

Specifically, a preregistration should: 
 

a) Restrict as many RDFs as possible 
b) Detail all aspects of a study’s method and anal-

ysis 
c) Detail information on decisions made during 

the planning stages 
d) Specify how the results will be used and inter-

preted 
 
A preregistration should restrict as many 

RDFs as possible. Limiting flexibility in the anal-
ysis and reporting of results is the only way to 
help curb incorrect or misleading interpretations 
and false positives, and can increase confidence in 
the statistical and descriptive results. A checklist 
of RDFs can be found elsewhere (Wicherts et al., 
2016) and I recommend that researchers look over 
this list when writing up a preregistration to en-
sure they can address each of these points. Addi-
tionally, this is why a longer, more detailed pre-
registration form is useful: it helps researchers an-
ticipate areas of flexibility and decisions they may 
not have thought of. There is also some evidence 
that these longer forms are better at restricting 
RDFs (Veldkamp et al., 2017). 

However, it’s important to note that these 
RDFs don’t apply only to situations where a hy-
pothesis is tested or p-values are reported. Instead, 
as argued previously, these areas of flexibility ap-
ply to any situation in which a researcher intends 
to make a claim, description, decision, or infer-
ence based on some data. Box 2 gives an example 
of one research context with such flexibility. Re-
searchers often use descriptive data to bolster 
claims or design decisions; thus intentions for the 
uses of the data should be outlined, which requires 
that researchers consider different possible out-
comes. Careful and exhaustive preregistration 
should be exercised even for so-called “explora-
tory” research.  

A preregistration should detail all aspects of 
a study’s method and analysis. As with above, a 

preregistration should detail all aspects of a study. 
While some of these points may be identified by 
looking at the list of RDFs, some of these points 
may not be obvious, such as:  

All measures and materials included in a 
study: Surveys often include extra measures used 
for other purposes or items intended to be used for  
multiple projects, papers, or tests. Some tasks may 
be included so that they can be used in multiple 
studies; these decisions are economical and are 
perfectly reasonable. However, it’s easy to ignore, 
include, or rationalize the use of some measures 
post-hoc when they aren’t specified in a plan 
ahead of time. Identifying all the measures in-
cluded in a given survey or data collection session 
will help prevent unintended or exploratory find-
ings being passed off as confirmatory. 

Thus, in a given preregistration, researchers 
should identify 1) all measures included in a sur-
vey/session, and 2) which will be used to test the 
present question or hypothesis, and 3) which will 
not. This way, evaluators have access to all the 
measures included in a given data session and the 
researcher can specify ahead of time which 
measures will be used for which purpose. 

All details of item calculations, construct 
measurement, or task designs: Most psychologi-
cal methods and theories are too poorly defined to 
guide a specific test (Fiedler, 2018; Szollosi & 
Donkin, 2019; Yarkoni, 2019) and, in the social 
sciences, nearly everything is correlated (Meehl, 
1990). As a result, almost any task or measure 
could be used to make a claim about the world or 
to provide support for a hypothesis or a theory. 
Thus, all details about operationalization, meas-
urement, item selection, scale calculations, or task 
design should be specified. This is also a great 
place to indicate decisions about why which set of 
measures, tasks, algorithms, calculations, or statis-
tical procedures were chosen. 

The actual analysis scripts used to analyse 
and visualize the data. Researchers should run 
through the actual analysis, interpretation, and re-
porting of their results prior to conducting the 
study using toy data. This can help in identifying 
problems with the analysis, survey, or study de-
sign, and can also aid in double-checking that the 
analysis will provide the kind of information and 
answers one seeks. Additionally, attaching an 
analysis script to the preregistration provides an  
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 Box 2: Flexibility in how the results are analysed and used 
 
Situation: Some researchers have reported the results of a (preregistered) survey in which they examine correlations 
between personality-level variables and a set of 10 items that are supposedly politically divisive (for example, climate 
change). The researchers thought carefully about the items and chose items they deliberately assumed to be politically 
divisive.  

In asking for feedback on the paper, a colleague suggests that they obtain data demonstrating that the items 
are indeed politically divisive (i.e. rather than making that decision themselves). So, the researchers run a short survey 
where they simply present the items and ask people to rate whether or not the items are divisive (responses are Yes or 
No). They intend to look at the percentage ratings for each item to determine whether each item is sufficiently divisive. 
However, the results of this study have the potential to affect other results already reported: if it turns out that some 
of the items are not sufficiently divisive, they will need to redo some key analyses. This means the preregistered 
hypotheses would be invalidated and would now need to be labelled as exploratory. 

Let’s assume they don’t have a “hypothesis” per se; that is, they have not formed a guess as to what will 
happen and have not written it down in a declarative statement. Let’s they assume they will just interpret the results 
fairly (whatever that means) and report whatever the results are.  
Questions: Do the researchers need a hypothesis and/or a p-value? Should they preregister this study?  
 Do they need a hypothesis? First, instead of considering whether the researchers need a hypothesis, let’s 
consider the research question and whether it is effectively different from what a “hypothesis” is usually considered 
to be. The research question is effectively “Are all, some, or none of these items perceived as politically divisive?”   

This research question could easily be answered with a statistical analysis such as a chi-square to examine 
whether the responses are equally distributed. Such a process would not change the goal of the study or how the data 
will be used, yet, according to traditional descriptions of preregistration, this action would make the “analysis” suitable 
for preregistration (because it now involves the interpretation of p-values).  

Another option is to simply reword the research question to something like “Each of the items are politically 
divisive.” This, in practice, is no different from a hypothesis such as “Each item will yield greater than 50% agreement 
that it is politically divisive.”  Thus, the researchers will use this information to make an inference about some quality 
of those statements and then to make a claim based on the data they’ve collected. They will also then use that infor-
mation to make decisions about what to do with their data.   
 Is preregistration useful here? Next, let’s consider whether they should or could preregister the study and, 
if yes, what would be preregistered. One might say “Well, this is a descriptive study. We don’t need to preregister it 
because there’s only one way to interpret the results.” However, a quick glance at the list of researcher degrees of 
freedom (Wicherts, 2016) highlights many possible ways this data can be flexibly interpreted—note that much of this 
flexibility has nothing to do with p-values. Consider each of the following possibilities for flexibility: 

Option 1: What is considered agreement? Greater than 50%? what about 49.6% or 50.5%? This may seem 
like a trivial point, but it could have large implications for how the originally reported results are changed.  

Option 2: What do they do with the results of this survey: report it in a supplement or a footnote? Modify 
the results already reported in the paper? What do they do if only one of their items is not rated as politically divisive? 
What if 4 of their 10 items are not rated as politically divisive? One option is to later decide “Well, 9 of the 10 items 
were rated as strongly divisive. So, we’ll just leave the results as is and report this in a supplement. If half of them 
were not divisive then we’d have to do something about the results.” Another option is to decide to report both sets 
of analyses: one in a supplement and one in the main text. The problem, though, is that a decision to focus on the 
results which accord with their preferred outcome may be the main focus of the paper.  

Option 3: What about the quality of the study, itself? Consider a situation where almost all of the items come 
back with very low ratings: say only ~20% of the sample thinks each item is politically divisive. One could easily 
reason that the question was “asked wrong” or that the purpose of the survey was unclear. It’s easy to think of a 
different way to ask the question and run this survey again. The first survey then gets discarded as a ‘failed pilot.’ 

Option 4: What about missing data? A survey respondent may have accidentally skipped over an item or 
two. Excluding this respondent listwise might push one or two of the items over the 50% barrier; excluding them 
pairwise may not have this effect.  
 Consider: The choices made by the researchers may seem obvious to them at the time, but other researchers 
may have made different decisions. Further, hindsight bias is strong: readers and reviewers may question why this 
item analysis was not done a priori but, because the researchers do not record their decisions in an open-notebook or 
lab log, it is unclear even to them. Finally, this is an example why it is important to preregister how the results will be 
used.  
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Box 3: Generating toy data using Qualtrics and R 
 
Using Qualtrics 
Generating toy data from Qualtrics is simple once a survey is already designed. The resulting “test data” can then be 
imported into a statistical analysis program where it can be analysed. From the menu inside a completed survey, 
choose ‘Tools’ à ‘Review’ à ‘Generate Test Responses.’  The menu will ask you to determine the number of test 
responses and, after a few moments, the test data can be downloaded and analysed via your preferred software.  

 
 
 
Using R. 
For those unfamiliar with R, the simple script provided below generates seven variables (N = 100) one might measure 
in a hypothetical laboratory study. These variables can be renamed, expanded, or modified to fit other study needs. 
Once these data are generated, the researcher can then write up an analysis script and analyse them to prepare for the 
actual study.  The script can be copied and pasted into R or R-studio and run as-is. The analysis script can then be 
written as though this were real data. 
 
 
```{r} 
x <- rnorm(100) #generates a normally distributed continuous variable with M = 0, SD = 1. This 
could be used as an individual difference variable.  
 
z <- rnorm(100, mean = 3, sd = 1) #generates a normally distributed continuous variable with M =  
3, SD = 1. This could be used as an individual difference variable that would be different from 
variable x. 
 
m <- rpois(100, 1) #generates a variable on a Poisson distribution; for example, response time.  
 
a <- rbinom(25, size=1, prob=0.45) #generates a binomial distribution with an 45% chance of hav-
ing a value of 1. This could be used for a variable like gender, where a sample might have 
slightly more females than males. 
 
b <- sample(0:1, size = 100, replace = T, prob = c(.80, .20)) #generates a dichotomous variables 
with an 80% chance of being 0. This could be used for a variable like experimental condition.  
 
c <- sample(c('a', 'b', 'c'), size = 100, replace = T) #generates a categorical variable with 
three levels. This could be used for a variable like experimental condition or a personality 
level variable such as political orientation.  
 
y <- 2*x + .5*z*x + 3*m + rnorm(100) #generate an outcome variable predicted by x, z, m, and 
random error. This could be used as a dependent variable, as it is correlated with three varia-
bles and an interaction. 
 
df <- data.frame(x, z, m, a, b, c, y) #combine the variables into a data frame. 
``` 
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unambiguous description of how the data will be 
treated. 

Toy data can be generated easily through mul-
tiple means (see Box 3). Qualtrics allows users to 
generate “test data” after a survey is designed. 
This data can then be downloaded and analysed as 
though it were real. For those not familiar with R, 
a very simple R-script gives an example of how 
one can generate and run analyses based on toy 
data. This is easily modifiable based on different 
needs and, of course, much more complicated de-
signs exist. For example, the sim.multi-
level() function from the {psych} package 
(Revelle, 2019), and the sim.icc() function 
from the {multilevel} package (Bliese, 
2016) both allow for the simulation of multilevel 
data. These packages also allow for generating 
sets of correlated variables.  

Going through the motions with toy data—in-
cluding writing up the analysis script, running the 
analysis, practicing the interpretation of the re-
sults, and generating figures and tables—can be 
extremely beneficial to the research process. In-
vestigators may realize a confound or a problem, 
they can think about what information the study 
will yield and what it will not yield, or it may 
simply save some time later. 

Further, in the event that the study does not 
yield a “publishable” finding, the results can be 
easily reported and posted on a public repository 
(e.g. the Open Science Framework) to avoid add-
ing to one’s file drawer. Such reports need not be 
overly detailed because all of the information is 
already present in the preregistration; a simple set 
of results would suffice.  

Avoid preregistering underspecified “explora-
tory” analyses. Everything that is planned (or 
considered as a possibility) at the time of the pre-
registration should be included in the preregistra-
tion. Often, researchers may wish to preregister 
only their main analysis, but then include several 
vague statements about secondary analyses or 
measures. Alternatively, researchers may have 
other ideas for analyses and deem these “explora-
tory”, excluding them from the preregistration.  

However, this undermines the purpose of pre-
registration for all of the reasons detailed in the 
preceding sections. Most notably, poorly specified 
analyses and ideas also inherently carry with them 
a large number of RDFs—including the option to 

include or exclude them from the final report de-
pending on the outcome. 

To deal with this, researchers should avoid in-
cluding underspecified analyses labelled as ex-
ploratory or secondary in their preregistration 
forms. An example of this is seen in a call for reg-
istered reports at Royal Society Open Science  
(Chambers, 2020), which explicitly disallows ex-
ploratory analyses in their registered report sub-
missions (https://osf.io/93znh/).  

Researchers are encouraged to either fully plan 
out and preregister all analyses (at which point 
they are no longer exploratory) or to explicitly 
state that there are no plans for a given measure. 
Further, researchers should explicitly identify 
which measures are being included for other pur-
poses so that there is a record and a commitment 
to interpreting these as no more than exploratory.  

Exploratory analyses (or modified analyses) 
that arise after conducting the planned analyses 
can still be included, but these should be verified 
in a preregistered replication prior to publication. 
If the preregistration plans are registered in a pub-
lic repository (e.g., the Open Science Framework), 
these plans will eventually become public. This 
ensures that exploratory studies that did not yield 
favourable results cannot be hidden forever.     

A preregistration should detail information 
on decisions made during the planning stages. 
There are several ways researchers can document 
the decisions they make during the planning 
stages of research and these can easily be incorpo-
rated into the preregistration process. For exam-
ple, a lab notebook can be shared and notes, rea-
sons for decisions, or future plans can be summa-
rised. Including this information in a preregistra-
tion form is critical because readers and reviewers 
may ask why a particular decision was made and 
the researchers may have forgotten!  

Answers to questions during the review pro-
cess, for example, can easily yield post-hoc ra-
tionalisations that are inaccurate or only serve to 
defend the results as presently reported. Further, 
they provide opportunities for researchers to devi-
ate from their plans in order to satisfy a reviewer 
and increase chances of publication. Detailing this 
information ahead of time can also ensure that a 
given study design answers the questions one is 
interested in or actually provides a clear test, or a 
severe test (Mayo, 1991), of a hypothesis.  
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A preregistration should include infor-
mation on how the results will be used and in-
terpreted. It’s generally assumed that researchers 
have at least two hypotheses (read: “guesses”): the 
alternative hypothesis (e.g., “it worked!”) and the 
null hypothesis (e.g., “it didn’t work.”). In reality, 
the results of psychological studies can support 
any number of conclusions about the world, re-
gardless of whether these conclusions are based in 
theory or not (or, rather, conclusions can be gener-
ated to support any number of results). The reason 
for this is that psychological theories are too 
poorly developed to be able to quantify the spe-
cific situations or constraints under which a given 
hypothesis should be predicted, or even what spe-
cific results should be considered support for a hy-
pothesis. (Meehl, 1967). The result is (unfortu-
nately) not more careful predictions, but rather 
more liberal interpretations.  

Thus, more detail is necessary in what one ex-
pects from a study, or in considering what could 
possibly come out of a study in order to facilitate 
planning and aid in interpretation. Below, I dis-
cuss how researchers should define their inference 
criteria, consider all possible outcomes of the 
study, and determine a priori how each of those 
outcomes would be interpreted.  

At a minimum, a preregistration should de-
fine inference criteria.  Prior to conducting a 
study, researchers should think carefully about 
what would constitute support or lack of support 
for an effect and define this explicitly. There are 
many possible ways to determine this (Dienes, 
2020). At the very least, researchers should out-
line the specific criteria they will use to make an 
inference—for example, a p-value or an effect 
size. However, it’s important to note that choosing 
a p-value of less than .05 is simply an indirect 
(and perhaps accidental) way of determining the 
minimum effect size (because a sample size will 
also be determined). Thus, there are many more 
informative ways of choosing inference criteria—
for example, researchers could identify the small-
est effect size that they are willing to consider 
(Anvari & Lakens, 2019; Lakens, Scheel, & 
Isager, 2018).  

Consider a typical study in which the main 
product is the result of a correlation analysis. This 
study has three possible outcomes: the null result, 
a positive correlation, and a negative correlation. 
Importantly, there are many possible r-values 

which could constitute each outcome. If a re-
searcher was expecting a positive correlation, for 
example, are they willing to accept any positive 
correlation? Values of r = .05, r = .50, and r = .90 
are all positive correlations, yet they would yield 
very different interpretations, and not all of those 
results would be interpreted as a “success”. The 
interpretations also depend on the constructs, the 
operationalisations, and the reason a positive cor-
relation is expected in the first place. 

Different people may also make different deci-
sions on whether a specific r-value belongs in the 
“expected result” bin or in the “null result” bin. 
Again, such decisions also depend on the con-
structs in question, but researchers generally have 
an idea of what convincing and unconvincing evi-
dence would look like prior to embarking on a 
study, and they design a study that is likely to 
yield a recognizable result.  

One issue with neglecting to determine this cri-
terion a priori is that researchers may (unknow-
ingly) have different criteria at different points in 
time, or they may (unknowingly) change their cri-
teria after they see the result. While this consti-
tutes a form of bias, it need not be intentional—af-
ter all, researchers are excellent at duping them-
selves (Nuzzo, 2015). To avoid the ambiguity of 
overclaiming results or coming up with a post-hoc 
rationalisation of why some result was obtained, 
researchers should determine an evidence thresh-
old. In the case where a result was obtained 
through exploratory analyses, the procedures 
yielding that result can be directly preregistered in 
a new study to examine its replicability. 

At a minimum, researchers should specify the 
range of inference criteria by stating what set of 
results would constitute support and lack of sup-
port for an effect. A simple example of this is pre-
sented in Box 4. Of course, the outcomes of many 
research projects can be much more complicated; 
a slightly more complicated example is presented 
in Box 5. However, this is still a very manageable 
task and one that can provide the researcher with 
insights to refine the design of their experiment.  

Preregistration is ideal for determining possi-
ble outcomes. Why commit to one hypothesis 
which, ultimately, will just be our “intellectual 
child” that we become attached to and want to 
protect (Chamberlin, 1897 p. 358-359; Platt, 
1964)? A better way of dealing with ambiguity is, 
instead of committing to a specific hypothesis,  
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Box 4: Identifying Evidence Thresholds 
 
Situation: Whenever a researcher wants to run a study, they generally begin with some limited pieces of information. 
The inspiration for a given study could have come from a specific theoretically-derived prediction, from a previous 
exploratory analysis, or it could have been thought up in a dream. No matter the source of the idea, the researcher has 
at least 4 pieces of information: 

1. An understanding of the relevant concepts. 
2. An operationalization of the concept (e.g. a measured construct). 
3. An idea (or theory) guiding why those two measures should (or should not) be correlated. 
4. A threshold of evidence, whether implicitly assumed or explicitly stated. 

The study, itself, has at least 3 possible outcomes:  
Outcome 1: A positive result, confirming the researcher’s hypothesis or expectation 
Outcome 2: A negative result, opposite to the researcher’s hypothesis or expectation 
Outcome 3: No result, or the “null” result.   

Problem: There are many study “results” (e.g., r-values, means, effect sizes, etc) that could constitute support for 
each of the three possible outcomes. But, what is convincing evidence? What kind of evidence would cause one to 
abandon a research program? Of course, these may vary some from person to person, but a few careful considerations 
can yield some decisions. Those decisions can then help to limit the inferences drawn from a set of results, and can 
also help refine the study so that it is more (or less) likely to yield a results within the range of interest. This is espe-
cially true when attempting to replicate a result from an exploratory analysis. 
Solution: The goal here is to use the information from points 1-3, above, to inform the decision in point 4 (the evi-
dence threshold), and then to explicitly describe what positive, negative, or “null” evidence would look like. Our re-
searcher considers the concepts, the reasoning behind the investigation, and how the concepts are operationalised and 
measured. Using this information, the researcher comes up with the following three categories. This information is 
then described in the preregistration form—in many cases, it may be useful to include graphical depictions of these 
results to further reduce ambiguity. The top half of Table 1 describes hypothetical results from a correlation study. 
The bottom half of Table 1 describes hypothetical results from a study with two conditions (Group A and Group B). 
 
Table 1. Example of simple categorisation of possible outcomes from two hypothetical studies. 
 Verbal Hypothesis Criteria for Positive Result  No Result Negative Result 
  (Supports researcher’s 

guess, hypothesis, etc) 
(Null result, uninteresting, 
too small, etc) 

(Opposite to the researcher’s 
guess or hypothesis) 

Correlation Study 
 
 
 

X and Y will be positively 
correlated 

r = .20 or greater Within the range of r = .19 
to r = -.10 

r = -.10 or stronger 

Two-group study Group A will have a 
higher mean than Group B 

d = .30 or greater 
AND 
Mean values for Group A 
must be above 4 (on a 7-
point scale) 

d = .29 or smaller 
OR 
Means for Group A are be-
low 4 (on a 7-point scale) 

Group B means are above 4 
(on a 7-point scale)  
AND 
d = .20 or greater 

 
Consider: Upon considering the above information, the researcher may have decided that the measurement and oper-
ationalisation of the concepts was not specific enough and would likely contain too much error to yield the larger ef-
fect sizes they would require. As a result, the researcher could revisit the study design and refine the measurement. 
 Consider also that the inference criteria need not be limited specifically to the interpretation of standardized 
effect sizes; it could be based on the actual interval-level values of the concept being measures (for example, heart 
rate or temperature), on a meaningful real-world interpretation of the measured construct (for example, the dollar 
amount constituting an income gap), or even on the labels used for Likert-type rating scales. There are many ways to 
decide on inference criteria (Anvari & Lakens, 2019) and researchers should make use of different approaches under 
different circumstances. 
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simply outline all possible outcomes and interpre-
tations. 

As just noted, there are always many possible 
outcomes for a study and researchers should con-
sider what the results could mean. Box 5 describes 
a situation where a seemingly simple study can 
yield many possible results and even more verbal 
explanations of those results.  

Conventional practices would suggest that re-
searchers observe data and then make sense of the 
data—a task which many researchers enjoy doing, 
no doubt. However, I argue here that these post-
hoc explanations of data trends sans theory (and  
its constraints) are often useless for drawing infer-
ences about the world. If the data reflect the real 
world in any way, then only a single interpretation 
(along with a single set of results) could be true. 
However, there are many reasons a set of data 
might not reflect the real world (e.g. biased sam-
pling, poor measurement, etc). Researchers should 
have a set of constraints to guide how results are 
interpreted—ideally, researchers would rely on 
theory but, as noted, these are all but absent in the 
psychological sciences (Fiedler, 2018; Gervais, 
2020; Meehl, 1967, 1978; Muthukrishna & 
Henrich, 2019).  

Thus, instead of specifying a hypothesis, re-
searchers can consider each possible outcome that 
could be yielded and then determine how they 
would interpret those outcomes. These plans can 
be preregistered along with the rest of their study. 
Doing this will achieve at least 5 things.  

First, it will allow researchers to determine if 
the conditions, constraints, or measures included 
are necessary and sufficient to answer the research 
question. Second, it will allow researchers to in-
clude conditions or measures which would be 
needed to clarify ambiguity in the results. Third, it 
would allow researchers to remove conditions or 
measures that are not needed which then increases 
power and precision. Fourth, it forces researchers 
to commit to the results and explanations that 
could possibly be yielded by the study design they 
have set forth and prevents hypothesizing, theoriz-
ing, interpreting, and misusing results after data 
has been analysed. Fifth, it requires that results 
which do not conform to expectations would need 
to be verified in an additional preregistered repli-
cation study in order to determine their replicabil-
ity prior to committing them to the publication 
record. 

Preregistration is ideal for testing competing 
sets of hypotheses. More in line with what Platt 
(1964) had in mind, researchers could also de-
velop a limited and specific set of competing hy-
potheses to test. This can be done very easily and 
naturally during the planning stages of research,  
through discussions with lab members, or while 
testing out analysis scripts with toy data.  

Again, in the simplest form, each study has at 
least three outcomes: the null result, the expected 
result, and the opposite of the expected result. 
Consider a simple two-group study with Groups A 
and B. The null result is when the two groups 
means are the same (or close to the same), alterna-
tive hypothesis number one is when Group A has 
a higher mean, and alternative hypothesis number 
2 is when Group B has a higher mean.  

Psychologists can purposefully design a study 
with competing hypotheses made by different 
people (or different models, or when the research-
ers was in different moods on different days). The 
researcher would then outline the conditions that 
would support each hypothesis and determine how 
each result would be interpreted.  

Another way is to state a conditional interpre-
tation of support. For example, “In the case that at 
least 3 of the 5 measures demonstrate large effect 
sizes (e.g. d = .70 or greater), we will infer that 
___. If only one or two measures show large ef-
fect sizes, it could be because of P or it could indi-
cate that Q happened. However, if only measure X 
differs between the two groups, then this could 
possibly indicate M and the next step would be to 
_________.” 

Another way is to state something about the 
description of the data: “In order to determine that 
the experimental condition is having no effect 
across the four conditions, then we would expect 
data in each condition to be normally distributed 
and the means to be around the mid-point. How-
ever, in the case that the mean score of each group 
increases linearly from Group A to Group D with 
[specific description of magnitude, effect size,  
Bayes factor, or alpha level], we will infer that 
___.” Other descriptive claims could also be used 
in this way. For example, “We expect that at least 
20% of our sample will yield scores higher than a 
4.0 on a 7-point scale. Failure to obtain this distri-
bution would indicate __.”   
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 Box 5: Considering all possible outcomes of a study 
 
Situation: Consider a hypothetical study on political attitudes: researchers wish to provide participants with articles 
about political topics in order to measure how people receive political information. Specifically, the researchers are 
interested in whether political partisans would be more receptive to a single piece of counter-attitudinal information if it 
were embedded in a larger, pro-attitudinal article.  
 The design is simple: the researchers randomly assign subjects to one of 3 conditions where they vary the ratio 
of counter-attitude:pro-attitude arguments in an article about a political topic. The ratio conditions are 0:4 (e.g., 0 counter-
attitude arguments and 4 pro-attitude arguments), 1:3, and 2:2. After reading the article, subjects rate how “fair” they 
think the article was in its treatment of the political topic.  
Problem: Right away, one can see that there can be many hypotheses (read: guesses) developed about which condition 
would yield the highest fairness ratings and even more explanations as to why such a result was obtained. To name a 
few: 

• H1: The 2:2 condition should be seen as the most fair (because this is the only condition in which the arguments 
are actually balanced).  

• H2: The 2:2 condition should be seen as the most fair by those who identify closer to mid-points of political 
ideology scales (because they are moderates and, thus, are less susceptible to partisan influence).  

• H3: The 0:4 condition should be seen as the most fair (because people are subject to my-side bias). 
• H4: The 0:4 condition would be seen as the most fair by political partisans, but not by moderates (i.e., those who 

score near the mid-point of a political ideology measure). 
• H5: The 1:3 condition should be seen as the most fair (because people wish to think of themselves as objective, 

smart, and informed, and exposure to a single counter-attitudinal perspective reinforces this belief. However, the 
2:2 condition would be too much counter-attitudinal information and would “backfire”). 

• And so on… 
Consider: As it turns out, the researchers actually expect a result consistent with H5. However, what happens if they 
receive some other result?  What do they do with their study—do they make sense of the findings and publish them?  

One way to limit how such results would be used is to plan ahead. Our team of researchers can consider each 
possible outcome to determine what the results would mean and why they could occur. As an exercise to illustrate this, 
consider the panel of graphs below. For each outcome below, there are many possible “explanations” and interpretations. 
I will not go through them all here but, one can easily imagine how different people can develop different explanations. 
There are of course a few other ways the data could come out, and even more when one considers variance (as seen in 
the “null” results shown in Outcomes 11 and 12) and possible interactions (as in H2 and H4). 

 
Figure 1. Graphical depictions of 12 possible outcomes from a hypothetical study. 
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These hypotheses needn’t focus on statistical 
significance. For example, researchers could de-
termine descriptive differences between groups 
(e.g., “If at least 55% of people agree…), or the 
effect sizes of interest (“We will select images 
with effect sizes greater than a Cohen’s d = 
.30…”). Both of these strategies achieve the level 
of restriction and inference criteria that would be 
needed to make decisions based on the data.  

Isn’t that what hypotheses are for? Historically 
and, as is the case in many other scientific disci-
plines, the role of a hypothesis was to identify and 
constrain a specific set of conditions under which 
a prediction from a theory would be supported or 
not. Ideally, predictions derived from theories are 
context-specific, unambiguous, and detail a spe-
cific set of analyses, and point-specific results. 
However, psychological theories and hypotheses 
rarely (never?) achieve these goals. Again, psy-
chologists are not often constrained to any spe-
cific method, calculations, or analysis procedure; 
we get to decide what we want to do with each 
new study! Thus, without specifying different sets 
of outcomes and what those results will mean, a 
set of data can be used to justify almost any claim 
(Gigerenzer, 1998).  

Put differently, preregistration can serve the 
role of constraining methods, predictions, and in-
terpretations in place of theory—but only if the 
study adequately constrains all possible sources of 
flexibility. Thinking about what the results might 
look under different circumstances and what each 
of those sets of results might mean can result in a 
better planned study. This can be a difficult task 
and, indeed, will take time. Doing so will allow 
one to adjust the study to avoid possible problems 
or to tweak the study design so as to focus more 
directly on the desired phenomena. Such a prac-
tice will also yield detailed information on how 
those results will be used. 

Specify how the data will be used. Researchers 
should specify how the data will be interpreted or 
used, even in absence of a hypothesis. For exam-
ple, in a pre-test or pilot situation, researchers may 
wish to select a sub-set of stimuli based on spe-
cific results. The results of these pre-tests may 
even be used in the final report to substantiate 
claims or assuage concerns about a set of materi-
als. This is a situation where researchers are again 
making claims, decisions, and inferences based on 

some set of results that may lack a hypothesis or a 
p-value.  

Researchers can make these decisions in the 
form of a decision tree, in an explicit set of 
If/Then statements, or by simply stating some pos-
sible outcomes. The more detail here, the better 
the resulting report will be because the researcher 
will have resolved any possible ambiguity.  

In the vignette described in Box 1, a group of 
researchers pilot test a set of images in order to 
choose a subset of them for an experiment. In de-
termining the selection criteria (e.g. effect sizes, 
percentages, significance tests, etc…) the re-
searchers can then specify what the images will be 
used for. For example, a simple statement will 
suffice in most cases: “The images that differ sig-
nificantly from the neutral set will be used in an 
experiment to test X, Y, and Z.”  Of course, hav-
ing that follow-up experiment planned out would 
be the best course of action here, and the pre-test 
and confirmatory test could be rolled into one set 
of plans.  

This prevents file-drawering “pilot” studies. 
Another benefit of specifying how the results will 
be used is that, if all studies are registered in an 
open and publicly available repository, unfavoura-
ble results can’t be re-designated as pilot studies. 
Historically, researchers may run studies until 
they find something that works—previous unsuc-
cessful experiments were labelled as “pilots” and 
were rationalized as the experimenter finding all 
the boundary conditions and moderators under 
which a specific prediction was inaccurate (e.g., 
Bem, 2011). Once they got that significant p-
value: voila, discovery!   

If all studies—exploratory, pilot, pre-testing, 
descriptive, qualitative, etc—are registered in a 
public repository, this cannot happen because 
eventually all registrations become public (e.g. on 
the Open Science Framework registrations can be 
embargoed for a maximum of four years). Of 
course, this requires that studies are preregistered 
in a proper registry where registrations are guar-
anteed to become public at some future date. In a 
situation where a preregistration could remain pri-
vate forever, this benefit cannot exist. This also 
requires that reviewers actually view preregistra-
tions as part of the review process, something 
which could be delegated by editors.  

Summary. An effective preregistration should 
be exhaustive and should result from the careful 
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planning of a study. An effective preregistration 
will clearly lay out an unambiguous plan for col-
lecting, analysing, and interpreting data. As can be 
seen, there is likely no easy way to address all of 
these pieces of information, except through care-
ful planning, which takes time.  

There are, however, many possible preregistra-
tion forms which will guide a researcher through 
many aspects of a study they might not have con-
sidered. Research suggests that the more detailed 
forms are better at restricting more degrees of 
freedom (Claesen et al., 2019; Veldkamp et al., 
2017). However, I suggest simply thinking of the 
preregistration form as the methods section of 
your completed report. 
 
Some things to keep in mind. 

 
In digesting the above information, there are a 

few things one should keep in mind when ap-
proaching a preregistration. These may be espe-
cially important for students and for researchers 
who are new to the practice.  

This is difficult and will take time. This is 
probably the most important thing to keep in 
mind. Planning out a study is not something that 
can be done quickly. It will take time, it will be 
difficult, and it will take practice. Employing 
these practices will slow down the workflow, but 
it will be worth it. 

Preregistrations that do not satisfy all of the 
above requirements can be harmful. Labelling a 
poorly designed study as preregistered can in-
crease confidence in the quality of the results or in 
the veracity of the claims. Indeed, a majority of 
preregistrations do not clearly identify deviations 
from the preregistered and most preregistrations 
do not adequately restrict all RDFs (Claesen et al., 
2019). Further, exploratory analyses are currently 
accepted alongside preregistered analyses without 
the requirement that they are then verified in a 
preregistered replication attempt. This undermines 
the benefits of preregistration and renders them 
effectively the same as a non-preregistered study. 
If the implementation is so laissez-faire, what is 
the point of preregistering at all?   

One reason for this may be the equivalent of 
statistical rituals (Gigerenzer, 2018)—that is, re-
searchers being taught to perform a specific action 
rather than the reasons for that action. Many re-

searchers may hold a misconception of what pre-
registration actually does (for example, allows the 
interpretation of p-values), so labelling their study 
as preregistered makes them more confident in the 
results for the wrong reasons. If psychological sci-
ence is to improve, these concerns must be taken 
seriously and researchers must take the time to 
carefully plan out their studies, and journals must 
move towards requiring at least this minimum 
level of preregistration.  

Mistakes are not the end of the world. There 
are plenty of situations where a researcher may 
make a mistake or may not have anticipated some 
outcomes. This is not the end of the world: the re-
searcher should clearly and boldly identify these 
deviations. However, it’s also necessary to keep in 
mind that preregistration goes hand-in-hand with 
replication: deviations and exploratory claims 
should be replicated if they are to be taken seri-
ously. Boxes 1 and 6 give some examples of sim-
ple situations in which things change after collect-
ing data. 

Additionally, a research study may yield an un-
anticipated set of results—this is usually very ex-
citing, but could also cause problems for the use 
and interpretation of the data. Such situations need 
to be handled with care but, generally, complete 
openness and transparency will assuage any con-
cerns. Providing readers with a roadmap of how 
the results were arrived at and providing unen-
cumbered access to the data is really the only way 
to instil confidence in a set of results.  

Finally, some research takes an incredibly long 
time to carry out. Even over a single year, field-
wide norms and recommendations may change, 
rendering a preregistered analysis decision unsuit-
able. While such a drastic change is unlikely to 
occur with any regularity, the possibility exists. 
However, in these situations, a clear and transpar-
ent plan outlining how the research was carried 
out and the reasons for those decisions will be  
paramount in evaluating this kind of deviation 
from the original plan.  

Changes can be made. In the ideal situation, a 
preregistration would be followed with no devia-
tions. However, there are inevitably problems, 
changes, or decisions that may require the plan be 
changed. In rare situations, new data may come in 
which would require reinterpretation or re-analy-
sis of previously reported results. In a situation 
where each of these steps and changes were noted  
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transparently, pre-registered, and the data are 
made publicly available, such changes should not 
have an impact because readers are able to evalu-
ate the research rather than the results. Consider 
the example in Box 6 and think about whether 
documenting changes prior to implementing them 
would affect a study’s preregistered status. This is 
also relevant to the dilemma sometimes posed: 
should one rigidly adhere to a preregistration at all 
costs or should one change their analysis to a bet-
ter one? 

You can preregister uncertainty. Some people 
may have questions about what is suitable for pre-
registration. This is perhaps because preregistra-
tion has been thought of as “knowing all the an-
swers ahead of time.” In reality, we often don’t 
know the true effect size, if the model will fit, 
which stimuli we will select, or even how many 
participants will enrol in our trial. These things 
may also influence other decisions that will be 
made, such as what analysis we will use.  

The solution to this problem is simple: prereg-
ister it. That is, you can specify under which cir-
cumstances a certain action will be taken. This 
could take the form of decision trees, a list, or 

even two plans—for example, “If X criteria is sat-
isfied, we will use Plan A. If Y happens, we will 
use Plan B…” 

Preregistration should be the rule and not 
the exception. There are obviously situations 
where preregistration and replication are not pos-
sible. For example, time-sensitive studies around 
natural disasters that could not possibly be antici-
pated, or longitudinal data collection that just so 
happens to flank an unexpected election outcome. 
Of course, researchers should still take the time to 
slowly and carefully plan out research, no matter 
the situation (Scheel, 2020): I am not arguing that 
time constraints are an excuse to not preregister. 

However, it may be the case that a researcher 
realizes (at a later date or in the middle of an 
event) that they have data relevant to some ques-
tion. Researchers may also return to previously 
collected data to examine results before and after 
some event or to examine changes within individ-
uals over time. These are precisely the situations 
in which it is critical to have a preregistration that 
describes the circumstances under which the data 
were collected and its original intended use. This 

Box 6: What if things change after running a preregistered study? 
 
Situation: A group of researchers have a composite of 10 items they use as a DV. They preregister a study where 
they create a composite of the 10 items and conduct a t-test.  
Problem: During review, a reviewer raises concerns about some of the items comprising the composite and re-
quests that the researchers examine the 10 items further. Any modifications to the analyses they already reported 
would constitute a deviation from the preregistered analyses, typically requiring that the analyses now be desig-
nated as exploratory.  
Result: So, following the reviewer’s request, they preregister a study to examine the items further. In their prereg-
istration they include details on how the results will be used: any problematic items (via carefully specified criteria) 
are removed and the same, original, analysis will then be run sans the problematic items. 
They run the new study as requested and some result comes out (it does not matter the result; but consider both 
possibilities: a) they remove some items from the composite, b) they do not remove some items from the compo-
site).  
Question: Does this project still count as preregistered?   
Consider: Both studies are preregistered. There are no steps in between that are not preregistered. There are no 
deviations in either analysis plan.  How does this affect the status of pre-registered?  
Consider also that the original pre-registered analysis concerned only one test (i.e. a single p-value), but things 
could have easily been more complicated. For example, what if the researchers had pre-registered a trial in which 
a large number of participants dropped out (reducing power dramatically)? What if a decision hinges on the result 
of a certain analyses or assumptions (e.g., homogeneity of variances, model fit indices)? What about data “clean-
ing” for particularly onerous physiological recordings?  

Several things could have been improved in this situation (careful planning, backup plans, etc). The re-
searchers will probably know that certain decisions will need to be made at certain points. Researchers can antici-
pate these and develop a decision tree to outline those decisions and possible options. More importantly, this also 
requires that researchers carefully consider possible outcomes of their study, as well as possible problems. 
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would provide the opportunity for readers to un-
derstand exactly why data were collected, when 
and how they were collected and, then to deter-
mine if such further use of them is warranted.  

Obviously, the initial data collection itself 
would be registered under another project, but the  
secondary use of such data could also be regis-
tered as long as it is done completely transpar-
ently. Though, I suggest here that these are exam-
ples of situations where preregistration may not be 
required because it presents an impossibility. 
However, this means that preregistration should 
be the rule, not the exception.  

Evaluation should be simple. Preregistrations 
may be difficult to evaluate because the names of 
variables, the order of tests, and the workflow is 
not followed exactly. As a result, reviewers and 
readers may have to hunt through several docu-
ments located in several places (supplementary 
materials, websites, etc) in order to determine if a 
research followed a preregistered plan.  

The solution to this is simple: think of your 
preregistration like the methods section of the re-
search report. Preregistration is like a roadmap to 
be followed: anyone should be able to follow it 
and come to the same end result. Further, if every-
thing—the materials, preregistration, analysis 
script, and data—are all located in a single reposi-
tory (e.g., the Open Science Framework), this task 
becomes easier for the editors, authors, and read-
ers.  

A note about exploratory analyses. Explora-
tion is critical to the process of science (Rozin, 
2001). Preregistration does not prevent explora-
tory analyses from being conducted and such was 
never the intention. However, the present proposal 
(and the included preregistration form) puts 
greater restrictions on what can be considered 
“confirmatory” results and what can be done with 
“exploratory” results.  

Note that the attached preregistration form can 
be filled out for a completely exploratory study. 
At the least, a researcher should create an “empty” 
 preregistration form which identifies the included 
measures and states explicitly that there are no 
planned analyses so that there is a record of the 
exploration. This commits the data to being ex-
ploratory and prevents unwarranted claims. 

Most importantly, a combination of four be-
haviours prevents exploratory analyses from being 

passed off as confirmatory and prevents the re-
sults of exploratory analyses from being over-
stated: 1) explicitly identifying measures as ex-
ploratory and positively stating that there is no 
analysis plan for a given measure, 2) banning the 
inclusion of poorly specified exploratory analyses 
and research questions, 3) requiring permanent 
and public registry (e.g. the Open Science Frame-
work) of study plans, and 4) requiring preregis-
tered replication of exploratory analyses.   

On their own, each of these four behaviours do 
little. In combination, though, these four behav-
iours formalise the process of exploratory analysis 
and create a record of the research process, tying 
one’s hands and reducing file drawer issues.  

So, continue: explore, run tests, measure new 
things, and try new procedures. However, ensure 
that the results are replicable before you make 
claims. Upon finding some result, the entire ex-
ploratory process can then be directly replicated in 
a new preregistered study which meets all of the 
aforementioned requirements.  

The value of preregistration is different for 
different types of studies. I am arguing that pre-
registration should be used for all types of studies 
because people can hack, misrepresent, misuse, 
and file-drawer descriptive results just as easily as 
inferential statistics. However, it is clear that the 
benefit of preregistration varies for different types 
of studies.  

Box 7 depicts the different numbers and types 
of benefits achieved when preregistering different 
study types. For example, while preregistering ex-
ploratory studies does offer the benefits of in-
creasing transparency by clearly flagging explora-
tory studies and preventing file-drawering of stud-
ies, more benefits are achieved when preregister-
ing other types of studies (because there are more 
RDFs involved). Preregistering a pilot study is  
useful to determine analyses and interpretations of 
results (see Boxes 1 and 2). Preregistering a de-
scriptive study can also increase confidence in 
how variables were calculated and the analyses  
that were conducted. Preregistering a confirma-
tory study, when RDFs are restricted as much as 
possible, can increase confidence in reported in-
ferential statistics.  
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Some possible objections 
 

Readers may have some objections to the 
things I’ve suggested. I’ve tried to anticipate some 
of them here and provide answers. I also hope that 
my suggestions continue to inspire discussion and 
debate around ways to improve psychological sci-
ence: if people are not discussing and debating, 
then people do not care enough. 

“Science is too slow; this makes it slower.” 
One argument is that science already moves too 
slow and, by imposing requirements on people, it 
necessarily limits the net output of information. 

Put differently, more data is always better and en-
cumbering people with requirements for planning 
and reporting reduces the amount of research the 
field generates. However, I think the answer to 
this concern is as follows: if one doesn’t have 
time to carefully plan out all aspects of a study, 
they don’t have time to do that research. 

“Preregistrations are already too long; this 
makes them longer.” Another argument is that a 
preregistration form should be easy and short so 
that people will use it and readers will read it. 
This is related to, but slightly different from, the 
previous objection. The concern here is that a dif-
ficult and complicated preregistration form may 

Box 7. Different types of studies receive different benefits from preregistration. 
 The benefits gained by preregistering a study come mainly from the planning aspect: planning helps one 
limit RDFs, detail measurements and analysis, anticipate problems and decisions, and guides the interpretation of 
results. Different types of studies involve different levels of planning. Thus, the specific benefits vary depending 
on the type of study. Of course, having only a few benefits—as with exploratory studies—does not mean one 
should not use preregistration. These benefits gained by preregistering exploratory studies (flagging exploratory 
studies as exploratory and reducing file-drawering) are as important as any of the other outcomes gained when 
registering other types of studies.  
 It’s also important to note that the types of studies are defined in Figure 1, below. Of note is that an ex-
ploratory study is defined as any study without a specific a priori plan for calculation or analysis. It is important 
to distinguish this from a study in which there is some level of plan, but that plan is not fully realized or thought 
out. Using the proposed preregistration form requires that one either commits to a fully exploratory study or fully 
develops their analysis plan—which means it is no longer exploratory.  
 
Figure 1. Depiction of the benefits of preregistration for different types of studies. 

 



                               MCPHETRES 17 
 

discourage researchers from using it and review-
ers from reviewing it.  

However, in order to be effective, preregistra-
tion must be detailed. Science is not easy (Nosek 
et al., 2019); it takes time, careful planning, and 
consideration to yield useful products. Arguing 
that some process should be fast and easy does not 
improve the quality of information generated. 

“Longer, more detailed preregistrations add 
responsibilities to editors and reviewers.” This 
is true. However, rethinking the review process 
might be useful at this step. One possibility is that 
editors could assign reviewers to review certain 
aspects of a paper—for example, one reviewer 
could be assigned to assess consistency with the 
preregistration, one reviewer could re-run the 
analyses, and so on.  

However, another possibility is to simply use 
the preregistration form as the methods section of 
the completed research report. This would elimi-
nate the need to find and review two documents 
and would ensure consistency between the two 
products. 

“There can be no perfect preregistration, so 
why even try?” “Haste makes waste” is an old 
proverb that especially applies here, because a 
carefully planned study is always better than a 
hasty study. Quick studies that are poorly de-
signed or rushed are necessarily limited in the in-
formation they can provide: more information is  
not better if the information is incomplete, biased, 
or simply wrong.  

“Preregistration stifles exploratory re-
search.” The concern that preregistration stifles 
or prevents discovery is often voiced because, af-
ter all, “shouldn’t we let the data guide our deci-
sions” (Goldin-Meadow, 2016)? However, many 
arguments have been made that our analysis 
choices and decisions should not be contingent on 
the data (Gelman & Loken, 2013; Landy, et al., 
2018; Simmons, Nelson, & Simonsohn, 2018).  

To be clear, I think that we should be asking 
questions and exploring and observing (Rozin, 
2001). But, once we notice some pattern in the 
data, our first instinct should not be to report it as 
a “discovery.” I think that our next step should be 
to plan out a study to examine what we think we 
saw and test it again with a clear and careful plan. 
Put differently, every new “discovery” should be 
replicated before it can be deemed a discovery. 
However, even if data did guide our decisions, I 

see no reason why those decisions can’t be con-
sidered ahead of time and preregistered. 

“Where is the line between pilot, explora-
tory, and confirmatory?” A researcher may run 
countless pilots and exploratory studies in which 
they measure a construct a variety of ways; some 
may be successful, and some may not. What 
should be considered as belonging to a body of 
evidence? Where do we draw the line between 
“good evidence” and “bad evidence”? 

In short, think that’s a decision that should be 
taken out of a researchers’ hands. There is no 
clear line between pilot, exploratory, and confirm-
atory—even if there were, people would find a 
way to exploit it. Further, without knowing all of 
the evidence used to make a claim, there is no way 
to evaluate the quality of the claim. 

So, I think the only solution is to require that 
everything be registered in a permanent and pub-
lic repository like the Open Science Framework. 
This framework is ideal because studies are orga-
nized according to projects and registrations auto-
matically become publicly available after a period 
of time, thus mitigating some of the file-drawer is-
sues. Further, the hope is that researchers would 
run fewer higher-quality studies so as to avoid 
yielding evidence that is uninterpretable or 
flawed.  

“Preregistration doesn’t apply to my kind of 
research.” One might make this argument be-
cause it seems that there is only one way to ana-
lyse the data, because one might think it would be 
obvious why one did what they did, or because 
they do the same thing every time. However, it’s 
important to consider that what may be obvious to 
you may not be obvious to others. In fact, it might 
not even be obvious to you at a later date!  

Research has shown that different people can 
make completely different decisions on how to 
test a single hypothesis (Landy et al., 2020; 
Silberzahn et al., 2015); the more variables and 
the more degrees of freedom in a study, the more 
options there are. Even study with the simplest of 
designs could be re-imagined in a more compli-
cated fashion by another researcher. A careful, 
time-stamped plan of why and when decisions 
were made is often the only way to backup what 
may be later seen as arbitrary decisions.  

 “Registered Reports already solve these 
problems.” Perhaps. Registered reports offer the 
benefit of having others evaluate and provide 
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feedback on your study plans prior to them being 
executed and also help reduce file drawer prob-
lems by guaranteeing publication of null results 
(Scheel, Schijen, & Lakens, 2018). However, the 
process depends on editors and reviewers pointing 
out flexibility during the review process—some-
thing that is difficult without standards in place. In 
contrast, a study plan preregistered on one’s own 
will not be reviewed until after the results are ob-
tained, making critical aspects of the study un-
changeable.  

 However, many researchers may see regis-
tered reports as daunting and intimidating, or as 
suitable only for replications, risky research ques-
tions, or very large projects. While these beliefs 
need not be true, the concern is understandable as 
it is still quite a new practice in psychology. Fur-
ther, those who argue that preregistering every-
thing is already too slow are probably likely to ar-
gue that registered reports are even slower. Thus, 
the effective version of preregistration outlined in 
this article offers the best of both worlds. Alt-
hough, for it to be effective, it must be imple-
mented widely and consistently.   

“A bad preregistration is better than no 
preregistration.” It could be argued that a sloppy 
preregistration is better than no preregistration be-
cause it at least gives us some information. It al-
lows us to see what was not planned, what wasn’t 
considered, and it gives us something to point to 
in a critique. Put differently, there is also value in 
seeing what wasn’t constrained prior to conduct-
ing a study. 

However, we need a clear standard of what a 
good preregistration should contain if we are go-
ing to label preregistrations as good or bad. Fur-
ther, from the perspective of one who does a 
“bad” preregistration, they think they’ve created a 
“good” one. One goal, I think, should be to help 
them improve their next preregistration instead of 
simply criticising a bad preregistration. The form 
I’ve provided and the guidelines laid out in the 
current manuscript should make it easy for a be-
ginner to create an effective preregistration from 
the start.  
 
Conclusions 
 

If psychologists are serious about psychology 
as a scientific endeavour and not simply as a qual-
itative field with numbers (Yarkoni, 2019), then 

psychologists need to hold their research and their 
claims to a higher standard. Such changes can 
only come with field-wide implementation and 
with requirements at the journal-level. Thus, it re-
mains the responsibility of journal editors and 
steering committees of professional societies—the 
European Association for Social Psychology, the 
Association for Psychological Science, and the 
Society for Personality and Social Psychology, for 
example—to implement these changes.  

It may seem reasonable and fair to favour a 
short and simple version of preregistration. How-
ever, lukewarm suggestions such as “The pre-reg-
istration of methods, data collection plans, and 
data analysis plans can play a role in increasing 
transparent scientific practice; research that in-
volves pre-registration is welcome… …it is not 
required.” (Crandall, Leach, Robinson, & West, 
2018) do little to increase the quality and credibil-
ity of results. Such statements may falsely signal 
credibility and support for transparency while 
avoiding any accountability and while also not 
contributing to field-wide changes. 

To be sure, preregistration, itself, does not 
solve all of the problems facing psychological sci-
ence. Preregistration can work as a bandage, 
though a bandage is no replacement for a surgeon. 
What the field really needs is better methods and 
field-wide standardised practices in order to im-
prove psychological science. Along the way, the 
least we can do is carefully plan out our studies. 
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