
Lecture 4



Model layouts
Normal distribution as a statistical model

Application of model layouts

Overview of model layouts



Institut biostatistiky a analýz, PřF a LF MU

Annotation

• The classical procedure of statistical analysis is to identify the type and characteristics 
of the model distribution of the data based on a sample of the target population, use 
its mathematical model to describe reality, and generalize the results to the target 
population under evaluation.

• The use of this approach is only possible if the real data match the model distribution, 
otherwise there is a risk of obtaining misleading results.

• The most classical model distribution from which many statistical analyses are derived 
is the normal distribution, also known as the Gaussian curve.
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All models are wrong but some are useful.

George Box, 1978
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Normal distribution

• The most classic model distribution from which many 
statistical analyses are derived is the normal distribution, 
also known as the Gaussian curve.

• It describes the probability distribution of a continuous 
random variable: e.g., height in a population, 
measurement error...

• It is completely described by two parameters:
• μ - mean value
• σ2 - dispersion
• Designation: N(μ, σ2)

• Normality is a key assumption of many statistical methods

• There are a number of tests and graphical methods to 
verify normality
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Description of the distribution of quantitative data: what do we 
want to describe about the data?

• Quantitative data - centre of gravity and range of observed values.
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Calculation of the characteristics of the normal distribution: mean

• m - average of the distribution (target population)

• x - average of the sampled data distribution (estimate of the average of the target 
population)

• The mean can be calculated from arbitrary quantitative data, but only in some 
situations can it be considered an indicator of the mean of the data (symmetric, 
normal distribution of data)

• Outliers and data asymmetries significantly affect the result of the average calculation
Object Value

x1 5

x2 3

x3 4

x4 7

x5 2

N=5

ҧ𝑥 =
σ𝑖=1
𝑁 𝑥𝑖
𝑁

=
21

5
= 4,2
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Average vs. median

• If we have symmetric data, the result of calculating the mean and median is similar.

• Everything is OK.

Systolic pressure in men

Pressure (mmHg)

N
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en

Diameter = 149.9 mmHg

Median = 150.0 mmHg
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Average vs. median

5000 10000 15000 20000 25000 30000 35000 40000 45000 50000 55000

Monthly salary (CZK)

Interleaved normal 
distribution model. Any 
method working with the 
normal distribution model 
treats the data as if its real 
distribution conformed to the 
red curve.

Actual data distribution

Average salary 26 985 CZK/month

• If we do not have symmetric data, the result of calculating the mean and median is 
different.

• It's not OK. Calculating the average is inappropriate at this time!

• Example 1: grading at school
• Student A: 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 5

Average = 1.35 Median = 1.00

• Student B: 1, 1, 1, 1, 2, 1, 1, 1, 1, 1, 1, 1, 1, 2

Average = 1.13 Median = 1.00

• Example 2: salary in the Czech Republic
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Description of the "centre of gravity" - position measure

• Let's have observed values: 

• Let's sort them by size:

• Minimum and maximum - the smallest and largest 
observed values give us an idea of where we are on 
the x-axis.

• Average - characterizes the value around which the 
other observed values fluctuate. It is the physical 
image of the centre of gravity of equally massive points 
on the x-axis.

• Median - this is the middle observed value. It divides 
the observed values into two halves, half of the values 
are smaller and half of the values are larger than the 
median.


=

=
n

i

ix
n

x
1

1

nxxx ,...,, 21

)()2()1( ... nxxx 

)(max

)1(min

nxx

xx

=

=

( )

)(~

~

)12/()2/(2
1

2/)1(

+

+

+=

=

nn

n

xxx

xx for n odd

for n even



Institut biostatistiky a analýz, PřF a LF MU

The concept of quantile

• In layman's terms, a quantile can be defined as a number on the real axis that divides 
the observed data into two parts: the p% quantile divides the data into p % values and 
(100-p) % values.

• We have a set of 20 people whose height we measure. We want to find the 80% 
quantile of the observed data set.

R

Height in cm

170 cm 200 cm 230 cm110 cm 140 cm

The average of these two

4 / 20 = 20% of the values

n = 20

16 / 20 = 80% of the values

= 80% quantile
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Calculation of the characteristics of the normal distribution: 
variance and standard deviation

• s2 - variance of the distribution (target population)

• s2 - variance of the sampled data distribution (estimation of the variance of the target 
population)

• Standard deviation (s, SD=standard deviation) = square root of the variance (easier to interpret)

• N-1 or N ? The N-1 division is a sample variance calculation, the N division is for the whole 
population (by exception)

Object Value

x1 5

x2 3

x3 4

x4 7

x5 2

N=5

𝑠2 =
σ𝑖=1
𝑁 (𝑥𝑖 − ҧ𝑥)2

𝑁 − 1
=
14,8

4
= 3,7

0 1 2 3 4 5 6 7 8

ҧ𝑥
𝑠 = 𝑠2 = 3,7 = 1,92
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Description of the "range" - the degree of variability

• The simplest characteristic of the variability of the observed data is the range of values (range) 
= maximum - minimum. It is easily influenced by atypical (outlying) values.

• The quantile range is defined by the p% quantile and the (100-p)% quantile and is less affected 
by outliers. A special case is the quartile spread, which covers 50% of the observed values.

• Variance - the average square of the deviation from the mean. Highly influenced by outliers.

• Standard deviation - the square root of the variance. The advantage of standard deviation is 
that it has the same units as the observed data.

• Coefficient of variance - the ratio of standard deviation to the mean (for a normal distribution, 
95% of values should fit within the mean ±3 SD), if the SD is greater than 1/3 of the mean, 
negative values in the distribution are theoretically likely - an indicator of problems with the 
normality of the data
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Normal distribution: the effect of outliers on descriptive statistics

• The aim is to determine the average cholesterol level of a selected population of men 
(values in mmol/l)
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Normal distribution: the effect of outliers on descriptive statistics

• The aim is to determine the average cholesterol level of a selected population of men 
(values in mmol/l)
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Identification of outliers

• On smaller files, visualization is sufficient.

• On larger datasets, visualization and descriptive statistics are not possible without.

• Graphical identification: using histogram and box plot.

• Identification using descriptive statistics: comparison of median and mean.
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Identifying outliers - example
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Visual assessment of normality
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Difference between N-P, Q-Q, P-P chart

• Axle replacement 
only
• Observed and 
theoretical quantile 
shown

???

• Cumulative 
distribution plotted

REMEMBER:

If the data come from a normal 

distribution, then the points will lie 

around the line
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Layout shape indicators

• Skewness - indicator of the "skewness" of the distribution, asymmetry of the 
distribution

• Kurtosis - an indicator of the "peakiness/flatness" of the distribution
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How does data asymmetry show up in diagnostic graphs?

Teaching materials: Computational 
Statistics, RNDr. Marie Budíková, Dr., 2011

Rozložení 

s kladnou šikmostí 

Normální rozložení 

 

Rozložení 

se zápornou šikmostí 
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Standard normal distribution
• Special case of normal distribution with N(μ=0, σ2 =1) - standardized form used:

• in statistical calculations 

• to compare the extremes/averages of values for variables with different ranges or 
units

• Simple interpretation - basic values to remember
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Conversion to standard normal distribution 

• So-called Z scores - in addition to 
statistical calculations, used e.g. in 
diagnostic scores (osteoporosis) or for 
comparing extremes/averages of variables 
with different ranges or units (e.g. 
pollutant measurements)

• Use in the calculation of standardized 
characteristics (e.g. covariance -> 
correlation coefficient)

• Used in multivariate analysis to achieve 
equal weighting of different variables in 
the calculation

• Tabulated form -> use in calculations

Object Value
Standardised 

value (z)

x1 5 0.42

x2 3 -0.62

x3 4 -0.10

x4 7 1.46

x5 2 -1.14

diamete
r

4,2 0

s 1,92 1

𝑧𝑖 =
𝑥𝑖−𝜇

𝜎
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The 3 sigma rule

• Within μ ± 3σ, 99.7 % of all values should occur

• Useful to know for indicative assessment of the extent of the data

• For variables that cannot be negative use for indicative normality assessment

99.7% of all values
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Standardized normal distribution and its characteristics
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Statistical tables

• Clear expression of the distribution function for model distributions

• In the pre-computer era a basic aid, now mainly of educational importance

• http://www.statsoft.com/Textbook/Distribution-Tables (also needed for the exam)

The whole part 
and the first 
decimal place of 
the search term 
from

The second decimal 
place of the search 
term from

The area under the curve of the standard normal 
distribution (= probability) between the mean and the 
z
Wanted z (value of the standard normal distribution)

The area under the curve of the 
standard normal distribution 
between the mean and the z 
Here for z=0.46 it is 0.1772 (between 
the mean and z=0.46 lies 17.7% of 
the distribution) 

http://www.statsoft.com/Textbook/Distribution-Tables
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Use of statistical models

1. We have a trait in the population that we want to replace with a statistical model for 
analysis purposes (de facto we do this every time we calculate the mean, which we 
consider to be an indicator of the mean)

2. Verify the assumption that the trait is distributed according to the given model = Is 
the selected model valid? E.g. visual assessment of normality or testing it.

3. Calculate the characteristics of the model (mean and standard deviation in the case 
of a normal distribution)

4. Convert to the standard form of the model (standard normal distribution in the case 
of a normal distribution)

5. Use known properties of the distribution to answer the questions (distribution 
function, its values in statistical tables)
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Example of application of the normal distribution model

• We've got data from a bone survey of a prehistoric animal

• N=2 000

• Average length = 60 cm

• Standard deviation = 10 cm

• Research questions:

• What is the probability that the size of a given bone 
would exceed 66 cm?

• How many of the bones were probably more than 66 
cm in length ?

• What proportion of the bones lay between 60 cm and 
66 cm in length ?
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Validation of data distribution and selection of statistical model
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Validation of data distribution and selection of statistical model
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The assumption of a normal 
distribution of data seems 
justified.
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What is the probability that the size of a given bone would exceed 
66 cm?

• Conversion of the search value to the standardized form of the normal distribution

𝑧 =
𝑥 − 𝜇

𝜎
=
66 − 60

10
= 0,6

Search area

( ) ( ) 27425,06,01)
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6066
(1)66(166 =−=

−

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Application of the normal distribution model

• How many of the bones were probably more than 66 cm in length ?

• What proportion of the bones lay within the range x of 60 cm to 66 cm in length 
?

• 22.6% of the bones lie in the range 60-66cm

( ) 5482000*27425,0*66 == nxP

( ) ( ) ( ) 22575,006,0
10

6066

10

6060
6660 =−=







 −


−
= FFZPxP
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Brief overview of model distributions I

Layout Parameters Brief description

Normal
Diameter (m)

Scatter (with )2

Symmetric function describing the interval 

frequency density; the most likely values are 

the mean values of the trait in the population.

Log-normal
Median

Geometric diameter

Scatter (with )2

An interval frequency density function which, 

after logarithmic transformation, takes the form 

of a normal distribution. 

Weibull
a - shape parameter

b - value range parameter

By varying the parameter a, the distribution of 

survival time of, e.g., a stressed organism can 

be modelled. The distribution is also used as a 

model to estimate LC50 or EC50 in toxicity tests.

Steady
Median

Geometric diameter

Scatter (with )2

An interval frequency density function which, 

after logarithmic transformation, takes the form 

of a normal distribution. 

Triangular
f(x) = [b - ABS (x - a)] / b2

a - b < x < a + b

Probability functions for the type of distribution 

where the mean values are significantly more 

likely than the marginal values.

Gamma
Distribution function parameters:

a - shape parameter

b - value range parameter

It allows flexible modelling of distribution 

functions of various shapes. For example, c2

distribution is a Gamma distribution. Gamma 

distribution 

with a = 1 is known as the exponential 

distribution.
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Brief overview of model layouts

Layout Parameters Brief description

Beta

Distribution function 

parameters:

a - shape parameter

b - value range parameter

Probability function for a variable limited in 

range to the interval [0; 1]. It is mathematically 

more complicated, but very flexible in 

describing changes in the values of the 

variable

in a bounded interval.

Student's

Degrees of freedom -

considers sample size

Average 

Scatter

Simulates the normal distribution for smaller 

samples of numbers. For larger sets (n > 100), 

it marginally approaches the normal 

distribution.

Pearson's
Degrees of freedom -

considers sample size

It is mainly used to compare the frequencies of 

phenomena in two or more categories. 

It is used to model the distribution of the 

variance estimate of normally distributed data.

Fisher-

Snedecoroff

Double degrees of 

freedom - considers the 

size of two samples

It is used to test the values of means - F test to 

compare two sample variances; F test, ANOVA 

etc.
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Lognormal distribution

• Asymmetrically distributed data - very common in biology (but also elsewhere, e.g. 
salaries)

• Along with the normal distribution, the most common model

• The geometric mean as an indicator of the centre is associated with the distribution
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Logarithmic transformation

• Geometric mean - the antilogarithm of the mean of log-log data, it is suitable for left 
asymmetric data (lognormal distribution), which are very common in biology, its value 
basically corresponds to the median

• Such asymmetric data can be converted by logarithmic transformation to normal 
distribution

log

Median, geometric mean
Average Average (of logarithmic data)
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Geometric diameter
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Degrees of freedom

• Independent units of information

• Associated with the number of objects or groups in the data

• They decrease with the calculation of each summary statistic (= subtract the 
dependent statistics from the total number of dependent statistics)
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Student's division
• For a more realistic description of reality than the normal distribution allows 

• Degrees of freedom - in relation to sample size
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William Sealy Gosset
Publications under the pseudonym Student
t division based on experiments with yeast
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Pearson (Chi-square) distribution

• For data that can never be negative in principle

• Shape affected by degree of freedom

• Expected and observed counts, variances

• Often in genetics
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Fisher-Snedecor distribution

• For data that can never be negative in principle

• Typically a ratio of two variances - use in many, especially 
more advanced statistical tests

• Two different degrees of freedom
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Data Transformation - Legitimate Layout Adjustment

• Basic types of transformations lead to normality of distribution or homogeneity of 
variance

• Logarithmic transformation

• The logarithmic transformation is very suitable for data with outliers at the upper end 
of the range. When comparing the means of multiple data sets, the situation where 
the standard deviation changes proportionally with increasing mean, and thus the 
variables have the same coefficient of variation even though they have different 
means, is indicative of this transformation.

• In such a situation, the logarithmic transformation not only weakens the asymmetry of 
the original distribution, but also brings a higher homogeneity of the variance of the 
variables. The natural logarithm is most often used for the transformation and if there 
are zero values in the original data set, the operation Y = ln (X+1) is appropriate. 

• When the average of the logarithmized data (i.e. the average logarithm) is transformed 
back to the original values, the result is not the arithmetic but the geometric mean of 
the original data.
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Data Transformation - Legitimate Layout Adjustment

• Basic types of transformations lead to normality of distribution or homogeneity of variance

• Square root transformation

• The transformation is suitable for variables having a Poisson distribution, i.e. variables 
expressing the total number of occurrences of a certain (rather rare) phenomenon in n 
independently repeated experiments. More generally, this type of transformation may be 
recommended in the case of normalization of data of the type of number of individuals (cells, 
etc.). It is a transformation:

• or 

• Transformations with the value 1 added are efficient if X takes very small or zero values. A 
situation indicating the appropriateness of the square root transformation is also the 
proportionality of the sample variance and the mean, that is, in general if s2x = k (sample 
mean).

xY = 1+= xY 1++= xxY
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Data Transformation - Legitimate Layout Adjustment

• Basic types of transformations lead to normality of distribution or homogeneity of variance

• Arcsin transformation

• The so-called angular transformation - very suitable for data of the type of proportions of 
occurrence of a certain phenomenon (trait) among n evaluated individuals - i.e. for data having 
a binomial distribution. If a trait occurs r times among n possibilities (individuals, repetitions), 
then the relative frequency of its occurrence can be expressed as p = r/n with a variability of 
p.(1-p)/n. The Arcsin transformation removes proportions close to 0 or 1 from the data sets, 
effectively reducing the variability of the mean estimates. However, the transformation is not 
able to remove the variability caused by the different number of repetitions in each variant, in 
which case weighted transformations of the data may be recommended. A very common form 
of this transformation is:

• - i.e. the transformation of the shares into values whose sine is equal to the square root of the 
original values. If the total number of individuals (repetitions) among which the occurrence of 
a trait is monitored is n < 50, then very efficient empirical measures can be recommended to 
transform the proportions close to 0 or 1. For this case, zero proportions can be replaced by 
1/4n and 100% proportions by (n-1/4)/n. If there are more extreme values between the values 
(less than 0.2 and greater than 0.8), a transformation can be recommended:
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Lecture 5



Making estimates
Point and interval estimates 

The meaning of the confidence interval
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Annotation

• The two basic approaches to statistical evaluation are data description and hypothesis 
testing. 

• When describing the data, it is important to note that the descriptive statistics 
obtained from the sample are not the actual value in the target population, but only 
an estimate of it. 

• The precision of the estimate depends on both the variability of the data and the 
sample size; if the entire target population were sampled, the resulting descriptive 
statistic would already be a precise value, not an estimate. 

• Estimates and associated confidence intervals are a universal statistical procedure and 
can be computed to any descriptive statistic.
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Working with variability in data analysis

• There are three main approaches to dealing with variability in data analysis

Data 
variability

Descriptive analysis: description of variability

Hypothesis testing: explaining variability

?

Stochastic modelling: prediction of system behaviour

Estimates 
of 

descriptive 
statistics
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Point estimate of descriptive statistics

• By calculating the descriptive statistics of the sample, we obtain the so-called point 
estimate

Point estimate of mean, 
standard deviations

Is that enough?

It is not, we do not take into account 
the influence of chance that was 
applied during the sampling !!! 
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Interval estimation

• Point estimation is the first step in the statistical description of the data.

• What does one number tell us? Study 1 may publish the number x1, study 2 the 
number x2. Which is more correct, better, more accurate?

• The point estimate is inadequate by itself to describe the probability distribution 
parameter of a random variable.

• We are interested in the accuracy (reliability) of the point estimate.
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What is the importance of interval estimation and its reliability?

• We are sampling a population of 
animals and want to estimate the 
average value of the observed 
variable

• Average length in the population = 
60, standard deviation = 10 (we don't 
actually know these values)

We perform a sampling of 
size N = 100.

Population: mean = 60, standard deviation = 10
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One sampling

• There is only a low probability that the sample exactly matches the population of 
interest

Population: mean = 60, standard deviation = 10

Sample 1: mean = 61.5, standard deviation = 10.1

How would further 
sampling work?
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Two sampling

• There is only a low probability that the sample exactly matches the population of 
interest

Population: mean = 60, standard deviation = 10

Sample 1: mean = 61.5, standard deviation = 10.1

How would further 
sampling work?

Sample 2: mean = 60.4, standard deviation = 9.3
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One hundred samplings

• There is only a low probability that the sample exactly matches the population of 
interest

Population: mean = 60, standard deviation = 10

By resampling, we obtained different versions of the 
point estimate simulating how different population 
sampling would have turned out for a given sample 
size.  

How would the next sampling turn out?
Are we able to describe it in terms of probability 
= the estimate at the next sampling will end up 
with a certain probability in a certain range of 

values?
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Estimation confidence interval I 

• Estimates of the mean from 
individual samples produce a 
distribution of mean estimates

• If we know the distribution, we can 
easily determine the range in which 
the specified percentage of values 
lies = the probability of encountering 
an estimate of the mean in this 
range when sampling

• The most commonly used 95% range 
= 95% confidence interval

• How to calculate it? Population: mean = 60, standard deviation = 10

Samples (N = 100): mean = 59.9, standard deviation 
of mean estimates = 0.93

???

95%

Data distribution in the population (unknown)

Distribution of 
estimates of means 
from 100 samples
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Estimation confidence interval II 

• How to calculate it?

• Empirically: 2.5% and 97.5% quantile

• According to the model distribution: 
• The estimates of the averages 

have a normal distribution
• Mean 95% values are bounded 

by the mean ± 1.96*standard 
deviation

• Note: the described method of 
calculating the confidence interval is 
used only in computer simulations, 
not in real sampling (here for 
educational reasons)

Population: mean = 60, standard deviation = 10

Samples (N = 100): mean = 59.9, standard deviation 
of mean estimates = 0.93

Mean error of the mean estimate (standard 
error, s.e., SE, )

95%

Distribution of data in the population (unknown)

Distribution of 
estimates of means 
from 100 samples

𝐬ത𝐱
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Probabilistic behaviour of a random variable

• In classical statistical calculations, the confidence interval is derived from a single 
sample based on knowledge of the model distribution of estimates of the statistic (e.g. 
the mean)

• Two characteristics reflect the properties of a single-number distribution: the mean 
and the variance. The square root of the variance is the standard deviation (SD).

• The following applies:

• Individual realizations of the random variable show variability (according to SD).

• Any statistic (e.g. the mean) is also a random variable as a transformation of 
random variables. Therefore, it also has a probability distribution.

• Individual realizations of the statistic over different random samples also show 
variability (again proportional to SD).
• S.E. - standard error 
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Example - sample average

• In the case of the mean, its estimates are describable by a normal distribution model

• The normal distribution is described by the mean (the actual estimate of the mean) 
and the standard deviation of the estimates (to distinguish it from the sample standard 
deviation, in this case it is called the mean error of the mean estimate)

Base space 
Ω 

Jev 
A

ω1

R0 x

Random 
quantity X

R0 x3x1 x2 x5x4

Random 
selection X1 , X2 ,..., Xn

Selective 
diameter X

R0 x
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SD and SE

• The standard deviation (SD) is not the standard error of the descriptive statistic (SE)!

• The standard deviation (SD) is a reflection of the variability of the random variable in 
the population under study.

• The standard error (SE) is a reflection of the accuracy of descriptive statistics as an 
estimate of the mean of a random variable.

• Note the difference between SD and SE in articles and books - tables and graphs!

• What does the size of the SE (and therefore the width of the confidence interval) 
depend on?
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SD and SE

• The standard deviation (SD) is not the standard error of the descriptive statistic (SE)!

• The standard deviation (SD) is a reflection of the variability of the random variable in 
the population under study.

• The standard error (SE) is a reflection of the accuracy of descriptive statistics as an 
estimate of the mean of a random variable.

• Note the difference between SD and SE in articles and books - tables and graphs!

• What does the size of the SE (and therefore the width of the confidence interval) 
depend on?
• On the sample size
• The variability (standard deviation) of the variable being assessed in the population

• The SD of the population is given by reality, but the sample size is in our hands = by 
changing the sample size we can change the width of the confidence interval !!!!
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Example - confidence interval for different sample sizes

• We are sampling a population of animals and want to estimate the mean value of the 
variable of interest - we are trying different sample sizes

• Average length in the population = 60, standard deviation = 10 (we don't actually know 
these values)

N = 10 N = 100 N = 1000
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Example - confidence interval for different sample sizes

• We are sampling a population of animals and want to estimate the mean value of the 
variable of interest - we are trying different sample sizes

• Average length in the population = 60, standard deviation = 10 (we don't actually know 
these values)

N = 10 N = 100 N = 1000

95% IS = 53.8 - 66.2 95% IS = 58.0 - 62.0 95% IS = 59.4 - 60.6
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General formula for calculating the confidence interval

• Confidence intervals can be calculated to estimate any descriptive statistic (mean, 
standard deviation, percentage, correlation coefficient, regression coefficient, odds 
ratio, etc.)

• For a given descriptive statistic, we need to know the corresponding model 
distribution of its estimate

• General equation for calculating confidence interval boundaries (in some cases it can 
be more complicated - asymmetric confidence intervals, different equations for lower 
and upper boundaries):

Point estimate ± quantile of model distribution * mean estimation error

E.g. sample diameter In the case of the mean and 95% 
confidence interval this is 2.5% and 
97.5% quantile of normal distribution 
= ± 1.96

In the case of the average, it is 
calculated as: 

𝑠 ҧ𝑥 =
𝑠

𝑁
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Calculation of the average estimate

• Point estimate of the sample mean

• Mean error of the mean estimate

• Confidence interval

𝑠 ҧ𝑥 =
𝑠

𝑁

ҧ𝑥

ҧ𝑥 − 𝑡1− ൗ𝛼 2

𝜐=𝑁−1 𝑠

𝑁
≤ 𝜇 ≤ ҧ𝑥 + 𝑡1− ൗ𝛼 2

𝜐=𝑁−1 𝑠

𝑁

𝜇: ҧ𝑥 ± 𝑡1− ൗ𝛼 2

𝜐=𝑁−1 𝑠

𝑁

𝜇: ҧ𝑥 ± 𝑡1− ൗ𝛼 2

𝜐=𝑁−1𝑠 ҧ𝑥

𝑡1− ൗ𝛼 2

𝜐=𝑁−1What is it?

t - Student's distribution (used instead of 
the normal distribution for small sample 
sizes)

n - degrees of freedom, here 
calculated as N-1 

The quantile of the model distribution, a, denotes the 
proportion of cases we do not want to include in the 
interval, here for a 95% confidence interval a = 5%, so 
we are looking for the 97.5% quantile of the student's 
distribution
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Statistical t-distribution tables

• In contrast to the normal distribution 
tables, we must also take into account 
the degrees of freedom

• For this reason, the table is 
constructed only for selected 
probability values

William Sealy Gosset
Publications under the pseudonym Student
t division based on experiments with yeast

We look for the value of t (= quantile of the 
distribution) for a given area (probability) and 
degrees of freedom

Degrees of freedom

Probability (area under 
the curve), most 
commonly 0.025 
(2*0.025=0.05)



Institut biostatistiky a analýz, PřF a LF MU

• We are sampling a population of animals and want to estimate the average value of the observed variable

• Sample: N = 10, mean (point estimate) 61.5, standard deviation 10.1

• What is the 95% confidence interval?

• Mean estimation error

• Quantile of model distribution for a=0.05 (1-0.95)

• 95% confidence interval - calculation

• 95% confidence interval - result
61,5 (54,2 - 68,7)

• When resampling with N=10, the estimate of the mean with probability 0.95 will lie in the range (54.2 - 68.7)

Estimating the mean and its confidence interval - Example 1

𝑠 ҧ𝑥 =
𝑠

𝑁
=
10,1

10
= 3,207

= 7,256

=2,262
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• We are sampling a population of animals and want to estimate the average value of the observed variable

• Sample: N = 100, mean (point estimate) 61.5, standard deviation 10.1

• What is the 95% confidence interval?

• Mean estimation error

• Quantile of model distribution for a=0.05 (1-0.95)

• 95% confidence interval - calculation

• 95% confidence interval - result
61,5 (59,5 - 63,5)

• With a resampling of N=100, the estimate of the mean with probability 0.95 will lie in the range (59.5 - 63.5)

Estimating the mean and its confidence interval - Example 2

𝑠 ҧ𝑥 =
𝑠

𝑁
=

10,1

100
= 1,014

= 1,988

=1,960
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Confidence interval for variance estimation

• Example of an asymmetric confidence interval; the model distribution is the Pearson 
(chi-squared distribution)

• For dispersion

• For the standard deviation

• For the mean estimation error of the mean 0 5 10 15 20 25
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The confidence interval concept and its interpretation: a summary

• When calculating an estimate of a descriptive statistic, we are interested not only in its intrinsic value 
(point estimate) but also in its confidence range

• The confidence interval depends on:
• Sample sizes
• Data variability
• Required reliability

• Confidence intervals can be calculated for any statistic (mean, standard deviation, correlation, 
percentage, etc.)

• The confidence interval provides a clue as to how "reliable" our results are and how likely they are to be 
achieved repeatedly

• The 95% confidence interval is the range of values within which we are 95% likely to be within when 
repeating the study

• The claim that the true population mean lies within the 95% confidence interval with 95% probability is 
not true, we do not know the true population mean !!!

Distribution of the estimate for N=10 Distribution of the estimate for N=100

Parameter distribution in the population

Average (estimated parameter)
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Note on the confidence interval

• The confidence interval only accounts for variability due to random selection, it does 
not account for sources of systematic bias.

• Examples:

• Measurements of pollutant concentration or blood pressure may be systematically 
biased by an old meter ("technical bias").

• Pollutant concentration measurements can be systematically biased by selecting only 
clean or only contaminated sites ("selection bias")

• Blood pressure measurements can be systematically biased by enrolling only a certain 
group of people in a study ("selection bias")



Basics of hypothesis testing
The principle of statistical hypothesis testing

Test statistics and statistical significance

Statistical testing errors
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Annotation

• Hypothesis testing is the second main direction of statistical analysis after descriptive 
statistics. In testing, we pose hypotheses that we seek to confirm or reject with some 
probability. 

• The so-called null hypothesis can best be described as a situation where we assume 
the influence of chance (the difference between groups is pure chance, the 
relationship between two variables is pure chance, etc.), the alternative hypothesis 
assumes the influence of a non-random factor.

• The result of a statistical test is basically the probability of whether the phenomenon 
being evaluated is random or not, when a certain threshold is crossed (most often less 
than 5% probability that the phenomenon is just a coincidence) we declare that the 
probability of coincidence is low enough for us to declare the phenomenon non-
random

• Statistical significance is influenced by the sample size and thus is only an indication to 
declare e.g. the difference between two groups of patients as truly significant. In an 
ideal situation, it is necessary that the difference is significant not only statistically 
(=non-random) but also practically (=not just an artifact of sample size).
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Statistical testing is not proof of causality !!!!

• The result of statistical testing does not mean causal proof or non-proof of a 
relationship, it is only an indication for our decision making.
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Working with variability in data analysis

• There are three main approaches to dealing with variability in data analysis

Data 
variability

Descriptive analysis: description of variability

Hypothesis testing: explaining variability

?

Stochastic modelling: prediction of system behaviour

Statistical 
tests
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The principle of hypothesis testing

• Formulation of the hypothesis

• Selection of the target population and a representative sample from it

• Measurement of monitored parameters

• Use of the corresponding test Test conclusion

• Interpretation of results
Target 

population

Sample Representativeness ?

Conclusion ?
Interpretation

Parameter 
measurement

Hypothesis tests

?
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Determination of the hypothesis

• Null hypothesis - a statement about unknown properties of the probability distribution of the observed 
random variable (trait, characteristic) concerning the target population. 

• The null hypothesis takes the form:

• The null hypothesis generally says that there is no difference, or that the difference is so small that it 
can be considered random -> so the basic question of testing is "how do we define what is "sufficiently" 
random for us?"

• Alternative hypothesis - a statement about the unknown properties of the probability distribution of 
the observed random variable that contradicts the validity of the null hypothesis. It defines what 
situation occurs when the null hypothesis is not valid.

• The alternative hypothesis takes the form:

01

01

01

:

:

:













H

H

H

00 :  =H
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Examples of hypothesis

• Do sites near human settlements differ from sites in protected reserves in terms of 
pollution levels?

Levels of pollution at sites near settlements:

Levels of pollution at sites in reserves:

• Is the effect of lowering systolic blood pressure with a new antihypertensive the same 
in hypertensives who smoke as in hypertensives who do not smoke?

Mean effect size for smokers:

Mean effect size for non-smokers:

210 :  =H
1

2 211 :  H

210 :  =H
1

2 211 :  H
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Why does the null hypothesis express the absence of an effect?

• The null hypothesis reflects the fact that something did not happen or did not manifest 
→ is usually stated as the opposite of what we want to prove by experiment.

• The null hypothesis is constructed so that we can use the observed values to 
disprove it.

• In order to reject the validity of the null hypothesis, we only need to find one example 
where the null hypothesis does not hold - this example should be our random sample 
(our observed data).

• Rejecting the null hypothesis is easier than confirming the null hypothesis.
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Hypothesis testing

• Hypothesis testing deals with deciding the validity of stated hypotheses based on 
observed data.

• We test the validity of the hypotheses using a statistical test - a decision rule that 
assigns to each random selection just one of two possible decisions - H0 do not reject 
or H0 reject.
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Statistical test

• Hypothesis testing is based on data.

• The hypothesis being tested corresponds to a statistical test, or a test statistic, which 
allows to test the validity of the null hypothesis.

• A test statistic is a formula based on observed data with a probability distribution, so it 
itself has a probability distribution. The probability distribution of a test statistic under 
the validity of H0 is referred to as the "null distribution".
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Statistical testing procedure

• We formulate the null hypothesis H0 (the observed effect is zero)

• We formulate an alternative hypothesis HA (the observed effect is different between 
groups) The alternative hypothesis for parametric tests can be two-sided or one-sided.

• The hypothesis must be stated so that we can select and calculate the so-called test 
statistic (e.g., the hypothesis about averages is likely to be solved using a t-test whose 
test statistic has a t distribution)

• We calculate the value of the test statistic based on the observed values

• We compare the calculated test statistic with its distribution (= distribution of random 
differences), assess the randomness of the difference and conclude to reject/not reject 
H0



Institut biostatistiky a analýz, PřF a LF MU

What does the value of the test statistic depend on?

• We have two groups of values, each described by its size, mean and standard deviation 
- what influences the significance of the difference in their means?

N = 100
Average = 59.4
SD = 9.4

N = 100
Diameter = 70.0
SD = 10.5

Difference = 10.6
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What does the value of the test statistic depend on?

• We have two groups of values, each described by its size, mean and standard deviation - what 
influences the significance of the difference in their means?

• Sample size (larger sample = greater significance) and standard deviation (greater variability = less 
significance) - affect the confidence with which we estimate the means being compared

• On the size of the difference between the averages being compared (larger difference = greater 
significance)

N = 100
Average = 59.4
SD = 9.4

N = 100
Diameter = 70.0
SD = 10.5

Difference = 10.6
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Test statistics

• The test statistic combines the magnitude of the difference with other characteristics of the data 
(sample size, variability, etc.); it is actually a difference weighted by other characteristics

• The value of the test statistic is related to the significance of the difference

• For a final decision on the significance of the difference, it is necessary to compare the test statistic with 
its distribution of random differences (= what would be the distribution of this statistic if the difference 
were random)

N = 100
Average = 59.4
SD = 9.4

N = 100
Diameter = 70.0
SD = 10.5

Difference = 10.6
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Two ways of obtaining the distribution of the test statistic

• The test statistic represents the distribution of random differences and can be obtained in two 
ways

• Approximation to the model distribution 
• "standard" procedure, advantage of easy calculation, sensitive to non-compliance with 

data distribution assumptions
• Different tests have their distributions of random differences described by different 

mmole distributions (e.g., t-test using t-distribution, goodness-of-fit test using Pearson 
(chi-square) distribution)

• Permutation methods
• The distribution of random differences is obtained by computer simulation of either all 

possible or a specified number of random situations
• Suitable for small sample sizes or situations where approximation to model distributions is 

not possible
• Demanding on computing power (currently less and less of a problem)
• Educatively illustrative
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Methods of testing

• Testing H0 against HA at the α significance level can be done in three different ways: 

1. The critical region (labelled W) or the rejection region H0 ,

2. Confidence interval,

3. P-value.
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Example: permutation testing

0 20 40 60 80 100 120

N = 100
Average = 59.4
SD = 9.4

N = 100
Diameter = 70.0
SD = 10.5

Difference = 10.6

How to determine if the observed difference is due to chance?
Let's simulate it !!!!

Th
e 

d
if

fe
re

n
ce

 ?
??

?

We assessed the size of two species of frogs, sampling 100 individuals of each species. 
N=100

N=100



Institut biostatistiky a analýz, PřF a LF MU

Example: permutation testing
We assessed the size of two species of frogs, sampling 100 individuals of each species. 

Random 
mixing

N=100

N=100

N=100

N=100

Th
e 

d
if

fe
re

n
ce

 ?
??

?

What is the most likely 
difference between the 
groups after random mixing?
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Example: permutation testing
We assessed the size of two species of frogs, sampling 100 individuals of each species. 

Random 
mixing

N=100

N=100

N=100

N=100

Th
e 

d
if

fe
re

n
ce

 ?
??

?

0 20 40 60 80 100 120

N = 100
Average = 64.9
SD = 10.4

N = 100
Average = 64.5
SD = 12.0

Difference = 0.4

We need a large number of 
permutations to stabilize the result.
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Results with different number of permutations

• As the number of permutations increases, we observe the formation of a distribution 
of random differences
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Random differences vs. observed difference

• We compare the real difference with the distribution 
of random differences
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Random difference distribution and its use for testing

• Determine the critical region of the test statistic = what probability of the observed 
difference occurring by chance we can accept when rejecting the null hypothesis (i.e., 
declaring that the difference is not random)

• The most commonly used critical region of test statistics leading to a probability of 
random difference of 0.05 or 0.01 (called the level of statistical significance, it is not a 
law of nature, only an assumption)

• We compare our actual difference with the distribution of random differences and the 
specified critical region of this statistic

• If the true difference lies in the critical region, we say that at a given significance level 
we reject the null hypothesis

• For a given value of the test statistic, we are also able to determine the exact 
probability with which there are random differences greater than our observed 
difference = the probability that our observed difference is a mere coincidence 
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Statistical significance of the observed difference

• The level of statistical significance 
will be 0.05 (5%)
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N = 1000

Random differences

The Real 
difference = 10.6

Critical region 
(bottom 2.5% of 
cases = 25 most 
extreme 
permutations)

Critical region (top 
2.5% of cases = 25 
most extreme 
permutations)

1. The real difference lies in the 
critical region of the test 
statistic = we reject the null 
hypothesis that the means 
of the two groups are the 
same

2. There is only one random 
difference due to 
permutations greater than 
the actual difference = the 
probability that by chance 
alone there is a difference 
greater than the one we 
observed is 1/1000 = 0.001 = 
the statistical significance of 
the difference we observed 
is p=0.001.
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What does a random difference mean? Summary.

Is there a 
difference?

What would 
the difference 
look like if it 
were random?

Let's simulate 
him!!! ☺

Treatment

Placebo

X2

X1

X2

X1

T
h
e
 d

if
fe

re
n
c
e
 ?

T
h
e
 D

if
fe

re
n
c
e

X2

X1

T
h
e
 D

if
fe

re
n
c
e

....
Many-
times

The difference ?

Distribution of 
possible random 

differences

Where does the real 
difference lie?

How likely is it to be 
random?

0
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Rejection/non-rejection of the null hypothesis

• The value of the test statistic is compared with the quantile (critical value) of its 
distribution corresponding to the chosen significance level α.

• If the observed value of the test statistic represents a more extreme (less likely) value 
within the distribution corresponding to the null hypothesis than the critical value 
(quantile) corresponding to the chosen risk α, then the null hypothesis is rejected.
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Rejection/non-rejection of the null hypothesis

risk
α / 2

risk
α / 2

2,5 %2,5 % 95 %

Two-sided test at α = 0.05

210 :  =H
211 :  H

If the test 
statistics fall here 

- we reject H0

If the test 
statistics fall here 

- we do not 
reject H0

If the test 
statistics fall here 

- we reject H0

Distribution of random differences:
- Either the relevant model 

distribution 
- Or the result of a simulation

Rejection of the null hypothesis:
• Our test statistics fall into the 

critical field of
• The derived exact value of p is 

smaller than the p associated with 
the critical region
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Testing with confidence intervals

• The principle of confidence interval 
testing is to calculate a confidence 
interval for a given difference or measure 
of the relationship between variables 
and compare it with a reference value 
(e.g. 0 in the case of a difference).

• If the interval does not contain this 
reference value, it is equivalent to 
demonstrating the statistical significance 
of the difference at that significance level 
(95% confidence interval is equivalent to 
a significance level of 0.05)

Source: Piaggio G, Elbourne DR, Altman DG, Pocock SJ, Evans SJ; CONSORT Group. Reporting of noninferiority and equivalence 
randomized trials: an extension of the CONSORT statement. JAMA. 2006 Mar 8;295(10):1152-60.
Statistics and Informatics Services Group, Department of Reproductive Health and Research, World Health Organization, Geneva.
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Possible errors in hypothesis testing
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What can happen when making a decision

• Given the null hypotheses we have four possible outcomes of the decision process:

• We can make two mistakes when making a decision, we can make two wrong 
judgments.

Decision

Reality

H0 applies H0 does not apply

H0 will not be 
rejected

correct acceptance of valid 
null hypotheses

Type II error

H0 we reject Type I error
correct rejection of an 
invalid null hypothesis



Institut biostatistiky a analýz, PřF a LF MU

Analogy with the judicial process

• We honor the presumption of innocence = we assume the null hypothesis is true.

• We require evidence to prove guilt = we want to show, based on data, that the null 
hypothesis does not hold.

• If we have insufficient evidence, the percentage of those convicted who are innocent 
will increase = Type I error, but at the same time the percentage of those convicted 
who are actually guilty will also increase = correct rejection of the invalid null 
hypothesis.

• If we demand a lot of evidence, the percentage of innocents who will be acquitted will
increase = correct acceptance of a valid null hypothesis, but at the same time the 
percentage of guilty who will be acquitted will also increase = Type II error.
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Probability of the results of the decision-making process

• As can be seen from the analogy with the lawsuit, one cannot simultaneously minimize 
α and β. In practice, it is necessary to guard α more closely → we set a maximum 
threshold for α in advance (the "level of significance" of the test) and minimize β 
under this condition.

Decision

Reality

H0 applies H0 does not apply

H0 will not be 
rejected

the right decision
P = 1 - α

Type II error
P = β

H0 we reject
Type I error

P = α
the right decision

P = 1 - β
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What does "failing test statistics" mean

• If the value of the test statistic is greater than the risk quantile α, then two situations 
could occur:

1. either H0 is valid and we have observed an unlikely phenomenon 

2. or H0 does not apply

• We work with risk α, i.e., unlikely events are part of our risk, so in this case we choose 
option 2 and reject H0.
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Statistical test errors as a consequence of our decision

• Statistical significance itself means only the 
probability that the observed difference or 
relationship between variables is due to chance

• At the point where we make a decision based on this 
probability that the null hypothesis is invalid, we 
accept the probability (corresponding to a given 
statistical significance) that this decision is wrong and 
that the null hypothesis is in fact valid (the difference 
is due to chance alone)

• Every decision we make to reject the null hypothesis 
contains a Type I error snake
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P-value

• The p-value expresses the probability under the validity of H0 , with which we would 
obtain the same or a more extreme value of the test statistic (given, of course, the 
one-sidedness or two-sidedness of the test).

• Thus, the lower the p-value of the test, the less likely the test indicates that the null 
hypothesis is true. In other words, if we get a p-value "close to zero" when we evaluate 
the statistical test (again, two thresholds are accepted by default: 5% and 1%), this 
means that our null hypothesis has very little support in the observed data and can be 
rejected.
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P-value

• The resulting p-value is then compared to the chosen significance level α, with the null 
hypothesis being rejected when the p-value of the test falls below this level.

• Thus, it can be said that the moment the risk of a false positive result associated with 
rejecting the null hypothesis falls below a selected level (e.g. 5% or 1%), then we reject 
it.

• The p-value can be understood as a numerical indicator of the validity or invalidity of 
the null hypothesis expressed on a probability scale. And like any indicator, the p-value 
can indicate a bad outcome, because we must always be aware that we are at risk of 
both a Type I and a Type II error.



Institut biostatistiky a analýz, PřF a LF MU

The strength of the test

• We denote the probability of type II error by β.

• 1 - β is called the power of the test and expresses the probability that we reject H0 at 
the moment when H0 is indeed invalid.

• We try to optimize the power of the test while maintaining the significance level of the 
test α → principle of calculating the experimental sample size before the study

• Optimizing test power and sample size in advance is not trivial; we can run into many 
problems - biological limits, ethical limits, financial limits.
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Factors affecting the strength of the test

• Sample size: the more observations (information about the validity of the null 
hypothesis), the greater the power of the test. As with confidence intervals, the power 
of the test increases with the square root of n.

• Effect size: the size of the difference in the unknown parameters also affects the 
power of the test. It is always easier to identify a large effect size as significant, e.g. a 
large difference in the mean prostate volume of two populations. Conversely, it is 
harder to show a smaller effect (smaller difference) as significant.

• Data variability: data variability increases the variability of the estimates, making the 
decision on H0 difficult. The more variable the observed values are, the more data will 
be needed to accurately estimate the effect size (difference).

• Significance level: if we lower the significance level of the test (e.g. choose 0.01 
instead of 0.05), it will be more difficult to reject H0 → the power of the test will 
decrease. 
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