V TYPES OF NEUTRALIZATION OF
DISTINCTIVE OPPOSITIONS

I  GENERAL OBSERVATIONS

Individual languages are distinguished from each other not only by their
phonemic inventories and their prosodic means but also by the way in
which these distinctive elements are utilized. German has the phoneme »
(**ng”), but it is only used in final and medial position, never before the
‘““determinate” vowels. In Evenki (Tungus) the same phoneme 7 is used in
all positions, that is, not only medially and finally but also initially and
before all vowels. The phoneme r, on the other hand, which in German is
used finally, medially, and initially, cannot occur in initial position in
Evenki. Similar limitations on the use of certain phonemes are found in all
languages. They are just as characteristic of the phonemic system of the
individual languages and dialects as are differences in the phonemic
inventory.

Very important in this respect are the rules for neutralization of the
phonological oppositions. Neutralization takes place in certain positions.
The number of phonemes that occur in these positions is hence smaller
than in other positions. In addition to the total system of phoncmes or of
prosodic properties there accordingly also exist partial systems. These are
valid only for specific positions, and only part of the phonological means
of the total system is represented in them. The rules for neutralization
differ from language to language, even from dialect to dialect. Still it is
possible to uncover certain types that, in the final analysis, form the basis
of all kinds of neutralization in the various languages and dialects.!
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One must particularly distinguish betwee. types of neutralization that
are contextually conditioned and types of nc .iralization .that are St.l'l.lctl,ll"-
ally conditioned. This depends on whether a phonological opposition 1s
neutralized in the environment of specific phonemes or, regardless of
phonemes, in specific positions in the word only. Furthermore, one rr}ust
distinguish between regressive and progressive types of neutrallzagorh
depending on whether the neutralization takes place after ‘.‘ something

or before “something.” But this classification is not exhaust-lve. In some
instances the neutralization is neither regres<ive nor progressive alone but

is both regressive and progressive.

2 'CONTEXTUALLY CONDITIONED TYPES OF
NEUTRALIZATION

The types of neutralization that are contexiually conditioned fall into a
dissimilative and an assimilative class. It all depends on whether the php-
nemes in question are dissimilated from the “‘contextual phgneme” thh
respect to a particular phonic property or are assimi.la'ted to it. Sm.ce 'thl.s
always involves the loss of a phonological property, it is clear that dissimi-
lative neutralization takes place only in the vicinity of those phonemes that
have the property in question, while assimilative neutralizgtion takes place
only in the environment of phonemes that do not have this property.

A Dissimilative Neutralization

With reference to dissimilative neutralization, various additional su.b-
types must be distinguished. The “contextu.i phonemes,” in the vicinity
of which a phonological opposition is neutralized, may either have the
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particular phonological property itself or only a phonologically related
property. Further, the contextual phoneme may possess the particular
property (or a related property) only positively, or it may possess it posi-
tively as well as negatively. In other words, neutralization may take place
either in the vicinity of the marked member or in the vicinity of the marked
as well as the unmarked member of the same opposition or of a related

(privative) opposition. Four possible types of dissimilative neutralization
result. '

vicinity of the corresponding unmarked member. E.g., in Japanese, Lithl..lan-
ian, and Bulgarian the opposition between palatalized and nonpalqtahzed
consonants is only phonologically valid before back vowels. It is neu-
tralized before front vowels. (The choice of the archiphoneme in this case is
conditioned internally in Bulgarian, externally in Lithuanian, and in
Japanese internally before e¢ and externally bef‘ore i) .In Mordvi'n t.he
‘opposition between palatalized and nonpalatalized apicals an'd liquids
(r-t', d-d’, n-n, r-¢, I-I') is neutralized after front vowels. (The choice of the
archiphoneme is here conditioned externally.)3 In the languages of Fhe
Eastern Caucasus which have a correlation of consonantal roundfng
(Ch’ak’ur, Rutulian, Artshi, Aghul, Darghinian, Kubachi), this corr?latlon
k- is neutralized before rounded vowels (the archiphoneme representgtwc be-
- ingconditioned internally).4 In French the opposition between. nasalized and
nonnasalized vowels is neutralized before nasal consonants (i.e., before the
marked members of the correlation of consonantal nasalization). This gs
true at least within a morpheme before m (before # only one exception is
found: ennui). In the Maattivuono dialect of the Sea Lapps (as well as in
the Inari dialect and in some other dialects) the opposition betweer} long
(bimoric) and short (one-mora) vowels is neutralized before long geminated
consonants.3 . '
i & Sometimes the neutralization of an opposition in the vicinity of the
W orked opposition member is proof of the “relatedness™ of the two
oppositions. For example, in the Stokavian-Evakuu} dlfllects of Serpo;
Croatian the apical and the sibilant series of localization are “sph?,
that is, they are represented each by two series, so that the entire
- consonantal system takes on the following shape:

-
-

a. The neutralization of a phonological opposition takes place in the
vicinity of both members of the same opposition. In very many languages the
opposition between voiced and voiceless obstruents is neutralized in the
vicinity of voiced as well as voiceless obstruents. (The representative of
the archiphoneme in this case is “externally conditioned,” that is, it is the
same as the contextual phoneme with regard to type of voicing.) For ex-
ample: Serbo-Croatian ““srb” (Serb, masc.): “srpski” (Serbian): “srpkin-
ja” (Serb, fem.); *“naruéiti” (to order): “narudzba” (the order). In French
the opposition between nasalized and nonnasalized vowels is neutralized
before all vowels, that is, it is neutralized before nasalized as well as non-
nasalized vowels. (The nonnasalized vowels function here as representatives
of the archiphoneme because they are the unmarked members of this
opposition.)

b. A phonological opposition is neutralized in the vicinity of the marked
member of this opposition, but is retained in the vicinity of the wmarked
member. In Slovak, for example, the opposition between long and short
vowels is neutralized after a syllable with a long syllable nucleus. (The un-
marked short vowels function here as the representatives of the archi-
phoneme.) A rare case of this type is found in Sanskrit. The opposition
between dental and “retroflex” n is neutralized after a retroflex g, (Neutra-
lization takes place not only when it follows directly but also when vowels,
labials, or gutturals occur in between.) It is retained, however, not only
after nonretroflex s but also after all other retroflex consonants (d, dh, ¢, ).

c. A phonological opposition is neutralized in the vicinity of both members
of a related phonological opposition.  Relatedness™ is here based on the
classification of phonological oppositions illustrated above. For example,
in Lezghian (K’iiri) the opposition between rounded and unrounded conso-
nants is neutralized before and after high vowels (u, ii, i) because these vowels
are members of the opnosition of timbre “rounded”/**unrounded.” The
low vowels a, e, on the other hand, do not participate in this opposition.2

d. A phonological opposition is neutralized in the vicinity of the marked
member of a related opposition, but retains its phonological validity in the -
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The relationship of opposition between the r and the ¢ series, althoggh it‘is
, bflateral, is equipollent. The same is true for the oppositive relatxonshl_p
between the ¢ and the ¢ series. Both of these equipollent bilateral opposi-
tions are neutralizable. Neutralization in these cases is contextually
conditioned: the opposition between the r and the ¢ phonemes are neu-
tralized before 7and ¢ phonemes (type a): the oppositions between the s and
phonemes are neutralized before ¢ (type b). But further, the opposition
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tinguishes the members of the neutralized opposition from each other must
be completely alien to the contextual phoneme. . .

We already mentioned that the degree of aperture Is a specifically
vocalic mark. Assimilative neutralization of the oppositions bascd on
degree of aperture can therefore only take place before those consonants
that in some way show more relatedness to owels than do all other
consonants, but nevertheless remain consonants. In standard G?rman the
phoneme y (ng) belongs to this category. Befure it the oppositions ii-¢
and u-o are in fact neutralized. (The “external” members of these graduz}l
oppositions, that is, # and u, function as the rcpreseptatives of the archi-
phoneme.) As a sonorant and as a sound produced with the dorsum of the
tongue, g is closer to the vowels than all other consonantal ghonemes of
German. In many languages and dialects certain diﬂ"erences. in degree of
aperture are neutralized before nasals or beforc liquids (or, in particular,
before tautosyllabic nasals or liquids). This is explamec.l py the fact that
nasals and liquids are closer to vowels than the remammg.cqnso.nants,
yet still are not vowels. In other words, they do not have a qmn'nctwe de-
gree of aperture. In order to produce an assimifative neutrahzatlox} of the
differences of degree of aperture, the contextual phoneme must in some
respect be closer to vowels than the other consonants. Liquids and
nasals are closer to vowels because they represent the weakest type of
obstacle (i.e., the “lowest degree of obstruction™). In other words, they
least possess the properties that are specifically consonantal. But one can
also approach vowels from another direction, namely,.from the pon}t. of
view of localization coordinate. For example, in Polabian the opposnpon
between # and ¢ was neutralized before gutturals, labials, and palatahz.ed
consonants. (The archiphoneme was, of course, always represented l?y i)
If one considers that the gutturals were characterized by dorsal articula-
tion, the labials by lip participation, and the palatalized f:onsonants by a
shift of the entire bulk of the tongue toward the [ront, it becomes com-
prehensible that these series of localization in particular were closest to the
front rounded vowels. When we discussed the English vowel syst'em, we
saw that, for the unchecked vowel phonemes of standard English, the
phonological opposition between direction of articulatory movement away
from the center and direction of articulatory movement toward the center
was characteristic. This specifically vocalic opposition is neutralizable only
before r. (The vowel phonemes with an articuia:ory movement toward the
center, i.e., u°, 0°, &°, a° &° i° represent the archiphoneme's.) Of all
English consonants, r is the one that is closest to the.vowgls. But it .lacks the
specifically vocalic marks of type of contact and direction of articulatory
movement.

between s (z) and § (%) is neutralized before the ¢ phonemes. (The archi
phoneme representatives in this case are either §, Z, or special inter-
mediary sounds § and 2.) This circumstance presents proof that, from the
point of view of the phonological system of these dialects, the opposition
between the ¢ and the ¢ series is “related” to the opposition between the
two sibilant series (but not identical with it). In the East Bavarian dialects _ ;
(as, for example, in Vienna) the opposition between 7, e, di and i, 6, dii
(which originated from 4/, e/, eil and iil, i, diil respectively) is found in all
positions except before liquids: i, e, and di may occur before r, while
i, 0, and Gii may occur before /. This neutralization of the opposition of
vocalic rounding before liquids (which, historically, resulted from the
fact that the phoneme combination /r did not exist in German) creates a
type of relatedness between the opposition i-ii (and e-4, etc.) on the one
hand, and the opposition r-/ on the other. From the point of view of the
dialects mentioned, the r may be regarded as the clearer, and the / as the
darker liquid. Thus one cannot always arrive at the “relatedness” of

individual oppositions within particular phonological systems from general
discussions alone,

B  Assimilative Neutralization

In the case of contextually conditioned assimilative neutralization the
opposition members lose their opposition mark in the vicinity of those
phonemes that do not have the particular opposition mark. In Eastern
Cheremis, for example, the opposition between the voiceless occlusives -
(p, t, k, c, ¢, ¢) and the voiced spirants (B, 3, », z, 7, %) is neutralized after
nasals. (Special voiced occlusives, that is, b, d, g, 3, 3, 3, which occur only~
in this position, function here as archiphoneme representatives.)6 The
nasals are neither voiceless, nor are they spirants, that is, they do not have
the marks that are characteristic for the opposition of Cheremis obstruents.
But, on the other hand, they arc voiced consonants with a complete oral
closure. The opposition between P-B, -3, etc., after nasals is neutralized
in such a way that the archiphoneme loses the discriminative marks of an
obstruent (because, from the point of view of Cheremis, obstruents are
either voiceless occlusives or fricatives). But it still remains distinct from a
nasal because it does not acquire the characteristic of nasals, namely,
nasality.

This example shows that the -contextual phoneme must share certain
features with the members of the neutralized opposition in the case of
assimilative neutralization. It must in some way be closer to them than to
the other phonemes of the same system. The mark, however, that dis-
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C Combined Contextually Conditioned Neutralization

By combined contextually conditioned type of neutralization we mean

any cqmbination of an assimilative neutralization with a dissimilative 3
neutralization. For example, when in Bulgarian, Lithuanian, and Polabian :
the opposition between palatalized and nonpalatalized consonants is
neutralized before all consonants, this is a case of combined contextually
conditioned neutralization: the neutralization is obviously dissimilative in 4

nature before the consonants that are themselves members of the palataliza-

tion correlation. It is assimilative, however, before the consétiants that do

not participate in the correlation of palatalization. Lezghian (K’iiri)
presents a complicated, yet very instructive, example of a combined con-
Fextually conditioned neutralization.” The correlation of consonantal
intensity is here present only with voiceless (nonrecursive) occlusives, that

is, heavy and light tenues are distinguished before accented vowels. But

this opposition is neutralized:

(q) After a syllable consisting of a ““voiceless, nonrecursive occlusive +
a high vowel” (archiphoneme representative: the heavy tenuis). For
example: “kit-ab” (book).

()] Aft.er a syllable consisting of a ““voiceless spirant + a high vowel”
(the archiphoneme is represented by the heavy tenuis). For example:
“fitre” (veil).

(c) Afte.r a syllable formed by a “voiceless recursive occlusive + vowel”
(the archiphoneme is represented by the light tenuis). For example:
“&utar” (fleas).

) Aft?r a syllable consisting of a “voiced occlusive + an open vowel”
(the archiphoneme is represented by the light tenuis). For example:
“gatin” (to beat, knock).

' It.is clear that neutralization in position (a) is dissimilative, but assimila-
tive in the remaining positions (b), (c), and (d). In cases (b), (c), and (d)
the initial consonants of the preceding syllable always have something in
common with the nonrecursive voiceless occlusives: voicelessness in the
case of (b); voicelessness and occlusion in the case of (c); and occlusion in
the case of (). On the other hand, these consonants do not participate in the
correlation of intensity. Neutralization of this correlation in its vicinity
can therefore be regarded as assimilative. But in those syllables that begin
with sonorants (r, /, m, n, w, j) or with voiced fricatives (v, g, z, %, y), or
c.end in a vowel, the opposition between heavy and light voiceless occlusives
1s'reta.1ined. The reason for this is that neither the sonorants nor the voiced
fricatives nor the vowels have properties in common with the voiceless
occlusives (with the exception of infraglottal expiration, which, however,
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is too general a property). For example: “riiq-€din” (ash, gen.): “rug-un”
(to send); “mekii” (other): “mak-al” (sickle); “jatur” (calf of the leg):
“jat-ar” (waters); “‘aka” (ovenhole): “ak-tin” (to see); “yucar” (God):
“yelc'in” (sled, gen.). In the same language the opposition between re-
cursive and nonrecursive occlusives is neutralized before a pretonic close
vowel followed by any obstruent. (The archiphoneme is here represented
by a nonrecursive occlusive.) Before open pretonic vowels, however, this
opposition is retained. For example: “kasar” (heavy breathings): “k’asar”
(sledgehammers). There is no doubt that the unaccented close vowels
having the specifically vocalic properties in the least degree are the ones
that are closest to the consonants.

3 STRUCTURALLY CONDITIONED TYPES OF
NEUTRALIZATION

Structurally conditioned types of neutralization in turn are divided into
centrifugal and reductive classes.

A Centrifugal Neutralization

In the centrifugal type a phonological opposition is neutralized at the
word or morpheme boundaries respectively. In other words, it is neu-
tralized either in initial or final position only, or in both initial and final
position. For example, the opposition between voiced and voiceless con-
sonants is neutralized only initially in Erza-Mordvin, only in final position
in Russian, Polish, Czech, etc., and initially as well as finally in Kirghiz
(previously Karakirghiz).® In standard German the opposition between
fortes and lenes is neutralized in final position, but the opposition between
the two types of s (the “soft” lenis s and the “sharp” fortis s) is also
neutralized in initial position. In the Bavarian-Austrian dialects the
opposition between lenes and fortes is not neutralized finally, but only
initially. In standard German, Dutch, English, Norwegian, and Swedish
the opposition between long (unchecked) and short (checked) vowels is
neutralized in final position. (The archiphoneme here is represented by the
unchecked vowels.) In the Czech spoken language (Middle Bohemian) the
opposition between long (heavy) and short (light) vowels is neutralized
irr initial position. (The archiphonemes here are represented by the short
vowels.) In Lithuanian the opposition between vowels with a rising accent
and vowels with a falling accent is neutralized in final position. (Vowels with
a rising accent function here as archiphoneme representatives.) In most
languages where the correlation of consonantal gemination is present, the
latter is neutralized in initial as well as in final position.
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B Reductive Neutralization

By reductive neutralization we mean the neutralization of a phonological
opposition in all syllables of the word except in the syllable that forms the
phonological peak. This culminative syllable is generally marked by
““accent” (i.e., by an expiratory increase in force or by a musical rise in
pitch). Two types can be distinguished. -

a. The position of the culminative syllable is free and can have a dis-
tinctive function. In such a case it is always *““‘accented,” that is, we have a
culminative differentiation of the prosodemes. In cases of this type certain
phonological oppositions occur only in accented syllables. They are
neutralized in all unaccented syllables. For example, in South Great Russian
the oppositions o0-a and e-i are neutralized in unaccented syllables, in the
dialects of Bulgarian and Modern Greek the oppositions o-u and e-/, and
in Slovenian the opposition between long (bimoric) vowels and short
(one-mora) vowels. In the Jauntal dialect of Carinthian-Slovenian the
opposition of vocalic nasalization is neutralized in unaccented syllables,
and so on. In all these cases neutralization takes place in both directions,
that is, before as well as after the accented syllable. But examples are not
lacking of neutralizations that are only progressive (pretonic) or only
regressive (posttonic). In standard Serbo-Croatian the oppositions of
vocalic quantity are neutralized before the syllable with primary stress.
In Lezghian (K’iiri), as we have already mentioned, the opposition between
recursive and nonrecursive occlusives is neutralized before high vowels
in pretonic syllables, while it is maintained in posttonic syllables. But in
the same language the oppositions between rounded and unrounded
consonants and between heavy and light tenucs are neutralized before
posttonic vowels. :

b. The position of the culminative syllable is not free but bound by a
word boundary. In other words, the peak in all words is formed either by
the initial syllable or by the final syliable. Certain phonological oppositions
then occur only in the particular culminative syllable. They are neutralized
in all other syllables of the word. In the Scottish ~poken on Barra Island,®
the opposition between e and @, on the one hand, and the correlation of
consonantal aspiration, on the other, are neutralized in all syllables except
the initial syllable. In Chechen the opposition between recursive and infra-
glottal consonants (except the pair g-¢”) and the “correlation of emphatic
palatalization™ are likewise phonologically relevant only in initial posi-
tion.10 In Eastern Bengali the correlation of recursion and the correlation
of aspiration are found only initially.!! In the Maattivuono dialect of the
Sea Lapps, which has already been mentioned, the correlation of vocalic
gemination is neutralized in all noninitial syllables of a word. Further,
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the correlation of consonantal gemination and intensity is found on}y
after the vowel (or diphthong) of the word-initial syllable. In the Turklc‘:,
Finno-Ugric, Mongolian, and Manchurian languages, which have what is
known as *vowel harmony,” certain oppositions of vocalic timbre (ustlxz}lly
the opposition based on tongue position, but sometimes also the opposition
based on lip position) are fully relevant only in word-initial syllabl;s. In
the remaining syllables these oppositions arc neutralized. The choice of
the representative of the archiphoneme is here conditioned external}y: }n
other words, with respect to tongue position, the vowels of the nommt.lal
syllable always belong to the same class as the vowels of the pr.ecgdmg
syllable. In all these cases—and the number can easily be rqultlplled—
it is the first syllable that is culminative. In much rarer cases this role falls'
to the final syllable. In French, for example, the opposition b‘etcween é
(phonet. €) and ¢ (phonet. &) is distinctive orly in open final pos:ntnon.‘2
If one takes a closer look at the languages in which the position of the
peak is not free, one discovers that in most cases the phonologipally
culminative syllable stands out with respect to expiration as well. ThlS., of
course, only involves a delimitative accent without any distinctive meaning.
The phonological culminative syllable that is bound to a particular word
boundary thus represents only the most appropriate place for such.an
accent. It is not at all necessary to associate this syllable with the delimita-
tive accent. There are many languages in which the position of the bound
delimitative accent does not coincide with the bound phonological word
peak. Most Turkic languages in particular are of this type. Vowel harmppy
indicates that the phonological word peak here occurs on the 1n1F1a1
syllable. Still, most Turkic languages do not have the delimitative expira-
tory accent on the word-initial, but on the word-final, syllable.13 .

It is possible that there are also languages in which the phqnologlcal
peak is fixed on the penultimatce syllable. The system of tone registers that
has been described above for Zulu (p. 186) shows that in that language
only two tones are distinguished in final syllable—a low tone (Types I, II,
I11, and VI) and a mid tone (Types IV and V). The antepenultimate syllable
also distinguishes only two tones, namely, a high tone (Types 1L, 111, V,
and VI) and a mid tone (Types L and IV). Bu.. on the penultimate syllable
all three tones aic uistinguished: a high tone by Type I, a mid tone by
Type VI, and a low tone by Types 1I and V, and, further, a falling tone
(Types I1I and 1V). Accordingly oppositions of tone are found here on the
penultimate syllable which are neutralized on the other syllables. Th.e
penultimate thus becomes culminative. It should be noted that the pem'ﬂn-
mate syllable in Zulu (as in most Bantu languages in general) also receives
a (purely delimitative) expiratory increase in force.14
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mOIJel;(cjif:igult]io evlaluute those cases where a prosodic opposition of tone
ntis phonologically relevant in a boundary syllable onl
example, in Latvian or in Estonian. Since differences of rovemen f(')r
final analysis are based on putting the individ . 'tOHC mo‘yemem .
]C?Jt])le.nutc‘leusdi.r&to relief,” the accent in such laﬁzlu:;;e);dgnofhi s;s;leg;fyla_
minative differentiation of morae) is free. On the other h i
freedom of accent refers only to the two morae of th i et
This syllable thereby becomes the pho ica ks aple
Clussica.ll Greek must be distinguisth fr}r(z)lr?lglcc'c;ls]espe(:‘fk.thiui Ny ;‘15‘;‘1 o
fg]an‘c‘e‘lt.see’r:ns as if in Classical Greek the opposition bethf:-“riiinrrs’E
?nnilvoigllf{lr;il ;;C“C,fglt (“r;i;utc." and *““circumflex ") had distinctive forct; or%ly
d- syllable. 'The circumflex accent could not occur on the ante-
penultimate. On the penultimate the oppositi v
aut(?matically conditioned by the quanlzi())lﬂ:fmt]h: fﬁtr?:lesl;;lc;\fl?er];t in
reality the acute accent on final syllables was not an accent in th‘e oper
sense, but. merely an externally conditioned rise in pitch of the worzrfoipei
mora. This .rise in pitch occurred before a pause, if the word did not-h "
any other high mora, and also before the enclitics, if the penultimate m?):;
ot: tllle ’word wa’s not high (for this reason not only dyafds o7t but also
S7ipds ot = d.@més esti and dvfpwmds ord). The difference in tone move.
ment in Classical Greek was thus not only conditioned externall 'tl;
respect to the penultimate but also with respect to the final syllable }‘I5 "

C  Combined Structurally Conditioned Neutralization

Both forms of structurally conditioned neutralization can combine with
one z'mother. In the so-called Turanian languages it often happens ‘tNl;tt
certa{n consonantal oppositions are neutralized in initial pofil:ion (tl;i
cen?rlfugal type), while certain vocalic or prosodic oppositionAs are :
tralized in noninitial sylf:bles of a word (the reductive ty[;e) ln‘ Cher:::l'l-
_the cor}s.onantal correlation of voice is neutralized in initial .positfon BuS
in ad'dmon this language has strict vowel harmony, which, as alr.e (;lt
rnentxo.n(?d', requires that the vocalic oppositions of ti;nbre be; neutr'll'a1 311
in nomm_tlal syllables. In the language of the Sea Lapps of M'ntti\: on
the. vocalic and the consonantal correlation of geminati;)n and‘ t‘he cl(i(r):o
lation of consonantal intensity are neutralized in noninitial syllables h'Ie-
the correlation of consonantal tension is neutralized initialiy ‘:’ e

4 MIXED TYPES OF NEUTRALIZATION

F;)r}ally, .dif'ferent types of structurally conditioned neutralization can
combine with different types of contextually conditioned neutralization
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In the Serbo-C.oati in Cakavian dialects of Novi!7and Castua!® the opposi-
tion between l.ong : bimoric) and short (one-morua) syllable nuclei is neu-
tralized beforc a syvilable with falling primary accent (the archiphonemes
being, of cour:e, represented by the short nuclei). Since in these dialects!®
the falling acc nt is the marked member of the opposition of tone move-
ment, and since the latter is found only on accented long syllable nuclei,
this involves the neutralization of an opposition in the vicinity of the marked
member of a related opposition. In other words, this is a contextually
conditioned dissimilative neutralization of the type (d). But at the same
time this also involves the ncutralization of an opposition in an unaccented
syllable, that is, a reductive structurally conditioned neutralization of the
type (@). In Circassian (Adyghe) the opposition between the maximally
open vowel pl.oneme (@) and the vowel phoneme ol a mid degree of aper-
ture (e) is neutralized in certain positions. The maximally open a here
always functions as the representative of the archiphoneme. Neutraliza-
tion occurs in the first place in an accented syllable if the following syllable
contains an e. It also takes place in initial position regardless of the vowel
of the following syllable. The first case involves a dissimilative contextually
conditioned type of neutralization of the type (h). The second case in-
volves a structuraily conditioned centrifugal type of neutralization. In
Latin the opposition between .+ and o was neutralized before nasals in final
syllables. (The archiphoneme was always represented by u, as, for example,
in the endings -um, -unt.) This was a combination of the contextually
conditioned assimilative type of neutralization with the structurally

conditioned centrifugal type.

5 FEFFECT OF THE VARIOUS
TYPES OF NEUTRALIZATION

Combinations of several types of neutralization can have an cffect in
two opposite directions. They may limit each other to such an extent that a
neutralizable opposition is practically neutralized only in very few posi-
tions, while it retains its distinctive force in the overwhelming majority of
positions. Bui they may also be cumulative, so that the particular neutraliz-
able opposition functions distinctively only in a very restricted area. In
Lithuanian, Polubian, and Fast Bulgarian the opposition between palata-
lized and nonpalatalized consonants is found only before back vowels (in
other words. it is found only before phonemes that do not share any
phonological properties with the palatalized consonants). In all other
positions the correlation of palatalization is neutralized in these languages,
before consoants by a combined contextually conditioned neutralization;

i
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before front vowels by a dissimilative structurally conditioned neutraliza- ‘

tion of the type (d); and in final position by a structurally conditioned
neutralization.

In many languages a preference for certain types of neutralization or for

specific positions of neutralization can be observed. In certain positions

several phonological oppositions are neutralized, while in certain others all
phonological oppositions remain intact. Thus positions of minimal amd
positions of maximal phoneme distinction are created in the same language.20
Incidentally, there nced not exist any parallelism in the distinction of vowel
phonemes and the distinction of consonantal phonemes. In Bulgarian, for
example, all vowel phonemes are differcntiated in accented syliables be-
tween consonants and in final position. In unaccented syllables, on the
other hand, the oppositions u-o, i-¢, and d(b)-a are neutralized (at least in
East Bulgarian pronunciation). Accordingly only three archiphonemes
(u, i, a) are distinguished here. Before the unaccented vowels u and g,
accented vowels only occur in loanwords, and unaccented 7 is nonsyllabic
after vowels, As for the consonants, all thirty-six consonantal phonemes
are distinguished before back vowels (p, p, b, &', m, m, t, ', d, d', n, 8, k, K,
8.8 x6¢6s, 52,2 ¢ d2, 8, 2, f,f, v, 0, I, I', r, ¥, j). The correlation of
palatalization is neutralized before sonorants (/, I', r, ¥, m, 1, n, #, v, ¥) and
before the front vowels (i, e), so that in this position only twenty-one con-
sonantal phonemes ‘are distinguished. Before obstruents and in final
position, not only the correlation of palatalization but the correlation
of voice is neutralized as well. Accordingly only fourteen consonantal
phonemes are distinguished in that position (p, m, ¢, n, k, x, ¢ ,5, ¢, §,
/i I, r, j). Thus there is no position in Bulgarian in which all phonemes of
that language are distinguished. But four typical positions can here be
determined: the position of maximal vowel distinction (accented, inter-
consonantally), the position of maximal consonantal distinction (before
back vowels), the position of minimal vowel distinction (before unaccented
vowels), and the position of minimal consonantal distinction (before ob-
struents, and in {inal position). Similarly four positional types are found in
most languages of the world.

Certain languages also show a prefercnce for a particular (progressive
or regressive) direction of neutralization: It seems that very often this is a

question that is related to the morphonological and grammatical structure -

of the particular languages.2!

1 Cf. N. S. Trubetzkoy, “ Character und Methode der systematischen phono-
logischen Darstellung einer gegebenen Sprache,” in Archives néerlandaises de
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phonétique experimentale, VIII-IX (1933), and “Die Aufhebung der phono-
logischen Gegensitze,” TCLP, VI, 29 fl. oh
2Cf. N. S. Trubetzkoy, “Die Konsonantensysteme der ostkaukasischen
Sprachen,” in Caucasica, VIIL. .
3 Cf. D. V. Bubrich, Zvuki i formy erz’anskoj reci (Moscow, 1930), p. 4:
4Cf. N. S. Trubetzkoy, “Die Konsonantensysteme der ostkaukasischen
Sprachen,” in Caucasica, V111, ) )
5 Cf. Paavo Ravila, Das Quantitdtssystem des seelappischen Dialektes von
Maattivuono (Helsinki, 1931). ) . .
6 Cf, the Cheremis texts, for example, those published by Odén Beke, “Texte
zur Religion der Osttscheremissen,” in Anthropos, XXIX (1934). )
7Cf. N. S. Trubetzkoy, “Dic Konsonantensysteme der ostkaukasischen
Sprachen,” in Caucasica, VIIL ' o )
psCf. P. M. Melioranskij, Kratkaja grammatika kazak-kirkizskago jazyka
St. Petersburg, 1894), 1, 24. . ] .
¢ 9 Cf. Carl H. Borgstrém, *“The Dialect of Barra,” in Norsk Tidsskrift for
Sprogvidenskap, VIII (1935). ]
p“’ng. N. S. Trubetzkoy, *Die Konsonantcnsysteme der ostkaukasischen
Sprachen,” in Caucasica, VIIL.
11 Cf, S. K. Chatterjee, Recursives in New-Indo-Aryan (Lahore, 1936).
12 Cf. Gougenheim, Eléments de phonologie frangaise (Strasbourg, 1935),
. 20 ff. ) )
PP 13 Cf. N. S. Trubetzkoy, in TCLP, 1, 57 ff., and R. Jakobson in Mélanges . . .
van Ginneken, p. 30. ) . .
14 Cf. Clement M. Doke, “The Phonetics of the Zulu Language,” In Bantu
Studies (1926), Special Number. B o
15 Cf. R. Jakobson, * Z zagadnien prozodji starogreckiej,” in Prace ofiarowane
Kaz. Woycickiemu (Wilno, 1937). )
16 Cf. Paavo Ravila, Das Quantitdtssystem der seelappischen Mundart von
Maattivuono. ) 5 ] Y )
17 Cf. the data by A. Beli¢, “Zametki po ¢akavskim govoram,’ in Izvestija
II. Otd. Akad. Nauk., X1V, 2, and N. S. Trubetzkoy in TCLP, VI, 44vnl3
18 Cf. Ante Duki¢, Marija Devica, éakavska pjesma s tumadcem rijeéi i naglasa
Zagreb. 1935). ) )
¢ ‘19 This can be recognized particularly clearly in the dla_lgct ?f Castug. Th'e
above-mentioned (p. 203) nonuniform realization of the “rising” ac':cer,\’t in this
dialect (as opposed to the completely uniform realization of tht_’. *“falling” accent,
which is independent of position in the sentence) seems to point to the fagt thgt
the phonological content of the “rising” accent is predominantly negative, In
other words, that this accent functions as the unmarked member of the correlg—
tion of tone movement. But in this case the *falling” accent must be marked in
this dialect.
20 Cf. N. Jakovlev, Tablicy fonetiki kabardi»<kogo jazyka (Moscow, 1923),
pp. 70 and 80. o .
21 Cf. N. S. Trubetzkoy, “Das mordwinische phonologxs'che System verg-
lichen mit dem russischen,” in Charisteria Guilelmo Mathesio oblata (Prague,
1932), pp. 21 fl. o
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1 FUNCTIONAL CLASSIFICATION OF PHONEMES

;The neutralization of phonological oppositions is certainly the most
Sm};l)ortar;‘t, but by no means the only important, phenomenon in the
phere of syntagmatic phonology. For only bilateral oppositions can be

neutralized, and, as is well known, these are in any system always le
numerous t'han multilateral oppositions. In many, and possibly inymossts
cases.the (flfcumstance that a phoneme is not permitted in a particula,
phonic p'osx'tlon does not even result in the neutralization of any oppositio :
Suc?h a limitation, nevertheless, represents a very important pherfomenon.
which can be of significance for the typology of the particular s stemn
/\ny rules t.hat restrict in any way the use of the individual phoncst 'm(i
thefr (.:ombmations must, therefore, always be carefully stated in th‘e‘d
scription of a phonological system. -
Frequently a classification of phonemes can be undertaken on the basi
;)12 Sssugh r.ules. This functional classification then complements the othe]i
logicla 1c(a;trt)lr())(r)lsittlil(a;trtl S\fvas obtained through a logical analysis of the phono-
A good example of this is Classical Greek (specifically the Attic dialect)
Classical Greek had only a single phoneme that occurred exclusively m

initial position: the spiritus asper.! The phonemes that could occur initially -

af}':er the spiritus asper as well as without it were the vowels. All other
phonemes were consonants. Of these p occurred initially only after the
spiritus asper. All other consonants were never found in that position
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Those consonants that could occur initially before p formed the class of
stops or plosives. All others were continuants. Among the latter there was
only a single phoneme, the spirant o, which could occur before plosives in
initial position. The remaining continuants were sonorants. Among these
were two that could occur before o in medial position. These were the
liquids. Two others could not occur before o. These were the nasals. Of the
liquids only p could occur in final position. It could, therefore, be consid-
ered the unmarked member of the bilateral opposition p-A. Of the nasals
only v could occur in final position and accordingly be regarded as the
unmarked member of the bilateral opposition p-v. Besides these only o
occurred in final position, while the plosives were not permitted in that
position. Among the stops or plosives there were only three thatcould occur
after other plosives. These were the apicals or the dentals. Among the
plosives not permitted after other plosives there were three that were also
not permitted before p. These were the labials. There were three others that
were permitted before p. These were the gurturals. Of the plosives only =
and x could occur before =, only @ and x before 0, and only B and y before
8. No syllable that contained 6, g, or x could occur betore a syllable con-
taining 0, ¢, or x. A syllable with =, 7, or « could occur, however. Accord-
ingly the bilateral oppositions 6-7, g-w, and x-x were neutralized; =, =,
and «, as the unmarked members, represented the archiphonemes. Thus
two classes of plosives were characterized by this law: the tenuesm, 7, and «
and the aspirates ¢, 0, and y. As for the remaining plosives, they could not
be geminated in native Greek words. This characterized them as a special
class of mediae. All other consonants, that is, the continuants as well as
the stops (plosives), could be geminated after vowels, the long aspirates
appearing as 70, 7o, and «y. Before o the bilateral oppositions of
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“tenues”’/*“mediae” and “tenues’/*“aspirates” were neutralized, so that
in that position only a single type of plosive occurred. Its character, how-
ever, is no longer evident from the graphs £, ¥, and ¢£.

The rules governing phoneme combinations thus produce a complete
classification of the consonants of Classical Greek as well as a strict division
between consonants and vowels. But cases of this type are comparatively
rare. There are languages in which the rules of phoneme combination
make only a rather rudimentary classification of phonemes possible. For
example, in Burmese only two classes of phonemes can be established on the
basis of combinatory rules. Yoweis are phonemes that are permitted in
word-final position. Consonants are phonemes that are not permitted in
that position. All words in Burmese are monosyllabic and consist of a vowel
(or a monophonematic diphthong) that may be preceded by a consonant.
All possible combinations occur within this frame. Accordingly, on the
basis of these combinations, phonemes can be classified only as vowels and
consonants. However, the phonemic inventory of Burmese is extremely
rich: it contains sixty-one consonants and fifty-one vowels (if prosodic
differences are included).

In languages such as Burmese the functional division of phonemes is
jeopardized by the great uniformity of word types and the limited scope
of combinatory possibilities, But there are also languages in which, con-
versely, word types and combinatory possibilities are so manifold that a
clear functional division of phonemes appears almost impossible. All these

idiosyncrasies are of great importance for the phonological typology of the
world’s languages.

2 THE PROBLEM OF GENERAL LAWS GOVERNING
PHONEME COMBINATIONS -

Combinations of phonemes are subject to special rules in every language.
But the question is whether some of these rules at least are valid for all
languages. B. Trnka has attempted to solve this problem.2

Trnka’s attempt could not succeed entirely because he proceeded from
an old, already outdated classification of phonological oppositions into
correlations and disjunctions. Nevertheless, Trnka contributed toward the
solution of the problem and expressed some fruitful thoughts in his article.
He believes he is able to formulate a general law according to which two
members of a correlational pair cannot occur next to each other within a
single morpheme (op. cit., pp. 57 ff.). The law is probably untenable in
this form. In languages that consistently have the correlation of con-
striction, the combination of a fricative with the corresponding occlusive
is readily permitted. For example: Polish “Scistosc’ (exactness, closeness),
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; wiazdziec” (i “mozdzek”

«w Polsce” (in Poland), *szcze¢” (bristle), “ jezdziec (2?;‘21’). r’i“;)imshian
(small brain); Abkhas “a%8a” (female of a'dorr‘lestxc"a? . P
“stxﬁ’xk“det”, (they ate). The vowel combinations ll;l raznlazgs nstia)
various languages. For example, ina lgrge Part oi_’ tjnc telil %rom L Ger
the diphthong ui (as in “fuis” [foot]), which (lrlg‘{li + {guilda) that origi-
wo. is distinguished from the wii (for example, “guu ; hge e mbination
na’ted from u/. In Finnish, though rare, the m(ﬁln.orril:q pish Sy (oron.
yi (=11i) is still quite cx.xfrent. forree)‘(;rrr;p:o.m nlII(::\1 Finally, compare
?uu’clk‘:z“‘d gunitn”é‘lf\ll?lr:?’sﬁ rl:\‘xi?,’n’d“ju; s?lis,” etc. ~ombinations of two v:fv::‘::
alriil:: in quality but different in quantity also oc(cur »;utrn:x;t:l ;;:rril:‘; S
orpheme in some languages, though very rarcly. For ¢ P "t e
pirges da” [woman], “saus” [say(s)l, et 3,3 and in Prakrit, :
« natl of nonnasalized and. nasalized vowels within the 'samt
combmaUOI'lS also permitted.> Thus the law formulated by Trnka'ls n;)f
morpher'r:iefdrihe oppositions recognized as correlations by Trnka hlmse f
g’::l t\}’lzhmoc;: flagrant case is probably rcpresentedbby ;hz co‘rlzelztlconacr)e

izati i binations mb, nd, bm, dn, €ic.,

consona atal ;als:rlxﬁ:goer; Z‘t{‘ ct:lieu::o(r:f; Trnka recognizec} this himself. ﬁe
goelllir::el(rll r}r\\;)wever that he could eliminate thcs}e1 exceptxcs)rz‘s)pbyc ir:otpussng\)g
e tion” «nwarallelism” for these case . cit., p- 39)-
o t‘r‘:rmamceo:ir;::tlﬁ:wes::, hlzafound that some langu?ges do not pefn:;ll;
?htetp;;nemes th;.t do not form cor.relational pairs (me)t‘ktxet ose;l::hoother
phonological terminology currently in use) to occurarrxn o oS or
ithin the frame of the same morpheme). For example: R
(Cv:v1 h n and i Troka then decides to designate such pho_nerln p s o
zecl tional pairs as well, thus departing fror_n the ter.mmo ogy 1 use

o evion 0 All))ove we had defined a correlational pair as a privat
pl'eVlOUtS_zlyr;al opposition. (This is essentially in accord w1.t‘r3 tlle dg};tl?:ls
BB e G emineloieshonelonan san T

n the one hand, Trnka do<s
2‘1)3:;-2)1-“1:: vg?v;’s:ls as such (b-m, d-n, &> etc.), an.d,‘as \:l;:: :22:{;
t recognize the correlation -of constqctx”on? e
aboves be Caf'ﬂ'l:\.nd u-ii, and the «gorrelation of quantl't).l either. On
correlatxonds ut;; design'cl,te s equipollent bilateral oppositions of the tyge
Ottler ha? ’ correlations. He must therefore give a new definition to the
‘:;srx:lr“’:gr?:lation.” He actually does this on i)lagef 59 otf tgies t?:g:;;n&?;
el (B theretore, t0

ti9ned artii:e, :,:1?2 1::1:\?;5&;1.8 .n.ef?;s: rEI:Z)rre:la\tion, which repres.ents}
kind of lpse0 r2‘11’ﬁnity that it deprives the members of the same pair oe
iﬁgh czgagity of being contrasted, as individual phonemes, 1 On
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m . P,
fosr}(;ml:)’rphemlc combination.” This, then, is the only possible definition
or pr;lod. the ter]m i,orre}aﬁon is used to designate a relationship between
nemes which is so close that it makes it i i
vhich is : €s 1t mmpossible for
ggoxll;?mes' to be dlst.mgmshed as individual phonemes in a monomor htehr::lsi;c
fO:Inm:lr:;::lé)r; l?;t l1(f one replaces the word ““correlation™ in the g‘]aw”
0y Trnka with this definition, one n
s otes that the entire law i
no more than a tautology: Pho Xt to sach
' : nemes that cannot occur
. next to eac
Svti}tl;irn\:/;lthlfn the frame of a morpheme cannot occur next to each othe}:
e e r?me ofa r,norpheme! Trnka terms his law the ““law of minimal
Sub.ectog}cta contrast™ (op. cit., p. 58). This term reaches the essence of the
'% : ma ter much.better than the mistaken definition that was given
WhiChe V;V)lct)}llrllrt1 I;;a“f)', is thal;‘ phonemes (or better the phonological unit.s)
¢ irame of a morpheme are in di i ,
othor, must represert n ooy o Irect contact with each
T, ertain minimum of distinction. It s ’
credit that he noted this fact. If rombinations s
; . . If we regard phoneme binati
this point of view, we find Phonene combinn,
: . that there actually are s h i
tions that are not permitted i orlg. We can oane:
in any language of the world. W i
two groups of such universally i 5S4 nbinations. Fia
v inadmissible phoneme combinati i
there are combinations of s whioh: are diatin
. two consonantal phonemes which isti
guished from each other onl ehation based
y by the property of a correlation b
overcoming an obstruction of the se Clation of e
cond degree (the correlati
sonantal intensity is exce ations of o
pted).® Second, there are combinati
consonantal phonemes which are disti i r other ool b
: 1stinguished from each oth
membership in two “related” seri izati o worde ey
series of localization. (In otl
are phonemes that stand in a relati i ivati imotent )
2 tonship of privative equi i
lateral opposition to e o of oo
ach other.) All other combinations
that are differentiated b i i ecun i o honemes
a single ph ]
et are difl y gle phonological mark occur in one language
bin:ge above tvsfo groups of “‘universally inadmissible” phoneme com-
undero:rsl were dlslcofveredby way of induction. They cannot be combined
y general formula. Each langua, i i i
: nguage has still other inad ibl
phoneme combinations. The “‘uni i —
. i . universally inadmissible”
le_cc : phoneme
:?;bm;tlons [lllus do not constitute a_complete system anywhere. They
ays form only part of the system of the inati :
.  form ¢ phoneme combinations that are
i;)zcjtm;lsmble in a language. Insofar as admissible phoneme combinations
St nave a certain minimum of phonological distinct
s ey ortain minimun . gical distinctiveness between
, um is determined differently f
] 1) y for each language.
cr;nlz;.x;::eese, fohr cxar.nple, the opposition between consonant and vogwelgis
s such a minimum. Within a morpheme nei inati
either combinat
two consonants nor combinati . (The
i 1ons of two vowels are permi
. i permitted. (The
phonemes transcribed by “consonant + y and consonant + w” ar(e in
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reality palatalized or rounded consonants. ki, ha, etc., represent voiceless
I and m*, and the diphthongs are to be considered monophonematic.)
The only admissible monomorphemic combination is the combination
“consonantal phoneme + vowel phoneme.” Annamese permits within
a morpheme not only combinations of the type “consonant + vowel”
(and “vowel + consonant”) but combinations consisting of two or three
vowels as well. But a combination of two consonants is not permitted.
Accordingly all consonantal oppositions (i.e., oppositions based on the
manner of overcoming an obstruction, oppositions of localization, and
oppositions of resonance) in this language are considered so slight that
they do not as yet reach the minimum. The vocalic oppositions, on the
other hand, are evaluated as being above the required minimum of con-
trast. The Hanakian (Moravian) dialects of Czech offer the opposite
picture. They do not permit any vowel combinations within the frame of a
morpheme but allow many different consonantal combinations. Accord-
ingly the minimum of contrast must be established independently for each
language and given a special definition. The “universally inadmissible”
phoneme combinations are not of much help in this matter.

Only the combination “consonantal phoneme + vowel phoneme”
can probably be considered a universally admissible phoneme combina-
tion, as B. Trnka correctly recognized (op. cit., p. 59). These combinations
are probably the logical prerequisite for the existence of vowels and con-
sonants. Otherwise the vowels would not be in opposition with the con-
sonants. But a phoneme exists only by virtue o' its opposition to another
phoneme. Whatever the case may be, a language without combinations of
the type “consonant + vowel” is unthinkable.

Combinations of occlusives with homorganic nasals, according to
Trnka (loc. cit.), exist only in those languages that have the combination
“consonant + vowel.” But since combinations of this type are present in
all languages of the world, this rule merely states that the combinations
of nasals with homorganic occlusives are permitted in some languages of
the world. The two other laws formulated by Trnka, however, are
acceptable.

Trnka formulates the rule (Joc. ¢it.) that combinations of two obstruents
which are distinguished from each other only by membership in different
localization series (e.g., pt, xs, sf) occur exclusively in languages which also
permit the combination of other consonants with obstruents (e.g., sp, 7,
kI, rs). As far as we can see from the available data, this is really so. Trnka’s
next rule states: Languages that permit combinations of consonants
initially or finally also permit consonantal combinations medially. This law
really seems to be valid for languages with polysyllabic words. But in
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languages with only monosyllabic words a consonant cluster is only
possible initially (as in Siamese, where obstruents -+ r and / are permitted
initially)8 or finally. It is impossible, however, to find such combinations
in medial position. _ ,

In summary, it can be said that the general laws for phoneme combina-
tions which are valid for all languages of the world, insofar as they can be
at all discovered by induction, relate only to a rather insignificant part7of
possible phoneme combinations. Accordingly they cannot play a significant
role in syntagmatic phonology.

3 THE METHODS OF SYNTAGMATIC PHONOLOGY

From what has been said it follows that the phoneme combinations in
every language are governed by laws and rules that are valid only for the
particular language and must be established separately for each language.
The varicty of combinatory types at first glance scems to preclude any
uniform treatment of syntagmatic phonology. Depending on the type of
language, different methods must be applied. There are languages in which
there are only very few combinatory rules. Burmese, where all words are
monosyllabic and consist either of a vowel phoneme or of the combina-
tion ‘“consonantal phoneme + vowel phoneme,” has already been
mentioned. But even for a language such as Japanese, where the number of
syllables in a word is unrestricted, syntagmatic rules are no more than
eight in number: (1) no consonantal combinations are permitted in word-
initial position; (2) of the consonantal combinations only the combination
N + consonant is allowed medially; (3) only vowels, or vowels + N (n),
are permitted finally; (4) palatalized consonants cannot occur before e;
(5) nonpalatalized consonants cannot occur before i; (6) long (bimoric)
vowels cannot occur before geminated consonants or before syllable-
final N; (7) the semivowel w occurs only before a and o; (8) the semivowel
¥ occurs only before u, o, and a (before initial e, y is only optional and can-
not be considered an independent phoneme in that position). Other
languages, however, have a great abundance of combinatory rules. In
Trnka’s study titled A Phonological Analysis of Present-day Standard
English,% the enumeration of combinatory rules for English comprises no
less than twenty-two pages (23-45). Even if these rules could be formulated
somewhat more briefly, they are still extremely numerous.

Despite this diversily of language types as regards combinatory rules,
it seems not only desirable but absolutely necessary to have as uniform a
method for the study of combinations as possible since a comparison
between the various language types can only be pursued under this con-
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dition. At the same time, a typology of sounds cannot be established
without such a comparison. The principles underlying a umfo‘rm method
for the study of combinations can be formulated in the followmg.way. .

First, combinatory rules always presuppose a higher phonological t}mt
within the framework of which they are valid. But this higher phonological
unit need not always be the word. In many ianguages not_the word but the
morpheme, which is a complex of phoncmes present in several wqrds
and always associated with the same (inaterial or formal) meaning,
must be regarded as such a unit, This is the case, for example, in Ger-
man. Word-medially an almost unlimited number of consonantal com-
binations is allowed. For example: kst3t “Axtstiel” (handle of an axe),
kssv “Fuchsschwanz” (fox tail), pstb “Obsbaum” (fruit tree). Cqm—
binatory rules of any kind can be formulated only with great diffi-
culty. The phonemic structure of morphemes that make up Germgn
words, on the other hand, is rather clear. 1t is governed by quite specific
combinatory rules. It is therefore only expedient to study combinatory
rules within the frame of morphemes and not within the frame of wor_ds.
The first task in any investigation of coml.:nations is merely to dctcrml.ne
the phonological unit within which combinatory rules can be studied
most appropriately. ‘

The second task in any investigation of combinations is a suitable
division of the “frame units” (words or morphemes) with respect to their
phonological structure. In languages such as Burmese this task resolves
itself since all frame units here have the same structure. But in a language
such as German this task is extremely imj;ortant. The division of frames
must here be undertaken only from the point of view of its appropriateness
for the study of phonological combinations. For example, it wpuld be in-
appropriate from such a point of view to divide morphemes in German
according to their grammatical function (i.c.. into prefix, root, sufﬁ{( or.ﬁnal
morphemes). From the point of view of a study of German combinations,
the only useful division of the morphemes is into those that are capable
of bearing stress and those that are inc:, uble of bearing stress. To the
former class belong the morphemes that can have primary or secondary
stress in a compounded word (e.g., aus-, -tum, tier-, in words such as
“Auswahl” [choice], “Eigentum” [property], “tierisch” [bestial]). To the
class of morphemes that are incapable of bearing stress belong the mor-
phemes that never carry primary or secondary stress _(e.g., the morl,),hemes
ge-, -st, -ig in words such as “Gebiude” [building], “wu'fs_t [you
throw], “ruhig” [calm]). The morphemes that are capable of bearing stress
in German are the most numerous. They arc very diverse structurally. They
can be further divided, according to their number of syllables, into
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monosyllabic morphemes (e.g., “ab” [off], “Axt™ [axe], “-tum” [-dom],
“-schaft” [(-)ty], “schwarz” [black]); bisyllabic morphemes (e.g.,
“Wagen” [wagon], “Abend” [evening], “Arbeit” [work], “Kamel”
[camel]); trisyllabic morphemes (e.g., “Holunder” [elderberry]); quadri-
syllabic morphemes (e.g., ““Abenteuer” [adventure]). Morphemes that are
incapable of bearing stress in German, on the other hand, either form no
syllable at all (e.g., -s¢ as.in “gib-st” [you give], “fein-st-e” [finest]) or they
form only one syllable (e.g., -zig as in “vierzig” [forty]). Accordingly a
division on the basis of number of syllables is here impossible. More
useful, however, is a division of the German morphemes that are not
capable of bearing stress into proclitics and enclitics, that is, into those
morphemes that can always occur directly before a morpheme capable of
bearing stress, as, for example, be- in “behalten” (to keep), and those that
occur only after another morpheme, as, for example, -er and -isch in
“wihlerisch” (choosy). This division is also in accord with quite distinct
types of phonemic structure. The proclitic morphemes incapable of bearing
stress always consist of a syllable that contains the vowel e. In other words,
the syllable consists either of a “media + e” (be-, ge-) or of “(a con-
sonant +) er-> (er-, ver-, zer-), or of “e + nasal + tenuis”’ (ent-, emp-).
Enclitic morphemes contain either no vowel at all or they contain the
vowels u, i, and a. Of the consonants they contain the following: 7, d, 2, x;
s, 8 1, r,m,n, p. Of these §, x, and g occur only after i (-ig, -lich, -rich,
-isch), d occurs only after n (-end), n occurs only after u or / (““Jiingling”
[young man}), s occurs after i, 2, and n, or it occurs without a vowel (-nis,
-es, -ens, -s, -st), n occurs after 2 and i or without a vowel (-en, -in
-n); the rest (-/, -m, -r, -t) occur either after » or without a vowel.
Of the combinations of the type “consonant + vowel” only the combi-
nations n, /, r + i (-nis, -lich, -ling, -rich) and t + 2 occur within morphemes
of this type. Of the consonant combinations only nd, ns, and st are found.1¢
For the morphemes capable of bearing stress the basic types, characterized
by the number of syllables, can also be subdivided. For example, the
monosyllabic morphemes capable of bearing stress are divided into nine
different subtypes. The criterion is whether they begin or end with a vowel
phoneme, a consonant, or with a consonantal cluster (“Ei” [egg], “Kuh”
[cow], “Stroh” [straw], “Aal” [eel], ““Sohn” (son), “klein” [smal]; “Ast”
[branch], “Werk” [work], “krank” [sick]). Still more subtypes are con-
ceivable with regard to bi-, tri-, and quadrisyllabic morphemes.

After the division of the frames into structural types has been completed,
the phoneme combinations within these structural types are then to be
studied. It is clear that in such a study the positions within the particular
frames (initial, medial, and final position), on the one hand, and the three
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basic forms of phoneme combinations (i.e., combinations of vowel
phonemes with each other, consonantal phonemes with each other, and
vowel phonemes with consonantal phonemes), on the other, must be
treated separately. o '
The method to be used in studying these phoneme combinations is a
logically necessary result of the questions to be answert?d by this stud?'.
First, it must be determined which phonemes combine with each othel" in
the particular position and which phonemes are mu'tually excl‘usnve.
Second, the sequence in which these phonemes occur in the particular
position must be determined. And third, the number' Qf members of a
phoneme combination permissible in a particular position must also be
indicated. From a methodological point of view, the study of the phono-
logical structure of English monosyllables by Kemp Malone!! can be
considered exemplary. Malone studied separately the phoneme combina-

* tions that are allowed in initial, medial, and final position. He formulated

three types of delimitative rules for each of these .positions: (a). restriction
on participation in a combination (restriction in me{nbersblp), (b) re-
striction in the sequence of combined phonemes (restriction in sequence
of members), and (¢) restriction in the number of members gf a combina-
tion. These three types of restriction represent an exhaustive answer to
three questions so important for the study of phoneme com}air'xatiops. o

As an example, the consonantal combinations perm15‘51ble in mftldl
position in German morphemes capable of bearing stress will be examined

re.
e a. Restrictions in membership. (1) s (“ss™), z (“’s”), x (*ch™), h and y
(*‘ng™) cannot participate in a combination of this t)fpe. (2) Mediae and
tenues are mutually exclusive (i.e., a media and a tenuis consonant can.not
simultaneously participate in one and the same combination). (3) Occ.luswes
are mutually exclusive. (4) Fricatives (f, §) are mutu.ally. exclusive. (5)
Sonorants (r, I, m, n, v) are mutually exclusive. (6) Frlcatxve§ cann(?t be
combined with b, d, g, j (“pf”). (7) t and d cannot be combined wnt}} L
(8) f cannot be combined with occlusives. (9) v (“w™) dges not combine
with labials and labiodentals. (10) ¢ (*z’’) does not combine wn.th r, 1,' s, [
(11) n only combines with § (“sch™), k, and g. (12) m only combines with &,

b. Restrictions in sequence. (1) Fricatives (f, §) can occur only as first
mémbers of a combination. (2) Sonorants (r, /, m, n, v) can occur only as
final members of a combination. (3) No other consonants may occur
between § and v. o

¢. Restrictions in number of members. (1) Of three-member combinations
only 3tr, Spr, and $pl/ are permissible. (2) Combinations of more than
three members are not permitted.
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From all these restrictions on morphemes capable of bearing stress the
following possible combinations of consonants in initial position result:
br, pr, dr, tr, gr, kr, pr, fr, §r; b, pl, ki, pl, fl, SL* gn, kn, $n; $m; dv, (),
(gv), kv, cv, §v; $t1, (sk); $tr, Spry spl. C

Similar combinatory rules can also be formulated for the final and
medial position of morphemes capable of bearing stress. Further, special
rules can be established for polysyilabic morphemes. The rules discovered
in this way must be compared with each other. It may develop that some
of them have a more general sphere of application. For example, rules (2),
(4), (6), and (9) of the ““restrictions in membership” enumerated above are
not only valid for initial position but for all positions within the frame of a
German morpheme. Some rules must receive a general formulation. For
example, the sccond “restrictions in sequence™ can be replaced by two
rules, which are valid for all positions within a German morpheme: (o)
Of the liquids (r, I) r can only occur in direct contact with a vowel, while /
can occur either in direct contact with a vowel or an r. (8) Of the nasals only
m and n can occur in direct contact with either a vowel or a liquid, while
p can only occur after a vowel.

Only after phoneme combinations have been studied by the same method
in as many languages as possiblc can a typology of combinations be de-
veloped by the comparison of various languages, and can the question of the
legitimacy of combinatory rules be fruitfully discussed.

4 ANOMALOUS PHONEME COMBINATIONS

The combinatory rules provide each language with a special character.
They characterize the language no less than the phonemic inventory. There
are languages in which the combinatory rules are rigorously carried out
and include all parts of the vocabulary. In such languages even the loan-
words are modified in such a way that they obey the normal combinatory
rules valid for the native words. In other languages, however, loanwords

are changed as little as possible, even if they are in contradiction to native
combinatory rules. They continue to exist as foreignisms in the vocabulary.
German is among the languages of this type. Take, for example, words
such as “Psalm” (psalm), “Sphédre” (sphere), “Szene” (scene), “‘pneu-
matisch” (pneumatic) which have “non-German” consonantal combina-
tions initially. It is true of course that words of this type are generally
restricted to the area of technical or “erudite” vocabulary. Many of them

* Translator’s note: Also gl.
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conform to the normal combinatory rules when they are introduced into
everyday vocabulary.12 Only in the case of very advanced bilingualism do
such words with foreign phoneme combinaticns pepetrate the spokep
speech in such numbers that they are not felt as foreignisms any more. This

“ means that the combinatory rules of the particular language have under-

gone a corresponding modification. . ‘

The degree to which loanwords do not conform to native combl.natory
rules seems to depend on several things, especiully on the variety of
phoneme combinations that are permitted in a given language. Ip a
language such as Japanese, which only allows very few phoneme cgmbma—
tions, the number of admissible phoneme combinations cannot increase
greatly. German, on the other hand, which alread).' has numerous and
varied phoneme combinations, can add somce forcign coml?lnatlons to
those permissible. Yet some fundamental rules must not be vnolateq. For
example, a media cannot occur next to a tenuis, r cannot occur wnthqut
being in direct contact with a vowel, and so on. A word such as Ge(?rglan
“ gvertvnis” (he lets us practice) could not be accepted into German without
maodification.

The presence of particular phoneme combinations 'at the morpheme
boundary also plays an important role in the introduction of loa.nwo.rds.
This was emphasized by B. Trnka with good rcason.13 The combinations
sc, sf, pn are not allowed in German within the frame of a single morpheme.
They do occur, however, in polymorphemic (“compoundefi”") \"vcz’rds at
the morpheme boundary (e.g.: “Auszug” [exodus], “misféllig” [un-
pleasant], “abnehmen” [reduce]). This facilitates the unaltered preserva-
tion of these combinations in such loanwords as “Szene,” ‘““Sphire,”
“pneumatisch,” where they are transferred to initial position, in tl,le‘same
way as the preservation of the initial combination in .“Ps_alm',’ ‘Psy-
chologie,” etc., is facilitated by the presence of {his combination in medial
position in such native words as “Erbse” (pea}. In Japanese, on the other
hand, the complete absence of consonantal combinations (except for N +
consonant) within the frame of a single morphcme but also at morpheme
boundary has the effect that loanwords cannot be introduced in unaltered
form. . .

What has been said about foreign phoneme combinations is also valid
for dialectal and archaic phoneme combinations. The standard-or written
language generally admits only dialect words in correspondingly. modified
form. Dialect words with a phoneme combination that is foreign to the
written language present a foreignism in the vocabulary of the written
language and are limited to special sections of the vocabulary. Take, fo’r,
example, such German words as “Kaschperl” (Punch), “Droschke
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(carriage), “Wrak™ (wreck), “Robben” (seals), “Ebbe” (ebbtide). As for
words taken over from the older languages and which have phoneme
combinations presently out of use, they also belong to a special section of
the vocabulary (the vocabulary of the poetic or of the administratijve
language). Proper names (i.e., the names of persons as well ag places) in
many languages form a special class since it is in them particularly that
foreign, archaic, and dialectal elements have been retained in unaltered
form in the standard language. Examples are such German names as
Leipzig, Leoben, Altona, Luick, Treischke, Pschor, which contain either
unusual phoneme combinations or belong to very rare morpheme types, 14

Incidentally, proper names also behave in a very special way with
regard to the phonological and morphological system in some other
respects.

The most important area of anomalous phoneme combinations is
Tepresented by interjections, onomatopoetic expressions, calls or commands
directed toward animals, and words with “an expressive” coloration,
After what has been said on the subject by V. Mathesius and J. M.
Kofinek 15 the problem should be considered as clarified once and for all
and does not need any further discussion.

! Medially the spiritus asper occurred only in combination with a geminated
p. But since it was never absent in that position, it did not have any distinctive
force, i.e., it did not have a phonemic function.

2 B. Trnka, *“General Laws of Phonemic Combinations,” in TCLP, VI, 57,

3 Cf. John R, Swanton in Handboolk of American Languages, 1 (Burean of
American Ethnology Bulletin, XL), 211 1.

4 From the glossary to Hermanp Jacobi’s Ausgewdhite Erzéihlungen im Mdéha-
rdshyri (Leipzig, 1886), pp. 87 ff., we draw the following evidence: “@ara” (res-
pect), ““iisa”™ (such), *“ghara-chaania (housewife), “niara” (townsman),
“padna” (1. give, 2. march, departure), “paava (tree),* paasa’ (milk), “viasa >’
(crow), “saisa™ (presence), “saara” (ocean), and the temporal adverbs “kaa”
(when), “Jag» (since), “tag” (then), “saa” (always), from which a suffix ad can
be abstracted. The opposition between long and short vowels in Maharashtri (as
in all Prakrit dialects) is neutralizable: before geminated consonants and before
the combination * nagal + consonaat™ all vowels are short.

5 Cf. from the same glossary tc Jacobi’s Maharashtri texts such words as
“sad” (even), “‘saai” (alwa){s), “vafisa” (companion, friend). Before nasals and
before occlusives the correlation of vocaljc nasalization is neutralized in Prakrit.

S In languages such as Estonian, Lapp, and Gweabo, where light and heavy
geminates or geminates with increasing and decreasing intensity are phono-
logically distinguished, it s the monomorphemic combination of the two mem-
bers of a correlational pair of the correlation of intensity that is involved,
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VII PHONOLOGICAL STATISTICS

1 THE TWO WAYS OF COUNTING

The problems of statistics and of the functional load of phonological
elen‘ler.lts are very closely related to the study of combinations. Phono-
sta}tlst}cs has already been studied and used for various praciical and
scxengﬁc purposes. For phonological purposes it must, of course, be
modified correspondingly: not letters or sounds, but ’phonemes ’and
Qhoneme combinations must be counted. In specifically phonological
literature t‘he importance of statistics in phonology was first strcsseﬁ b
Y. Mathesius.! B. Trnka made a contribution to the statistics of En)I
lish phonology in his book that we mentioned earlier.2 W. F, Twaddell agt-
tempt;d a statistical study of the German system of consonants and their
combinations.> George Kingsley Zipf studies phonological statistics in
.genergl.“ Thus there is now no further lack in phonological statistical
mvestnggtions. Still, there are by far not enough investigations, and in each
one.a.dlﬂ'erent method is applied. No uniform method for I;honolo ical
statlstxf:s has so far been developed. We must therefore content ourseglves
here w1.th a few remarks on the subject.

Statistics is of twofold significance in phonology. First, it must show
how often a specific phonological element of a given langu’age (phoneme
phoneme. combination, word type, or morpheme type) recurs in speech’
Second, it must show the importance of the functional load of such ar;
element or of a specific phonological opposition. For purposes of the
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former, continuous texts must be examined statistically; for purposes of
the latter, dictionaries. In either case it is possible to study the absolute
figures for actual occurrences alone or the ratio of these figures to the
figures of occurrences theoretically expected on the basis of combinatory

rules.

2 STYLISTICALLY CONDITIONED FIGURES AND
FIGURES CONDITIONED BY LANGUAGE

Each type of phonological statistical investigation has its own diffi-
culties. In studying the frequency of a particular phonological element
in continuous texts, it is the choice of the text which is of primary impor-
tance.

I open K. Biihler’s Sprachtheories randomly at page 23 and take any
section of 200 words (starting from «“soll es also . . .~ to “im Schosse der
Sprachwissenschaften langst,” in other words. ~om lines 3 to 28, starting
from the top of the page). This section contains . :8 accentuable morphemes.
Of these 204 are monosyllables, 37 are bisyllabic, and seven trisyllabic. I
then select another text, again 200 words in length, namely, the beginning
of the first fairy tale in A. Dirr’s Kaukasische Mirchen.¢ 1 find that this
section contains only a total of 220 morphemes capable of bearing stress;
210 are monosyllables, 10 bisyllabic, and not a single one is trisyllabic.
The same difference between the two selected texts is also found with regard
to word length. In Biihler, words of varying length from 1 to 9 syllables
are found. In Dirr only monosyllabic, bisyllabic, and trisyllabic words
occur, with an overwhelming preponderance of monosyllables.
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The Fotal number of syllables in the section studied in Biihler is 400, and
in Dirr 276. This indicates that the average word length for Biihler is’ two
syllables, and 1.4 syllables for Dirr. Since in German only vowels function
as syllable nuclei (syllabic », r, I* in unstressed syllables phonologically are
to be regarded as an, or, al), the number of syllables also indicates the
number of vowel phonemes (400 for Biihler, 276 for Dirr). As to con-
sonants, the section examined in Biihler contains 636 consonantal pho-
nemes, and in Dirr 429, In other words, a word in Biihler contains 3.2
consonants on the average, and in Dirr 2.1 consonants. The ratio betwee‘n
consonants and vowels is about the same in both texts. The consonants
account for 61 percent, the vowels for 39 percent, of all phonemes. But the
Fotal number of phonemes is 1,036 for Bithler, and 705 for Dirr. 'Accord-
mgly t.here exists a ratio of about 3:2. [t should not be assumed that
this difference would disappear in longer sections. It is very closely
rc?lated ‘to stylistic differences. The scholarly language which is geared to a
higher intellectual level of hearer is characterized by long words, while
shf)rt. \.)vords are preferred in the simple narrative, being geared to a’ rather
pnmmve'level of audience. Another peculiarity of educated speech in
German is a superabundance of consonant combinations. While only 55
consonant combinations occur in the section examined in Dirr, with 116
consonants participating, or 27 percent of all consonantal phonemes, 127

* Translator’s note: Also m (= om).
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;
o K. Biihler A. Dirr ‘ . consonant combinations occur in the section examined in Biihler’s Sprach-
Words consisting of /B theorie, with a total of 281 consonants participating, or 44 percent of all
Number of words Number of words 'j consonantal phonemes. As regards the distribution of these consonants
i within the word or morphemes, in both texts most combinations occur at
Absolute Percent Absolute Percent ;33 internal morpheme juncfure (in Dirr 40%,, in Bithler 42%,), and morpheme-
one syllable 95 . 475 134 67 ;4 finally (in Dirr 33%,, in Biihler 32%,). Both texts show quite a different
:X;:’;gﬁ:iﬁis 57 28.5 56 28 relationship in morpheme-initial and morpheme-medial position. In
four syilables ‘% lgg 10 5 Dirr 22 percent of all consonant combinations occur in morpheme-
five syllables 6 377 _ — initial position and 5 percent in morpheme-medial position, while in
six syllables 6 3 _ - Biihler 12 percent of all consonant combinations occur in morpheme-
seven syllables 1 0.5 — : initial position and 14 percent in morpheme-medial position. Furthermore,
:hg:::ﬁ;abt]’{es — 0 — —_ in Bithler combinations such as ¢j (“Situation™), gm (“Dogma”), skr
ylables 1 0.5 — — (“deskriptiv™), are attested in morpheme-medial position. Not only are
200 100 200 100 these absgnt in the §ection examined in ‘Dirr, they dg 1_10t even occur once
" in his entire collection of Caucasian fairy tales. This is a result of an in-

creased use of borrowings, which is characteristic of any scholarly language.

The two types of style which were chosen as examples, that is, the in-
tellectualized scholarly language and the intentionally simple narrative
speech imitative of the primitive, are two poles. Between these, various
other types of style are found and each has its specific characteristics.
Each text belongs to some kind of style. And if we propose to study the
frequency of certain phonological elements in a particular language by
means of a text, we must ask ourselves especially which text would be the
most appropriate for this purpose. The problem seems to allow for two
solutions: one should either choose a text that is “stylistically neutral”
or one should choose portions from several texts of different styles. Neither
solution is very satisfactory, however. The question remains as to what
should be considered “stylistically neutral” and in what proportions should
sections ol texts of different styles be analyzed ?

It seems, therefore, impossible to free phonological statistics com-
pletely from the influence of the various types of style. In phonological
statistical studies the specific idiosyncrasies of the various types of style
must always be taken into consideration. It has to be determined above all
which of the phonological phenomena are stylistically conditioned and
which exist independently of style. We have already seen that, at least for
German, length of semantic units (words or morphemes) and frequency of
consonant combinations are stylistically conditioned. The frequency of
individual phonemes, on the other hand, appears to be rather independent
of the style of the text.

Compare, for example, the frequency of vowel phonemes (in per-
centages) in the above-mentioned excerpts from Biihler and Dirr:
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a K. Biihler A. Dirr . instinctively selects those words in which the respective sounds occur.
37{ 15 18} . But since all peoples came into existence through the mixture of different

2 22 2240 : R : . e :
- races, a certain combination of hereditary racial characteristics is contained
" 57 7 0" 63 in every representative of a particular people. These characteristics also
o 20410 10 correspond to articulatory preferences. And since the racial components
0 23 . are the same for different representatives of the same people, the phonemic
au 3 4 system, too, is the same for all. Individual fluctuations in phoneme
; 17 165 i frequency are ex.pla‘in_ed by diﬂ‘erence§ in the numeric ratio of the racial
e, i 39J18 “' 4 components ff)r mc!mdua'l representatives of the same people. This theory
ei 4 _ 35 was not.attamed inductively nor was it deduced from concrete facts.
43 : Rather, it was an a priori invention. The phonemic material .that was
i 3 | 37 used. does not serve as a basis and control for this theory, but is merely
p 4405 I ) expl_xcatec.i by this theory. .Thc exp?ication always rcnyains purcly hypo-
il 0.5 0 thetical: if some phoneme in a particular language indicates an especially
—_— 7 high or an especially low frequency count, it is assumed that the racial
100 100 characteristics of the particular people favor or impede the particular

The.smal] differences in the case of a, ¢, and ei can hardly be attributed t
Fhe mﬂugnf:e: of style. It is possible that these differences would disa .
In a statistical study of a larger section of text, pest
Phoneme frequency thus does not seem to be stylistically conditioned, at
least npt in German. To study it statistically any text may be chosen (:A
‘except'wn are poems and texts of particularly artificial prose, in whic;h "
Intentional artificial deviation from the natural frequency of’ honem Iy
produced to evoke specific effects.)” But as a measure ofpcautionc "
at. wpt shou.ld be made to neutralize the types of style for these studics :lsl
well. ,est. suited for this purpose appear to be transcriptions of vari;)us
con\‘/e.rsatlons,8 or newspapers in which different styles are represented
(political headlines, telegrams, semiscientific articles official comm '
qués, sports reports, economic reports, serial stories, étc.).‘) o

3 PROPOSED INTERPRETATIONS
OF PHONEME FREQUENCY

l-ef;l'o date far too few languages have been studied statistically with
rence tp phoneme frequency. Interpretations of statistical data and
generahzatl‘ons on this subject may, therefore, still be premature. But e‘ve
today studies of this type are not lacking. J. van Ginneken ac'ivanccd :
theory on the cause of frequency differences in individual phonemes within
the various languages.10 According to this theory, each person h'r‘
hereditary preference for certain types of articulat}on. In speaking‘ hh::

articulatory movements. But this is begging the question, for it must first
be shown that a high or low frequency of a phoneme in connective speech
depends on the racial characteristics of the speaker. Negro languages do
not have the same phoneme frequency as the Indicn languages of North
America. But this is by far no proof that phoneme {equency is dependent
on racial characteristics, since Negro languages arc distinguished from
Indian languages not only by phoneme frequency but also by their pho-
nemic inventory and their grammatical structure. Objective proof could
only be given by an experiment in which the factors in question would be
completely isolated from all others. For example, two subjects belonging
to a different race, but with the same mother tonguc and the same level of
education, would have to be examined with respect to phoneme frequency.
(Their speech must also belong to the same style.) The results of such an
experiment could, however, acquire scientific significance only if the
experiment were to be repeated several hundred times with representatives
of various races and in different languages. Only then could this question
be discussed. ‘ -

Another theory on the frequency of phonemes was proposed by George
Kingsley Zipf.t! According to this theory, the less complicated the realiza-
tion of a phoneme, the greater its frequency. In this theory Zipf thus pro-
ceeds from a purely scientific point of view. When examining the tenability
of this theory one must, therefore, also proceed from a strictly scientific
point of view. But the degree of articulatory complexity cannot be meas-
ured purely from the standpoint of the natural sciences. The vocal cords
are tense in the production of voiced occlusives bu:. at the same time, the
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organs of the mouth are relaxed. Conversely, in the case of voiceless
occlusives the vocal cords are relaxed while the organs of the mouth are

tensed. Which is more complicated ? In the case of the aspirated consonants -

the glottis is wide open, that is, it remains in the same position as in
normal .breathing, while in the case of unaspirated consonants the glottis
must shift position at the moment the consonant is released lest as ifr;'ltion
follow. But, on the other hand, the greater the flow of air t’he mor?te‘nsed
the organs of the mouth. It is therefore also difficult to’say with regard
to the opposition of aspiration, whether the aspirated or thej“uﬁaspirited
consopz}nts are “more complicated.” The same holds true also for all
opposmo.n.s based on the manner of overcoming an obstruction. In the case
of oppositions based on localization, the degree of complexity can even
less. be d.etermined. Zipf indicates the opposition m-n as an example. He
believes it is possible to conclude from the greater frequency in n;any
laqgllagfrs of 1n as compared to m, that m is the “more complicated.” But
m 1s articulated with closed lips and a lowered velum. In other worcis the
speech organs are in a position of complete rest (except that the v’ocal
cords are tensed), while the articulation of » entails raising the tip of the
tongue to the teeth or alveolar ridge and usually also a corresponding
moven?ent of the lower jaw (in addition to tensing the vocal cords, which
it 'has In common with m). This theory must therefore also be de’cidedly
rejected, at least in its present formulation.

-The.two theories discussed above can be considered as subject to attack
p'rlmanly because they try to explain phonological facts by means of
@ologica], extralinguistic causes. But Zipf’s theory can also be “tram];ited
m.to phonological terms,” so to speak. Marcel Cohen in his discussiAon of
Zipf’s book already hinted at this.!2 In its phonological formulation this
theorx \fvould be somewhat as follows: “Of the two members of a privutiv;:
opposition the unmarked member occurs more frequently in continuous
speech than the marked member.”” This formulation should generally hold
true, but it should by no means be . “dered a law without exception
One nﬁfst make a distinction between neutralizable and nonneutralizablé
oppositions and also consider the extent of neutralizability. In Russian
where .the opposition betwecn palatalized and nonpalatalized consor{zlnt;
ex1.sts In twelve phoneme puirs, the rule applies only to eleven of thesf;
pairs. Nonpalatalized p, b, f, v, 1, d, s, z, m, n, r in fact occur much mo;e
often than the corresponding palatalized p’, &', f*, v', t', d,s',z,m', n,r
(the ratio being approximately 2:1). But this rule does not ap;’)ly ;o t,he
phonerpe pair /:/": palatalized /" is more frequent in Russian than non-
palatalized / (/:I" = 42:58). It is probably no accident that the opposition
[-I' can only be neutralized before e, while the oppositions p-p’, t-t', etc
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are neutralized in other positions as well (before apicals, sibilants, and
palatalized labials). The correlation of voice is neutralizable in Russian:
in word-final position, before a pause, or before words beginning with
sonorants only voiceless obstruents are permitted. This marks them as the
unmarked members of the correlation of voice. However, the phoneme
v (as well as the corresponding palatalized v") occupies a special position:
on the one hand, it cannot occur in word-final position; and in medial
position, too, it is replaced by f”, its voiceless equivalent before voiceless
obstruents. On the other hand, voiceless consonants can occur before v
(e.g.: “tvoj™ [your], “svad’ba” [wedding], *zakvaska” [sour doughl).
This is not permitted before the other voiced obstruents. In other words, v
does not have the same effect on the other obstruents as do the marked
members of the correlation of voice. This is probably related to the fact
that v occurs about four times as frequently as f. In contrast, in the re-
maining phoneme pairs of the correlation of voice, the voiced members
are about three times less frequent than the voiceless ones.!3

The examples given by Zipf can all be reconciled with the above for-
mula. For in languages with a correlation of voice the voiceless obstruents
are the unmarked opposition members, just as in languages with a corre-
lation of aspiration the unaspirated obstruents fulfill this function. Lan-
guages such as Lezghian (K’iiri), in which the aspirated occlusives are the
unmarked members of the correlation of consonantal intensity,!# teach us
that it is not aspiration itself but the opposition relationship that is im-
portant. Aspirated occlusives are here, as a rule, more frequent than the
corresponding unaspirated occlusives (p" 1.8: P0.8; 1*5.2:T2.2; k"8.8:K
0.7; ¢* 9.0: C 0.1). The relationship is only reversed with respect to the
back velar series of localization (g% 1.6: Q 3.8). It is to be noted here that in
contrast with all other Lezghian oppositions based on the correlation of
consonantal intensity, the opposition ¢": Q is not neutralized in posttonic
syllables.

There is no doubt that the differences between unmarked and marked
opposition members, and the differences between oppositions that can be
neutralized and those that cannot, affect phoneme frequency. Yet it is clear
that this fact alone is not sufficient to explain the frequency relationships.
There always exist oppositions in the various languages for which a
privative character cannot be objectively established. For example, in
French the correlation of voice is privative and neutralizable. However,
it is only subject to a contextually conditioned dissimilative type of neu-
tralization [of the type (a)]. The choice of archiphoneme representative
is here conditioned externally so that the unmarked character of the one or

. the other member of this opposition is not objectively proven.!5 As a
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whole, French voiceless obstruents are more frequent than voiced ob-
struents (approx. 60:40). The ratio is different, however, for each individual
phoneme pair: Z and v are much more frequent than § and f; d and ¢ have
approximately the same frequency, while in the other pairs (p-b, k-g, 5-z)
the voiceless member is much more frequent than the voiced member.

4 ACTUAL AND EXPECTED FREQUENCY

-
-

In general it appears hopeless to establish strict rules for phoneme
frequency sincc phoneme frequency is the result of a whole sequence of
propelling forces. The absolute figures of actual phoneme frequency are
only of secondary importance. Only the relationship of these figures to the
theoretically expected figures of phoneme frequency is of real value. An
actual phoneme count in a text must thercfore be preceded by a careful
calculation of the theoretical possibilities (with all rules for neutralization -
and combination in mind). Let us imagine, for example, a language in i
which a particular opposition of consonantal phonemes is neutralized in =
initial and final position, and where only the unmarked opposition member
appears in the position of neutralization. In such a language the unmarked
member of the opposition in question can thus occur in initial position in
each syllable as well as in word-final position, while the marked member
can occur initially in all syllables except the first. If the average number of
syllables in this language equals «, one would expect that the frequency of
the unmarked opposition member behaves to the frequency of the marked
member as o + 1 to « — 1. In Chechen, where geminated consonants
occur only in medial position (as they do in most languages with a corre-
lation of gemination) and where words contain an average of 1.9 syllables
(at least in folktales), the frequency ratio of geminated consonants to the
corresponding nongeminated consonants should therefore be 9:29 (i.e.,
approximately 1:3). Actually statistics yield the following figures:

t:t 12:90  (4..))
qq9:q 6:45 (4:30)
¢&:¢ 25:59 (13:30)
0:1 16:32 (15:30)16

Geminated ¢¢and // are thus used more frequently than one would have
expected theoretically, while geminated # and gg are used much more
rarely. The Chechen language also has the correlation of recu:sion for
occlusives. But it is only found initially. Medially and finally it is neu-
tralized (the archiphonemes being represented by the nonrecursive oc-
clusives). The marked members of this opposition can, therefore, only occur
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B
o .
by B and the average number of syllables of a word by «). The correspond-
ing unmarked opposition members, on the other hand, can occur initially

B

o

times initially (if one designates the total number of syllables in a text

in each syllable as well as word-finally, that is, they can occur 8 + = times.

B

The expected frequencies thus are in a ratio of -'2 to B+ e that is, of 1 to

o + 1. Since the average number of syllables in a word in Chechen is
1.9, we obtain the ratio of 1:2.9. Actually the foiiowing figures are found:

t':t 33:90 (11:30)
k:k 38:47 (24:30)
*:q 21:45 (14:30)
c
¢

Ko

c 17:97  (5:30)
& 5:59  (24:30)
p:p 227 ( ? )7

The ratio of frequency figures for recursives and nonrecursives as a
whole corresponds approximately to the expected ratio of (114:365 =
0.9:2.9). However, individual phonemes deviate considerably from this
ratio in both directions. The unmarked members, too, always remain more
frequent than the marked members. The tabulation of theoretical possi-
bilities is not always as simple as in the examples quoted above. However,
one should not be discouraged by the technical difficulties of such a
tabulation. For only in a comparison with the possible frequency figures
obtained on the basis of such a tabulation do the actual frequency figures
acquire value. They show whether a phoneme is frequently or infrequently
utilized in a given language.

When examining a text for phoneme frequency one must not only
consider the frequency with which a phoneme o.curs in general but also
the frequency with which it occurs in a particular position. If, for example,
the unmarked member of a neutralizable opposition occurs with special
frequency in the position of neutralization (where it represents the archi-
phoneme), this is evidence that the opposition in question is not much
utilized. If, however, such an opposition member occurs particularly
often in the position of relevance (in other words, if it occurs more often
than one would theoretically expect), this is an indication that the utiliza-
tion of the opposition in question is favored. The extent to which various
oppositions, including nonneutralizable oppositions, are utilized can also
be determined statistically. In many languages thicre are environments in
which only very few phonemes are permitted anc where accordingly only
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few distinctive oppositions exist. Depending on whether the theoretically
expected frequency for these positions is exceeded or whether that fre-
quency is not reached, it is possible to determine whether the extent to
which these oppositions are utilized is great or small.

The gross global statistical tabulation of phonemes must, therefore, be
replaced by more detailed specific tabulations. The object of such tabula-
tions no longer centers in phonemes but in oppositions, for in this area of
phonology as well as in all others it should always be remembered that it
is not the phonemes but the oppositions that represent the trie object
of phonological study.

5 PHONOLOGICAL STATISTICS AND VOCABULARY

The above discussion clearly shows that a statistical examination of
texts alone is not sufficient to gain a picture of the relative utilization of the
various phonological elements. Studies of this type must be supplemented
by an examination of the vocabulary which is also statistical in nature.
Also to be taken into account here is the relationship between the actual
figures and the theoretically possible figures. V. Mathesius and B. Trnka
have already made important attempts in this direction. The studies by
Mathesius give particularly clear evidence for the importance of such
investigations for the phonological typology of languages. One easily
becomes persuaded thereof if one compares words consisting of two
phonemes in various languages. In German 18 consonants b, p, m, d,
tnk,g ez 5 f,v, p,hrlj)can occur word-initially, and 14 consonants
(pom, t,n bk, p, x,¢,8p, 1,5 r, /) word-finally, while all stressed vowel
phonemes (i.e., 10 phonemes, if one does not distinguish d and €) can occur
initially as well as finally. Not allowed are the combinations j + i, au + r,
au + ny, eii +r, eii +y,ai +r,ai +p,0+py, and é + n. Accordingly
179 ([18 x 10] — 1) words of the type “consonant + vowel” and
132 ([14 x 10] — 8) words of the type “vowel + consonant” are theo-
retically possible in German. {Differences in type of contact are not taken
into consideration.) In reality the type *‘consonant + vowel” is represented
by 57 words in German (*du” [you], “Kuh” [cow], “zu” [to], “Schuh”
[shoe], “wo” [where], “loh” [blazing, bright], “roh” [raw], “Bau”
[structure], “Tau”™ [rope, dew], “kau” [chew, imp.], “Gau” [province],
“Pfau” [peacock], “Vau” [v], “Sau” [sow], ““schau” [look, imp.],
“hau” [hew], “lau” [lukewarm], “rauh” [rough], “die” [the], “nie”
[never], “Vieh™ [cattle], “wie” [as], “zieh” [draw], “sie” [she, they],
“hie” [here], “lich™ [lent], “mih” [mow, imp.], “Tee” [tea], “nih”
[sew, imp.], “Weh” [pain], “Zeh” [toe], *See” [sea], “je” [ever], “geh”
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[go, imp.], “bei” [near, at], “weih” [bless], “zeih” [accuse, imp.], “sei”
[be, imp.], “reih” [arrange, imp.}, “leih” {lend, imp.], “Kih’” [cows],
“Hoh’” [height], “neu™ [new], “scheu” [shy], ““Heu” [hay], “Leu”
{lion, poet.], “Reuh’” [remorse], “da” [there, since], “nah” [near],
“sah” [saw], “ja” [yes], as well as the letters “Be” [b], “Pe”’ [p], “De”
[d], “Ha” [h], “Ka” [k]). The type “vowel + consonant” is represented
by 37 words (“Uhr” [watch], “Ohr” [ear], “ob” [whether], “Aug’”
[eye], “auch™ [also], “aus™ [from], “auf” [on], “ihr” [you, pl.; her, dat.],
*“im” [in, dat.], “in” [in], “iss” [eat, imp.], “er” [he], “ E1” [1], “Em” [m],
“En” [n], “eng” [tight], “Eck’” [corner], “itz” [etch, imp.], ““es™ [it],
“Esch’” [ash tree], " Eid " [oath], “ein™ [a], ““eil”’ [hurry, imp.], “Eich’”
[oak tree], *“Eis” [ice], “Eul’” [owl], “euch™ [you, pl.], “Aar” [eagle,
poet., or any large bird of prey], “Aal” [eel], “am” [at the, dat.], “an”
(at], *“ach™ [oh], ““uss™ [ate], “Aff"™ [ape], *“ab™ [off], *“Asch’” [ash]).
In French 15 consonants (b, p,d, t,g, k, v, 1, 5,3, %, m, n, r, ) are allowed in
initial position, and 18 consonants (b, p, d, t, g, k, v, f, 2,5, 5, Z, m,n, n, r,
{, j) in final position. Of the vowel phonemes 12 are permitted in closed
syllables (u, 0,2, a, &, i, 0, y, 6, @, €, 8), 13 in open syllables (the same pho-
nemes + e). The phonemic sequences ““ nasal vowel” (4, &,4,d) + m,n, n, r,
I, j are not permitted. Accordingly 195 (15 x 13) words of the type
“consonant + vowel” and 192 ([12 x 18] — [4 x 6]) words of the
type “vowel + consonant” are theoretically possible. In reality the type
“consonant + vowel” is here represented by 142 words and the type
“vowel 4+ consonant” by 50 words. In other words, in German only
31.8 percent of the theoretical possibilities of the type ‘“‘consonant +
vowel” are realized, while in French 73 percent are realized. For the type
“vowel + consonant” the realization of theoretical possibilities amounts
to approximately the same percentage in both languages: 28 percent in
German, 26 percent in French. However, while words of this type in
German make up 40 percent of all monosyllables consisting of two
phonemes, they only account for 26 percent of such monosyllables in
French. One can therefore see that even within such a narrow framework
the individuality of languages is clearly evident. V. Mathesius, in TCLP,
I, compares Czech and German with regard to the utilization of phono-
logical means. He finds, among other things, that among the words that
consist of two or three phonemes, words beginning with a vowel amount -
to 25.2 percent in German, but only to 8.2 percent in Czech. Further,
consonant combinations in German are utilized more in final position,
while in Czech they are utilized more initially.

All these peculiarities, which lend to each language its particular
character, can be expressed in numbers. By this method of examining the
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vocabulary it is also possible to determine for each language in numbers
the extent to which the individual phonological oppositions are utilized
distinctively (their functional load), as well as the average load of the
phonemes in general. It develops that there are “economical” and “ waste-
ful” languages in this respect. In the “economical” languages words that
are only distinguished by one phoneme are very numerous, and the
percentage in which theoretically possible phoneme combinations-"are
realized is very high. The “wasteful” languages have a tendency to dis-
tinguish words by several phonological elements and to realize only a small
percentage of the theoretically possible phoneme combinations.

Against the background of a phonological statistical vocabulary study,
the phonological statistical study of continuous texts takes on a new mean-
ing. Frequency figures acquire a double relativity, so to speak, for the prob-
lem is to determine to what extent the theoretical possibilities given by the
combinatory rules, and realized in the vocabulary, are actually exploited
in continuous speech. The greater the number of phonemes in a word type,
the higher the number of theoretically possible words of this type. A
statistical study of the vocabulary shows what percentage of these
theoretical possibilities is realized, in other words, the number of phoneme
combinations of a particular type which have a specific lexical meaning.
But it indicates nothing about the actual frequency of occurrence of words
of this type in normal continuous speech. Only a statistical study of texts
can supply information on this point. It may develop that word types in
which a high percentage of theoretical possibilities is realized are less
frequent than word types with an insignificant percentage of such realiza-
tion. It is impossible to say, at least for the present, whether there are
generally valid laws or whether languages vary in this regard since far
too little work has been done in phonological statistics. An express warn-
ing should be sounded, in any event, against any premature conclusions
and theories in this field.

In conclusion, it should be pointed out that lexical statistics must often
face difficulties similar to those found in statistics of texts. Not all areas of
vocabulary are alike or comparable. There are technical terms kuiown only
to a small circle of experts, though they are not loanwords in the usual
sense of the word. Should such terminology be included in statistical
studies? There are words that in their written shape are probably only
found in dictionaries, and actually exist only in dialectal sound shape, for,
based on what they signify, they belong to the domain of dialects (various
technical terms for farm life, etc.). Which phonic shape should be used for
statistical purposes? Problems of this type appear in studies of lexical
statistics for almost any language. But for certain Oriental written lan-
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guages such questions become almost fateful. The matter should, in any
event, not be conceived of as being too €asy.

1 Cf. his essays, * La structure phonologique du lexique du tchéque mgder_ne,"
in TCLP, 1, 67-85, and “Zum Problem der Belastungs- und Kombinations-
fihigkeit der Phoneme,” in ibid., 1V, 148 ff. .

2 B. Trnka, “A Phonological Analysis of Present-day Standard English,” in
Prdce z védeckych iistavii, XXXVII (1935), pp. 45-175. )

3W. F. Twaddell, “A Phonological Analysis of Intervocalic Copsoqant
Clusters in Modern German,” in Actes du I1V¢ Congrés International de Linguistes
a Copenhague (1938). _ .

4 G. K. Zipf, Selected Studies of the Principle of Relative Frequency in ljanguage
(Cambridge, Mass.: Harvard University Press, 1932), and Psycho-Biology of
Language (Boston-Cambridge, Mass.: Riverside Press, 1935).

5 Karl Biihler, Sprachtheorie (Jena, 1934). ' ) . i

6 “ Kaukasische Mirchen selected and translated by A. Dirr,” in Die Mdrchen
der Weltliteratur, ed. by Friedrich von der Leyen and Paul Zaunert (Jena, 1920).

7 Cf, J. Mukarovsky, *“La phonologie et la poctique,” in TCLP, IY, 2_80 f.

8 Peskovskij presents statistics of sound bascd on such vtranscrlptlons of
spontaneous discourse for Russian (Peskovskij, les’at’ tys'aé zvukov russkogo
jazyka [Sbornik statej, Leningrad, 19251, pp. 167-191). . o

A similar study is available for Swedish, based on stenograph}c transcriptions
of speeches in the Swedish Parliament. Unfortunatcly both cases involve statistics

hones and not of phonemes.
of g ((I)f .,e for example, 1133 Eldridge, A Thousand Common English Words (Buffalo:
The Clement Press, 1911).

10 Cf. J. van Ginneken, “ Ras en Taal” (Verhandl. d. Kon. Akad. van Wetensch.
te Amsterdam, Aft. Letterkunde, N. R. XXXV, 1935); De ontwikkelingsge-
schiedenis van de systemen der menschelijke taalklanken (Amster(liam,‘ 1932),
De oorzaken der taalveranderingen (Amsterdam, 1930); and “La biologie et la
base d’articulation” in Journ. de psychol., XXX, 266-320. )

1 G. K. Zipf, Psycho-Biology of Language, pp. 68 ff. Cf. N. S. Trubetzkoy’s
references in Slovo a slovesnost, 11 (1936), 252 f.

12 Cf, Marcel Cohen in BSL XXXVI (1935), 10. .

13 Furthermore, voiced # occurs more frequently in Russian than voxcclessv.s’*.
But this exception does not apply to those Russiz:is who pronounce “$" as §¢.

14 For the statistics of the Lezghian phonemes, fairy tale no. 5 from the Supple-
ment to P. K. Uslar’s “Kjurinskij jazyk™ in Etnografija Kavkaza, pp. 291-299,
was counted.

15 Cf. A. Martinet in TCLP, VI, 51 ff. . .

16 Text No. IV in the collection of Karl Bouda, ““Tschetschenische Texte,” in
Mitteilungen des Seminars fiir orientalische Sprachen zu Berlin, Jahrg. XXXVIII,
Abt. Il Westasiatische Studien (Berlin, 1935), 31-35, was counted as follows:
the entire text for ft, ¢, gqq, ¢¢, and ¢, only the first 300 words for !l and L.

17 Recursive p does not occur once in the enti:.. text investigated.







THE THEORY OF DELIMITATIVE
ELEMENTS

The Delimitative Function of Sound

I PRELIMINARY REMARKS'

In addition to the phonological means serving to distinguish individual
units of meaning (sememes), each language has a number of means that
effect the delimitation of such individual units of meaning. These two func-
tions of sound, that is, the distinctive function and the delimitative func-
tion, must be carefully distinguished. For language as such the distinctive
function is indispensable: it is absolutely necessary that the individual
sound complexes which correspond to the units of meaning be different in
order not to be confused. For cach sound complex to be sufficiently charac-
terized as to its individuality, it must have specific “phonic marks” In
specific: sequence. Each language has only a limited number of such
¢ phonic marks” which are combined into meaningful sound complexes
in accordance with specific rules. This cannot be any other way; it is related
to the nature of human speech. The external delimitation of meaningful
complexes of sound, on the other hand, is not at all absolutely necessary.
In an uninterrupted speech flow these com ‘X€S Can occur in succession,
without their boundaries needing to be indicated. Whether a particular
one of these * phonic marks” (= realized phonemes) occurs at theend of a
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meaningful complex of sound (= word or morpheme), or at the beginning
of the immediately following complex of sound, can in most cases be sur-
mised from the entire context. The possibility of a misunderstanding is
in most cases very slight, especially as usually when one hears a linguistic
utterance one is already attuned to a specific and very limited conceptual
sphere, and one needs only to consider the lexical elements that pertain to

this sphere. Still, each Ianguage'- possesses specific, phonological means

that signal the presence or absence of a sentence, word, or morpheme
boundary at a specific point in the sound continuum. But these meéans are
only ancillary devices. They can probably be compared to traffic signals
in the street. Until recently no such signals existed even in big cities. Even
today they have not been introduced in all cities. It is possible to get along
without them: one need only be more careful and attentive. Therefore they
are not found on every street corner but only on some. Similarly, linguistic
delimitative elements generally do not occur in all positions concerned but
are found only now and then. The difference lies only in the fact that
traffic signals are always present at * particularly dangerous” crossings,
whereas the distribution of linguistic delimitative elements in most lan-
guages seems to be quite accidental. This is probably due to the fact that
traffic is artificially and rationally regulated, while language shapes and
develops organically. Yet, according to their psychological nature, lin-
guistic delimitative elements do resemble traffic signals: every now and then
the ones as well as the others permit a relaxation of attentiveness.

We designate the linguistic delimitative means as boundary signals.
They can be classified on the basis of various principles: first, on the basis
of their relationship to the distinctive function; second, on the basis of
their homogeneous or complex character; third, according to whether
they indicate the presence or the absence of a boundary; and fourth,
according to what type of boundary they signal (that is, whether a word,
morpheme, or sentence boundary is involved). In order to characterize
a language, it is very important to determine what types of boundary
signals dominate in that language, as well as the frequency of their use.
The delimitative function of sound thus requires special statistics.

! Cf. N. S. Trubetzkoy, Anleitung zu phonologischen Beschreibungen (Brno,
1935), pp. 30 ff., and ** Die phonologischen Grenzsignale,” in Proceedings of the
Second International Congress of Phonetic Sciences (Cambridge, 1936), pp. 45 .

II PHONEMIC AND NONPHONEMIC

BOUNDARY SIGNALS

In the discussion of structurally conditioned types of r}eutr.all.zatl'on
above (p. 235) we noted that some langua.g.es l}ave certz.un cglstmcr:ltilr\:e
oppositions found only in initial or fma}l'posmon in the unftls. odrr}eaS Cﬁ
(words or morphemes). In all other positions thex are neutralize .hn l;
cases the marked members of the particulgr opposmpns also have't e value
of boundary signals in addition to thex.r phonemic (that is, dnstmct'wez‘
value because they occur only at the (initial or ﬁngl) boundary Qf a UI;lt }c:
meaning. This is true, for example, for the asplrated occlusnve§ of the
Scottish-Gaelic dialect of Barra Island, the .asplrated and rc;cursnve l<?on(;
sonants of East Bengali, the recursive occlusnyes and emphatic palata IZT
consonants of Chechen, and others. The nas?llzed vowe_ls, th.e long vowels,
and the vowels of the central series (y, #, 2) in the Scottish 'dlalect of Barrﬁ
Island, and all rounded vowels (i, u, 6, 0) in (the l'(azum dialect of) qut
Ostyak! are likewise phonemes and boundary mgngls at. .the same ttll::e
since they occur only in initial syllables. Ho.wever,.m. this posx'non 'tz
form distinctive oppositions (oppositions dxfferentnat.mg m.eam?g) wi
the corresponding unmarked vowels. Alll ca.ses“mentloned'mvo ve a re’:
ductive neutralization of entire correlatlo.ns in “nonboundary posmolr:.
In “boundary position” entire categories of marked phongm;s :1 usl
become boundary signals. But it may also be thg case that ur}ly in 1v1dua
privative oppositions of phonemes, not'corrleatnons, are S%lbjeCt hto re uc;
tive neutralization. However, the result in this case too must .b.e the mertg;e
of the distinctive function of a particular marked opposition member
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with the delimitative function. The unmarked opposition member, on the
other hand, fulfills in this as in the case discussed above only a distinctive
function. Classical Greek, for example, had the contrast between aspirated
and unaspirated vowel onset in initial .position only. Accordingly the
aspirated vowel onset (spiritus asper) was simultaneously a phoneme with
distinctive force (e.g.: “d¢™ [as], “ds” [car], “&" [six], &£ [out]) and
a signal marking the beginning of a word. Western Nuer has the opposi-
tion of voice in the occlusives of all localization serics. While this opposi-
tion cannot be neutralized in the labial and the two apical series, it is
subject to reductive neutralization in the guttural and palatal series.
Accordingly the phonemes g and j occur only word-initially, where
they are simultaneously phonemes and boundary signals.2
In addition to thesc phonemic boundary signals, many languages have
special nonphonemic boundary signals. By this term we understand a
combinatory variant (permissible in a boundary position only) of a pho-
neme that is permitted in other positions as well. For example, in Tamil
obstruents are realized as aspirated voiceless occlusives (p*, t*, k") word-
initially. However, in medial position they are realized in part as voiced and
in part as spirantized (and in the case of gemination as unaspirated oc-
clusives).> p*, t*, and k" are therefore here only boundary signals: the
opposition k"-x or k”-g (or p"-v or p"-b and t"-§ or t"-d) has no distinctive
force. In short, it cannot be used to differentiate words, but serves
exclusively to delimit words: k* (or p", t*) here always signals the beginning
of a word. In the same language short u in final position is realized as a
high back unrounded vowel (“w”). Since it is not realized in this way in
any other position, w signals only the end of a word, and the opposition
u-us has no distinctive but only delimitative force. In Japanese a relation-
ship of combinatory variance exists between g and 7. g only occurs word-
initially, and 4 only intervocalically. Accordingly the contrast between
&:y cannot here distinguish word pairs, but it does serve to delimit words,
g always signaling the beginning of a word. In several languages certain
fricatives are realized as *“affricates” in initial position: in Upper Sorbian
the voiceless guttural fricative x is always pronounced as a guttural
affricate kx (written “kh”) in morpheme-initial position. The same
phenomenon can also be observed in some dialects of the Buryat language
(Buryat Mongolian), as, for example, in the Alar dialect. In the Sosva
dialect of Vogul word-initial s is realized as a type of affricated “c.”5
And in the earlier-mentioned Western dialect of Nuer the phoneme that is
elsewhere realized as an f'is pronounced as a labiodental affricate p(pf™)
word-initially. In all these languages the affricates in question are only
combinatory variants of the respective fricatives. They serve only to signal
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the beginning of a word (or of a morpheme). A nonphonemlc”bo:rilgsri);
signal is likewise ““the vowel onset preceded by a glgttal stopr \l;v ioh i
found in languages such as German, the Sout.hem dialects of Polish, 1
Bohemian dialects of Czech, Armenian, etc. ltisnota pho_ngme bgt' mezely
a “natural way of pronouncing” vowels in _morpheme-l.nmal po'smox.x. ' {1
Finnish, on the other hand, the glottal stop isa phonemlc.bc?u'nd.;r.y .Slgx:.c\\/ e.
It occurs only after vowels in word-final posiiion, where it is in |sf,mz: i
opposition, however, with “final vowels without a glottal stop™ (e.g.,
“vie’” [lead]: *“vie” [he leads]). ‘
Vl;inagly, t]he so-ca{led “nonfree” or “fixed ’.’ accent is also ab non;
phonemic boundary signal. Since all words with the same number (;
syllables (or morae) always carry this accent on the same syllgble (ofr morgs,
the position of the accent cannot differqﬂxate the meaning 9dwor t.
However, it always indicates the relationship of the accemeq prosodeme ho
the word boundary.” In by far the majority of .la-n'guages in ques'txon tf e
“fixed” (dynamic) accent falls on the' worQ-lmt.nal syllable.’ ”I“jal.(e, OZ
example, Gaelic, Icelandic, Lapp, Finmsht ivonian, Upper and in ]Ija;
also Lower Sorbian, Czech, Slovak, Hungarian, Chichen, Darg,}:lman, -ak,
Yurak-Samoyed (*‘Nenets”), Tavgi Samo;@d (‘““Nganasan”), IYeni;el-
Samoyed (*“Enets”), Vogul, Yakut, Mongolian, and I(almuki n o fz;
languages the fixed accent always occurs on the final syllable, as, ‘
example, in Armenian, the Tawda dialect of Vogul, the overwhe mmfg S:a-
jority of Turkic languages, and in Tﬁbatulapal (Shoshonegn group g‘ tcl>
Aztecan). In all these languages the dynamic accent thus indicates direc hy
with which syllable the word begins or ends. In some other languages tle
fixed accent is separated from the word boundafy by a prosodemef. hn
other words, it falls on the second or on the pcn.ultlmate prosodeme o 't e
word. This type of fixed accent is not rare, but it seems to occur or;l)f mla
geographically limited arca. In Europe the ﬁxcq accent on thcl pck:)ndq tllm':x)c
syllable is represented in Polish (with the exception of the Kashu » 1? e;: s %
in the neighboring dialects of Czech and Slovz‘tk, and the E.asterr,l’ '1?1fec ; o
Lower Sorbian.8 This same *accentuation of Fhe penultxmz.:ue9 is further
found in certain Bulgarian dialects of Macedqma and Albania.9 The accent
in the now extinct Polabian fell on the penult.xmgte mora of ths: word. e
However, the most important range of distribution in which .the xe
expiratory accent falls on the penulnmatc “syllable of a word is r:\otfn:
Europe but in Africa. It seems to comprisc ail th(? Bantu languages. s 1(1)
the fixed accentuation of the second prosodgme, it appears to be especially
widespread in American languages: above (in the discussion of the feziiturcs
of the mora-counting languages), reference has alrf:ady been ma le to
Southern Paiuv *nd Maidu, where the expiratory primary accent falls on
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the second mora of the word (p.174). In all these cases where a prosodeme
separates the accent from the “‘word boundary,” the accent does not
signal the word boundary directly but merely the vicinity of the word
boundary. The distance between accent and word boundary, however, is
always the same. There are even more complicated cases, as, for example,
the fixed accent on the antepenultimate syllable in certain Bulgarian
dialects of Macedonia,!0 or the accent on the penultimate mora before the
final syllable in Classical Latin. All these types of accentuation which are
automatically determined by the number of prosodemes are incapable of
differentiating meaning between word pairs. They serve only to signal the
proximity of a word boundary, that is, they are nonphonemic boundary
signals.

Inasmuch as the “fixed accent” signals a word boundary, it is actually
only meaningful within a sentence. In a language where the final syllable of
every word is accented, thus signaling the word boundary, this final
accent should actually be omitted with respect to the last word of the
sentence since the final boundary of the word is already sufficiently sig-
naled by the final pause of the sentence. And this is in fact the case in
many languages. According to E. D. Polivanov,!! Korean accentuates the
final syllable of every word. Only in the last word of the sentence is the
initial syllable accented. In Uzbek the accent in all words falls on the final
syllable. Only the verb forms of the preterite have the primary accent on the
first syllable. This, according to Polivanov’s very plausible opinion, is
related to the well-known syntactic idiosyncrasy of Turkic languages,
namely, that the finite verb occurs in sentence-final position. This idio-
syncrasy might also explain the “retraction” of the accent in certain
verbal forms of Ottoman Turkish, for example, in the present tense in
-jor- and in the interrogative forms. In Czech, where the fixed accent falls
on the word-initial syllable, monosyllabic conjunctions such as “a”
(and), “Ze” (that), etc., are not accented. The reason for this is that they
generally occur sentence-initially, and the initial boundary of a sentence
need not be signaled. It is true, of course, that in most languages with a
fixed accent the rules of accentuation have already become so automatic
that sentence boundaries are no longer taken into consideration.12

1 Cf. W. Steinitz, “Chantyjskij (ostjackij) jazyk,” in Jazyki i pis’mennost’
narodov Severa, 1 (1937), 200 ff,

2Cf. J. P. Crazzolara, “Outlines of a Nuer Grammar,” in Linguistische
Bibliothek ““Anthropos,” XITI (1933).

3 Cf. J. R. Firth, 4 Short Outline of Tamil Pronunciation (offprint of the new
and revised edition of Arden’s Grammar of Common Tamil [1934]).
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« ij ” i jaly komissii po issledovaniju

4 Cf. N. N. Poppe, ‘“Alarskij govor” in Materm .
Mongol’skoj i Tuvinskoj Narodnych Respublik, 11 (Leningrad, Akad. Nauk
R, 1930). o .. o ,
SSS5 Cf. V. 1)\1 Cernecov, “ Manzijskij (vogul’skij) jazyk,” in Jazyki i pis’mennost

Severa, I (1937), 171. ) _ s
narg(ﬁ)\v German t(he same pronunciation is also foupq medially in ‘“hiatus
osition” (e.g., in “Theater’”). However, words containing a sequence of two
sowels which cannot be divided up morphologjcally are loanwords in Germa(r;.
Accordingly this is a case where a boundary signal is used to mark loanwords
see below). )

( 7 Cf. R. Jakobson, O &esskom stiche (Berlin, 1923), p

.. Ginneken, pp. 26 f. .
' svgi". Ll.ngf':erba, Vostoénoluzickoje narécije (Petrograd, 1915), pp. 35 ff.; and

Zd. Stieber, Stosunki prokrewiedstwa jezykow luzyckich (Krakow, 1934), pp.

ff. ) )
70 9 Among others, for example, the dialect of Bobodtica, cf. A. Mazon, Docu

ments, contes et chansons slaves de I’ Albanie du Sud (Paris, 1936). .
10 Cf. B, Conev, Istorija na balgarskij ezik, 1 (Soﬁa,. 1919)$ 465 . VLot
11 E, D. Polivanov, * Zur Frage der Betonungsfunkglonen, in TCLP, v , 5 ré
12 French represents a very special case. Accentuation has nothmg to to Cee A
with word boundaries. Its sole function is to organize speech into (siep e_rsl()la:
sentence sections, and sentenc% rhi'thr;?. l;l;ht? c1rclu;nséa:1r;c$ot}t\§; z;a\évtotrhaltns:l ola-
ion i accented on its final syllable is solely ‘
:»l/c())rrldl Sisa::g}t,:d as a unit of sentence rh){thm. French accent does not s1gna:ig:‘e
end of a word as such but the end of a unit of sentence rhythm, afengencetsiti: tic’:
or a sentence. Retraction of accent in French serves solely ‘‘phonostylis

purposes.

p. 26 ff., and in Mélanges



IIT INDIVIDUAL SIGNALS AND
SIGNALS OROUE

The boundary signals discussed in the preceding chapter may be desig-
nated as individual signals. They either involve a single phoneme that occufs
only at a word or morpheme boundary, or they involve a combinatory
variant of an individual phoneme, which can only occur in a specific
boundary position.! But there is still another type of boundary signal
namely, special combinations of (phonemic or nonphonemic) units whic};
occur only at the boundary between two words or morphemes and therefore
signal such a boundary. These may be designated as group signals.
Phonemic group signals are combinations of phonemes which occur only
at a poux}dary between two units of meaning. The first part of such a
combination belongs to the end of the preceding unit of meaning, the
second to the beginning of the following unit. Boundary signals of’ this
type are extremely numerous and varied. For example, with reference to
German, the following combinations may be cited, to mention only two-
member group signals: “consonant + h” (“ein Haus” [a house]
“ gn—halten” [stop], “Wesen-heit” [essence], ““der Hals” [the neck] “ver-’
hindern” [prevent], “Wahr-heit” [truth]); “nasal + liquid” (“an-lgegen”
[to border on.], “ein-reden” [to convince oneself], “irrtiim-lich” [erron-
eous}, “um-ringen” [to surround}); further, nm, pm, km, tzm, fm, mw
mg, mch, mtz, nb, np, ng (i.e., yg in contrast with ), nf, nw, pu’r pfv,v fw’
chw, spf, schpf, schf, schz, ssch, fp, k, fch, chf, chp, chk, etc.* With ;'espe’ct tc;

* Translator’s note: Tn phoneme terms th
: e terms these are nm, pm, km, cm, fm, m
nb, np, ug, nf, nv, pv, pv, fo, xv, sp, 5, §f, 3¢, s§, o, k, fx, xf, xp, xkf. e T s
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French, the phoneme sequence * nasalized vowel + m” may be mentioned
(e.g., un marin, on mange, grand’mére, emmener, nous vinmes); for English,
the combinations s, 8z, s6, 23, ¢t, Cs, 55, s, dz, and very many others.
Similar phonemic group signals can probably be cited for most Euro-
pean languages,? but they are not rare in other geographical areas either.
In Northern Greenlandic there are two types-of consonant combination:
“, 4+ consonant’ and “occlusive + consonant.” The former occurs only
in medial position, while the latter always occurs at the word boundary,
the occlusive (p, t, k, or ) ending the preceding word, the following
consonant beginning the next word. In Tonkawa (an isolated Indian
language in Texas) the combination ““two consonants + ¢~ occurs only
at the word boundary, the first consonant belonging to the preceding
word. The combination “¢ + § + consonant”” is here likewise a phonemic
word boundary signal. In this case the boundary occurs between § and the
following consonant.? In the Santee dialect of Dakota the combinations
tx, mt, mk, ms, mé, mx, sk’, %k’, gs, g¢, gb, and np occur only at the mor-
pheme boundary.# It follows from the rules for the use of consonants and
consonant combinations in initial and final position given by Ida C. Ward
that in Efik the combinations “k, d, p + consonant,” “t + consonant
except ,” *““m + nonlabial consonant,” and “n + nonapical consonant”
can only arise upon contact between two words in syntactic context.’
Accordingly they are phonemic | oup signals. With respect to the Turkic
languages, a great deal of instruct:.e material can be found in chapter 12 of
W. Radloff’s Phonetics. In the Altai and Abakan dialects and in Kazakh-
Kirghiz (now Kazakh) the combination “(voiceless) obstruent + sonorant
(j, m, n, r, 1) occurs only at the place of contact between two words. In
the Altai dialects the combinations #p, 15, 1¢ (= é&), pp, st, s¢, sp, t, 5¢, 3p,
281
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8s, ¢q, ¢k, ¢t, ¢s, and ¢p signal either the morpheme (op. cit., pp. 226 f.) or
t}}e word boundary. In Kazakh-Kirghiz (p. 231), the Northern Aba;kan
dla'lle.cts (p. 229), and the Altai dialects, with the exception of Teleut
original pg and pk became gp and kp in medial position (so far as it coulé
npt be divided morphologically). The combinations pg and pk in these
dialects today accordingly always signal a morpheme (or word) boundary
The same is true for the combinations ¢s and ks in the Abakan dialect;
(p. 229). In Yakut the phoneme sequences ¢ + Xk, ¢ + s, and s + r always
signal a word boundary (pp. 236 and 238). In Lak consonant combifations
that ipclude a liquid or a nasal are permitted within a morpheme. The
cc.)mb‘mations of two obstruents are always boundary signals. The com-
binations ‘‘obstruent + s” occur at the morpheme as well as the word
boundary. The remaining combinations of obstruents occur only at the
place of contact between two words in syntactic context. Avar, which
otherwise permits a great variety of consonant combinations v;ithin a
mprpheme, does not allow the phoneme sequence ‘“labial + liquid”
within a word. In cases where it should occur metathesis takes place. For
example: “qomor” (wolf): ergative gormic’a (< *qomric’a); “xibil” (side):
ergat{ve xolboc a (< *xilbloc' a); also such loanwords as “ilbis” (satan) =
Arabic “iblis,” “q’ilba” (south) = Arabic “quibla.” The phoneme
sequence ‘“‘labial + liquid™ therefore occurs here only at the place of
coptact between two words within a sentence (e.g., “k’udijab roso”
[big village], ‘““qahab lémag” [white sheep]). It must be regarded as a
phonemic group boundary signal.

There are languages in which units of meaning are delimited in advance
by their phonemic structure. This is the case in the so-called ‘“mono-
syllabic” or “isolating™ languages. In Burmese, where all words (i.e.,
morphemes) are monosyllabic and consist either of a vowel phoneme or of
the phoneme sequence ‘‘consonant phoneme + vowel phoneme,” the
phoneme sequences ‘‘vowel phoneme + vowel phoneme” or “vowel
phoneme + consonant phoneme” can only occur at the place of contact
between two words in a sentence. They are therefore phonemic group
poundary signals. In Northern Chinese, where a morpheme can either end
in a vowel or in a diphthong, or in an indeterminate nasal (or in an in-
determinate liquid, but not in all dialects), and where it can begin either with
a vowel or with a consonant, the boundary between two morphemes is
usually also signaled quite unambiguously by phoneme sequences (e.g.,
by the sequences ‘“nasal + consonant,” ‘“‘liquid + consonant,” *“vowel

+ cgnsonant”). The sequences ‘‘vowel + vowel” are usually un-
ar.nblguously phonemic group signals since not all vowels form diphthongs
with each other. And only in exceptional cases is the phonemic structure of
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such a sequence not sufficient to delimit the morphemes from each other
(e.g., in a sequence such as yajo = uaj + o, or ua + jo). In cases of this
type nonphonemic factors will decide.
Just as common as phonemic group boundary signals are nonphonemic
group boundary signals. The opposition between velar and palatal x as
well as g in German may be cited as an example. The syllables xa and ga
(“che,” “ge”) are pronounced with a velar x and g after back vowels
(u, 0, a, au: ““suche” [seek], “ Woche” [week], “ Wache” [watch}, “rauche”
[smoke], “Fuge” [fugue], “Woge” [wave], “sage” [say], “Auge” [eye]),
but with a palatal x and g in all other positions. One may therefore be led
to believe that the opposition between palatal and velar x and g is quite
irrelevant before a 2. In reality the velarizing effect of the preceding u, o0, 4,
and au does not extend beyond the scope of one morpheme. In “im Zuge
stehen” (to stand in a draught/ina train) the g is velar because it belongs
to the same morpheme as the preceding . In “zugestehen” (to confess),
however, the g is palatal because a morpheme boundary exists between
it and the u (cu-ga-ite-n). Likewise, in “machen” (to make) the x is velar
because it belongs to the same morpheme as the a (max-n); but in * Mama-
chen” (mother, dimin.) the x is palatal because a morpheme boundary
exists between it and the a (mama-xon). The palatal realization of g and x
after a back vowel in German is thus a nonphonemic group boundary
signal. As for English, reference may be made to the distribution of the two
types of I The rule says that [ is pronounced “clear” before vowels but
“dark” before consonants and in final position. But instead of ‘“before
vowels” one should rather say **before a vowel of the same word.” For
this rule is not effective across word boundaries. Accordingly the [ in “we
learn” (phonet. wila:n) is “clear” but “dark” in “will earn” (phonet.
wifa:n). Clear and dark / in English are therefore only two combinatory
variants of a single phoneme. But in the phoneme sequence “vowel +
| + vowel” the opposition between the clear and the dark variant of the
phoneme / has a delimitative function. * Dark realization” of the phoneme
! in such a phoneme sequence indicates that there is a word boundary
between the / and the following vowel. In Russian (as in German or
English) the contrast between palatal and velar k is nonphonemic: before
eand i, k is pronounced as a palatal; in all other positions it is pronounced
as a velar. But this rule does not apply across the boundaries of a word. If a
word ends in a k and the next word begins with an e or an /, the k remains
velar, and the vowels i and e are shifted toward the back correspondingly
(e > E, i > w). For example: “k etomu” (to this) pronounced kEtamii
(but “keta’ [a Siberian type of fish] pron. k’etd); “mog eto” (could this)
pronounced mokEta; “k izbam” (to the huts) pronounced kuwzbom (but
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“kis by” [would become sour] pronounced k'izby); “drug i prijatel’”
[bosom friend] pronounced drikit pr'fjét'il’ (but “ruki prijatel’a” [the
hands of a friend] pronounced ruk’t pr'ij#t'il's). The sequences kE and
kus in Russian thus are group boundary signals that indicate the presence
of a word boundary between the phoneme k and the following vowel
phonemes e or i. Before e only palatalized consonants are permitted within
a morpheme in Russian. The correlation of palatalization is thus neu-
tralized in this position. However, if a morpheme boundary occurs before
the e, the preceding consonant can also remain unpalatalized. For example:
“s-etim” (with this), ““iz-etogo™ (from this), “v-etom” (in this), “pod-
etim” (under this), “ot-etogo™ (from/of this). These are pronounced
set’im, iztava, vetam, pddetim, dtetava respectively. The absence of a palatal-
ization before the phoneme ¢ is a nonphonemic group signal for a mor-
pheme boundary. The Russian phoneme ¢ (unaccented a) is realized as an a
in initial position, after vowels, and in directly pretonic syllable, but as a 2
elsewhere. In a sequence such as in the following phrase *“zvikabriuva-
(j)icardzam” a morpheme boundary has to occur before the first a (@ would
have to be realized as a 2 after a & in an unaccented, directly pretonic
syllable). But a word boundary must also occur between 2 and r because in
a directly pretonic syllable in the same word a could not be realized as a 2
but has to be realized as an a. Accordingly there is only one way in which
to divide the above phoneme sequence: “zvuk dbriiudjics rdzom” (phonol.
*“zvuk dbrivajicd razdm” [the sound stops abruptly]). The phones a and »
in Russian are thus combinatory variants of the phoneme a. In their
relationship to the accented syllable they form a part of group signals for
word boundaries.

A special type of nonphonemic group signal is represented by what is

! called *“vowel harmony.” Certain border cases exist here between non-
i phonemic and phonemic boundary signals. We have already discussed

the vowel system of 1bo, where a word can either contain only open or
only close vowels (p. 109). If in this language a syllable with an open vowel
occurs next to a syllable with a close vowel within the context of a sen-
tence, a word boundary has to be present between these syllables. It is
obvious that a group signal is involved here, but it is not quite clear
whether this signal is phonemic or nonphonemic. On the one hand, open
and close vowels are different phonemes that have distinctive force in
certain positions (namely, in the first syllable of the root). On the other
hand, the opposition between open and close vowels is neutralized in
noninitial root syllable (in accordance with the law of vowel harmony).
A similar case appears to exist in Finnish. As already mentioned (p. 102),
the oppositions u-p, 0-6, and a-d are there neutralized in noninitial syllable
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after a syllable containing u, y, o, 6, a, or d. Only u, o, and a can occur
after u, 0, and a, and only y, 6, and 4 after y, 6, and d. Should these vowels
occur in a different sequence in syntactic context (e.g., ““hyvd poika”
[good boy], “iso pyssy” [big can]), this signals the presence of a boundary
between the two words. But there are also clearer cases of nonphonemic
boundary signals associated with vowel harmony. In Lamba unaccented
e and o in word-initial syllable are realized as close e and o after a syllable

2.8 Open realization of these phonemes after a syllable containing 7 and u
is thus a sign that a word boundary falls bet.veen these phonemes. Like-
wise in Zulu, where e and o are close before = syllable containing i, u, m,
and n of the same word, and open elsewhere (¢ and ),° open realization of
the phonemes e and o before a syllable with 7, u, m, and # signals the pres-
ence of a word boundary immediately after ¢ and 0. In Tamil e, ¢, 0, and
are realized as close vowels before i and i and as open vowels before g and
a.19 Where this law is disturbed, a word boundary is found after the
phonemes e, é, 0, and 3. From *“‘vowel harmony” in the proper sense, the
so-called synharmonism must be distinguished. 1t is found most clearly in
certain Turkic languages, for example, in Volga Tatar, or Kazan Tatar,
Bashkir, Kazakh-Kirghiz or Kazakh, and in the Kipchak dialects of
Uzbek. From a purely phonetic point of view, synharmonism consists in
that each word in the particular language can either contain only front
vowels and palatalized consonants or only back vowels and velarized
consonants.!! Since such synharmonism is only effective within the frame
of a word, the sequences ‘“palatalized consonant or front vowel +
velarized consonant or back vowel” and “velarized consonant or back
vowel + palatalized consonant or front vowel” are a sign of the presence
of a word boundary between the two constituents of that sequence. In
the same languages a different series of nonphonemic group signals for
word boundaries also results from the laws of so-called labial attraction.
According to these, vowel phonemes in word-noninitial syllable which
phonologically are not characterized by any class of timbre are realized as
rounded vowels after certain rounded voweis.!2 A word boundary is
found at the point of the sound continuum where this law is violated.
Phenomena related to synharmonism and labial attraction outside the
Turkic languages are also found in some Fir 10-Ugric languages and in
the Mongolian and Tungus languages. They always function as signals of
word boundaries.

Synharmonism can be compared to tonality in music. In a “syn-
harmonic” language each word is like a string of sounds moving within a
particular key. But there are only two such keys in the language, and
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synharmonism utilizes the change in key in the context of a sentence t
signal the. word boundary. But just as the word in “synharmonicg
languages.ls, as it were, a unit of timbre, there are other languages in which
the word is regarded as a specific riythmic unit. These are languages with
unfree, fixed accentuation which, in addition to a primary accent, also have
secondary accents (which are also automatically determined) S,ometimes
all quantity relationships, and even the qualitative marks of tht;. vowels and
consonant§, are affected by the distribution of the expiratory accent, For
example, in Southern Paiute (Shoshonean group of the Uto-Aziecan
language family), in which the primary accent falls on the second mora, and
tbe secqndary accent on the even morae of a word (i.e., on the fm’xrth
s1x_th, eighth, etc.), the “weak” morae (i.e., morae th;t have neither’
primary nor secondary accent) are voiceless before geminated consonants
Beff)re such voiceless vowels the occlusives are pronounced as voiceless'
aspirates, and the continuants (fricatives, nasals, and r) as voiceless
con_sonants. Before voiced vowels, on the other hand, the occlusives are
(quceless but) unaspirated, and the continuants are voiced except for the
sibilants. A short vowel in word-final position is always voiceless, regardless
of. accent distribution.!3 The rhythmic structure of the word is atccordingl
re{nforced here by the realization of all phonemes. Any disturbance o}f,'
thlS' rhythmic inertia, which always signals the end of a word and the
begnpnmg of another, thereby acquires a special potency. In most Finno-
Ugric and Samoyed languages with a fixed initial accent, the secondary
accents fall on uneven syllables or morae (i.e., on the third, fifth, seventh
e'tc.).14 This produces a certain rhythmic inertia that, when’distu’rbed is a;
_51gna_l of the word boundary. In some of these languages this rhytilmic
inertia of the word is reinforced by various other means that are partially
phonemic and partially nonphonemic. For example, in the Sea Lap
dialect of Maattivuono neither ¢, 3, &', i d,y, 8,y n, I nor geminatedp
consonants can occur directly after the vowel of an even syllable (i.e., the
seconq, fourth, sixth, etc.). The number of consonant combinations ’that
occur in this position is also very limited (sk, st, sn, $t, §D, JjD,ID, rD, IG
rG, lm.).. In addition to these phonemic means that serve to u,nde’rline’ thé
opposntlpn between even and uneven word syllables, there also exist non-
ph(?nemlc means: the vowels of even syllables are ““excessively short” and
whispered when they occur between voiceless consonants: the fortes
ps 1, k are always aspirated after vowels of even word syilables The
trochaic rhythm of the word is thereby anchored not only in the acce.ntual
relationships but also in the entire phonic makeup of the individual
syllables. Further, the “tempo” in which the word syllables are realized
depends on the total word. The length of the same etymologically long or
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short vowel in the same consonant environment is determined by whether
it occurs in word-initial syllable or noninitial syllable, and further by the
number of syllables of the word in question.!s The word in this Lapp
dialect thus is a rhythmic unit. A violation of the rhythmic inertia of
individual points in the context of a sentence is a signal of the word
boundaries. [t may be noted that in languages such as Lapp the tendency
for a nonphonemic (phonetic) joining of words into rhythmic units appears
especially clearly. But this tendency is also found in many other languages
in a less clear form (not all of these are languages with a fixed accent).
That the word can also be a melodic unit is readily evident. This is, of
course, especially the case in those languages where the accent is primarily
“musical,” in other words, in mora-counting languages. In Lithuanian
pretonic syllables are musically rising within the frame of a word, while
posttonic syllables are musically falling.'® Where this relationship is
disturbed in the speech continuum, that is, in places where a musically
falling syllable occurs before a musically rising syllable, a word boundary
must occur between the two syllables. Accordingly a nonphonemic group
signal for the word boundary results here too from the total melodic
structure of the word.
In conclusion it should be mentioned that in certain cases it is difficult
to decide whether a nonphonemic or a phonemic boundary signal is in-
volved. In certain Middle Indic (*Prakrit”) dialects, for example, in
Maharashtri, the occlusives p, ph, b, t, th, d, dh, k, kh, g, gh, ¢, ch, j, jh were
always geminated after a short vowel medially or in a noncompounded
word. In ungeminated form these occlusives occurred after a short vowel
only when they were found initially in the second member of a compound.
For example: “digghakagpo” (long ear) = “diggha”™ (long) + “kapgo”
(ear). The geminated and the nongeminated occlusives of the labial,
apical, guttural, and palatal series thus could be regarded as two combina-
tory variants, and the combination *“‘vowel + nongeminated occlusive™
as a nonphonemic group signal of the word boundary (or of the boundary
between the constituents of a compound). But this relationship was dis-
turbed in that in Maharashtri certain consonants participated in a dis-
tinctive correlation of gemination (namely, the voiced retroflex occlusives
d and gh, the nasals p and m, the liquid /, and the spirant 5).!7 This would
create a feeling of evoking a sense for the phonemic value of the oppositions
of consonant gemination, so that the k (in **digghakaggo™ [long ear]) and
kk (in “vakkala” [cow]) were perhaps not regarded as combinatory
variants, but as two different phonemes. (In such event the combination
“vowel + nongeminated labial, apical, guttural, or palatal” had to be

considered a phonemic group signal.)
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Following this chapter some remarks will be made on combinatory
variants. Recently a voice has been raised among phonologists to remove
the study of combinatory variants from the domain of phonology.18
According to this view, combinatory variants belong to the domain of
parole. They owe their existence to the physiology of speech sounds.
Consequently they have nothing to do with phonology. If phonologists still
make mention of combinatory variants and take them into consideration,
this is a vestige of the old phonetic orientation, or it is done in considefation
of the diachronic (historical) study of sounds. A misinterpretation of
the role of combinatory variants is obviously involved here. Combina-
tory variants are not merely causally but also teleologically conditioned
phenomena that have a specific purpose and perform a definite function.!®
This function always consists of signaling the direct proximity of another
linguistic element, which may be either a specific phoneme or a (word or
morpheme) boundary, or both. Now, it is clear that where a combinatory
variant signals a word or morpheme boundary directly, its function
belongs to the domain of the system of language (langue). For the de-
limitation of morphemes within a word is no less “glottal” than the differ-
entiation of words. On the other hand, a combinatory variant that merely
signals the proximity of a phoneme clearly belongs to the domain of the
act of speech. For only insofar as the speech act is concerned is it meaning-
ful to assure the perception of a phoneme, not only by its own realization
but also by specific peculiarities in the realization of the neighboring
phonemes. Such an “assurance of perception” presupposes an orientation
toward speech, which is characteristic for the domain of parole but alien
to the system of language (langue). Those combinatory variants that signal
at the same time the proximity of a phoneme and the relationship to the
(word or morpheme) boundary represent a case of transition. Combinatory
variants of this type (i.e., nonphonemic group signals), hover between the
system of language and the speech act, thus requiring the attention of the
phonologist as well as that of the phonetician. Specific word sequences, of
course, in which nonphonemic group signals mark the word boundaries,
occur only in the speech act. However, the rules for pronunciation, which
yield these group signals, belong to the domain of the system of language,
just as do the syntactic rules for word ordering and concordance.

1 Likewise the ‘““fixed accent” is nothing more than a special combinatory
variant of an individual syllable nucleus (marked by loudness of voice).

2 For Czech, compare, for example, the list given by B. Trnka in his study
“Pokus o védeckou teorii a praktickou reformu tésnopisu,” in Facultas Philo-
sophica Universitatis Carolinae, Sbirka pojednani a rozprav, XX (1937), 40 ff.
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3 Cf. Harry Hoijer, *Tonkawa, an Indian Lapguafgz l(:f Texa;,” 15 Handbook
i ] es, 111 (The University of Chicago Press).
o /:Ié?”lg::nlzngm f:g%l.a jg Swanton in Handbook of American Indian Languages,

ican Ethnology, Bulletin XL), 882. .
I(lzll(r;aulgg f(i:mevr&;t:g The Plfonetic and Tonal Structure of Efik (Cambridge,

193"3)\;\/ Radloff, Vergleichende Grammatik der nordlichen Tiirksprachen, 1:

ik der nordlichen Tiirksprachen (Leipzig. 1882). .
Phq’n(e;ff.k Ne:rJ’::crov;vanTablicy fonetiki kabardinskogo jazyka (Moscow, 1923),

pp.37C0ff. Clement M. Doke, “A Study of Lamba Phonetics,” in Bantu Studies

(19%8()3.1'. Clement M. Doke, “The Phonetics of the Zulu Language,” in Bantu

dies, 11 (1926), Special Number. o
Sm“’le(st. J .(R. Fn?rth?; Short Outline of Tamil “ronunciation (1934.1).

11 Cf. Halimdzan Saraf, Palatogrammy zoukov tatarskogo ja_zyka (Kazan,
1927) e.specially pp. 35fL. Phonologically thc matter appears differently. The
consc;nant j does not have any palatalized or ve_lanzed variants, and drpanly
words consist only of vowels and j (* aj” [moon], * aju [bear], etc.). Accbor }ng )_'
it is possible for vowel phonemes to have a specific property of timbre inde
pendent of consonantal environment, while e consonant.s are pz_ilatahze;d or
velarized only in connection with vowels. (Tne vowe}less interjections su_ch as
pst, k'I't’, etc., which are cited by H. Saraf, are no ordinary w'ords.) Opposm.oncs1
of ,timbr;. are therefore phonemic for vowels. The pa!atahzef:l and .vel_anz.e
variants of the consonants represent only combinatory variants without distinctive

t with delimitative) force.

(bulz“é)n this point, cf. W. Radloff, op. cit. (Chaps. I—III),_and a clea[survey by
V. A. Bogorodickij, Etjudy po tatarskomu i tjurkskomu jazykoznaniju (Kazan,
1933), pp. 58-73. ' . .
13)C1:f"p Edward Sapir, “The Southern Paiute Language, 1]8 }l’goceedmgs of
. 1 . 1-3, pars. 8-10, 12.
the Amer. Acad. of Arts and Sciences, LXV, nos. 1-3, : .

e“ The uneven morae of a word receive secondary acc‘:ent’s’ in Ta\:‘gy_-§am_|oyec%
(*“Ngasan”). For example: “kaa’’ (birch): loc. “kgatanu”; but “1a” (dress):
loc. “ld‘tanu,” etc. Otherwise most of these languagf:§ h'a’ve the s’econdary
accent on the uneven syllables (G. Prokofjev in Jazyki i pis’mennost narodov
Severa, 1, 56). ' '

) 1e5 Paavo Ravila, Das Quantitdtssystem des seelappischen Dialektes von
Maattivuono, pp. 56 f., 59 ff., and 78 f. -

16 A similar situation may probably also he assumed for Proto-S!avnc. -

17 Cf, R. Pischel, “Grammatik der Prakrit-p‘prachen”_(Grundr. d indoarischen
Philol.. Strassburg, 1900), and H. Jacobi, *“‘Ausgewihltc Erzahlungen im

dharashtri.” i 5 o .
MalsaL’udt)vit Novak, “K zikladnym otazkam Strukturalnéj jazykovedy

Shornik Matice Slovenskej, XV (1937), no. 1). . '

( 19 Cf. N. Jakovlev, Tablicy fonetiki kabardinskogo jazyka (Moscow, 1923),

pp. 73 ff.




IV POSITIVE AND NEGATIVE
STONALS | BOUNDARY

The .bogndary signals discussed so far were positive. In other words
they indicated expressly that a word or morpheme boundary was presen;
at the particular position. But there may also be negative boundary signals
whqse express function is to indicate the absence of a boundary in a
partlc.:ula}r position. Their role could be compared to the green lights
that indicate to the traveler that all is well at the particular crossing ind
t}'aat he may proceed safely. However, in addition to such generally nega-
t{ve boundary signals, language also possesses bilaterally negative boundar

sxgna:]s. These merely indicate that no new word can begin or no word cag
end in a particular position. All negative boundary signals can either be
phonemic or nonphonemic. They may be group signals or individual

signals. Several examples of each of these t i
ol ik ypes of negative boundary

1 PHONEMIC NEGATIVE BOUNDARY SIGNALS
A Individual Signals

By phonemic negative individual signals those
understood that are permitted only wgrd- or morg:::rlleel?rﬁid?;; t(i)nb::
language. In Finnish the phonemes J and y (always geminated, yy v?/’ritten
n.g) pelong to this category. In Tamil y, retroflex ¢, and /, and t’he guttural
liquid A belong here. In Kazakh (formerly Kazak};-Kirg};’iz) and in Kirghiz
(forfnerly Karakirghiz), as well as in the Turkic dialects of the Irtg sh
Basin, the voiced gutturals y and & occur neither initially nor finally, osllﬂy

290

. medially. In Tiibatulabal all voiced obstruents (b, d, g, 3, 3) occur ex-

clusively medially. In Efik 4 and r are found medially only.

As bilateral negative signals the » in German, English, Dutch, Danish,
Norwegian, and Swedish, and French n (gn), can be mentioned. They are
permitted in medial and final position, but not initially. The same is also
true as follows: for r in Chechen and Tungus; for the “only liquid” in
Korean (which is realized as an r intervocalically and as an / finally); for
p,t,k,d, 3,3, 0,8, v, n and /in the Sea Lapp dialect of Maattivuono; for
b,d, k, g, c, and ¢ of Yurak Samoyed; and for p of Efik. On the other hand,
the h in German, English, Yurak Samoyed, Artshi, etc., is only permitted
in initial and medial but not in final position. The same holds true for g, k,
and &' in Haida, and for f, s, n, and kp in Efik. There are languages that
finally only permit vowels, or in addition to vowels, only a very small
number of consonants: », p, o in Classical Greek, n, r, and /in Italian, and
n, t, and s in Finnish, etc. In languages of this type all consonants, except
those mentioned, may be regarded as signals that *“negate final position.”

B Group Signals

Finnish does not permit any consonant combinations initially and
finally. Furthermore, only vowels and the consonants », f, and s occur in
final position. Any consonant combination in which », 1, or s does not occur
as a first member is, accordingly, a negative phonemic group signal. In
words such as “kahdeksan” (eight), “hupsu” (stupid), “selkd” (back),
etc., the combinations Ad, ks, ps, and lk point to medial position. The same
function is here also fulfilled by all geminated consonants (with the ex-
ception of nn, ss, and tt; these may occur not only medially but also at the
word boundary. For example: *““mies seisoo” [the man is standing],
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“pojat tansivat™ [the boys dance], “nainen neuloo” [the woman sews],
etc.). In languages such as Russian, where obstruents are always voiceless
in final position, the combination “voiced obstruent + vowel or sonorant”
is always a sign that no word boundary is present between the components
of this combination. In Northern Greenlandic, where r cannot occur in
final position, the combination “r + consonant™ is always a sign of
medial position. The same is also true for the combination of *“/ +-con-
sonant” (except s) in Classical Greek. In German the combination dl,
which occurs only word-medially, seems to be the only negative phonemic
group signal. Negative phonemic group signals in general are a relatively
rare phenomenon.

2 NONPHONEMIC NEGATIVE BOUNDARY SIGNALS
A Individual Signals

In cases where a phoneme is realized in a particular way initially or
finally, any other realization of this phoneme is consequently a negative
boundary signal. As alrcady discussed above, aspiration of p*, ", and k"
in Tamil must be regarded as a positive nonphonemic boundary signal.
It is only realized in this way word-initially. The realization of the same
phonemes as fricatives (v, 8, x, or & respectively) must be regarded accord-
ingly as a negative nonphonemic boundary signal since it occurs only
medially (intervocalicaily). In Japanese, where ““g” initially is realized as
the voiced obstruent g, and medially as a nasal y, g is a positive and y a
negative nonphonemic boundary signal. In Korean, where the “only
liquid™ is realized as an / finally, and as an r medially, the / is a positive,
the r a negative nonphonemic boundary signal. In many Turkic languages
of Siberia (e.g., in the dialects of Altai of the Baraba Steppe, in Teleut, in
Shor, and in the Kiidrik dialect) all obstruents are realized as voiceless in
initial and final position (i.c., as g or x respectively, and as &, p, ¢, s, §, and
¢ or ¢ or t respectively). They are realized as voiced medially between
vowels, however (y, g, b, d, z, Z, and 3),* thus creating negative non-
phonemic boundary signals. In Ostyak, too, the obstruents are voice-
less in initial and final position. But medially they are more or less voiced.?
In German and Hungarian / is voiceless initially (in Hungarian also
finally), but voiced medially between vowels (Uhu! Oho).?

B Group Signals

What has been said with regard to individual signals also holds true for
negative nonphonemic group signals. As a rule, a positive nonphonemic
group signal has a negative counterpart. For example, in German the
sequence ‘“back vowel + palatal g” is a sign of the existence of a mor-
pheme boundary between these two phones. The sequence *‘back vowel +
velar g (before 2),” on the other hand, indicates the absence of a boundary
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between the vowel and g. In English the sequence “dark I + vowel” is a
positive nonphonemic boundary signal. The sequence “‘ clear [ + vowel,

on the other hand, indicates that no word boundary is present betwee.n
these two components. Most of the examples for positive nor.lphonemlc
group signals, cited above, have negative group signals as thex.r counter-
parts. However, this is not always the case. In a language with consis-

tent synharmonism the disturbance of such synharmonism represents

a positive boundary signal (e.g., the contact of a front vowel.with a ve.l'fir-
ized consonant). However, synharmonism of this type has neither p(:fm-ve
nor negative signaling value since it is very possible that two words *“with
back vowels” or two words “with front vowels” occur next to cach other
without affecting the synharmonism. .

To the negative nonphonemic group signals belongs also lengthening
of medial accented vowels in Italian. As is known, final accented vowels are
never lengthened. Only accented vowels of the pen'ultimate and arte-
penultimate syllable are lengthened, and, more precisely, they are only
lengthened before a vowel, before an intervocalic consonant, f)r before the
combination *“consonant + liquid (r, %, and /).” If one considers that the
word-final syllable in Italian can be accented only if it ends in a vowel, and,
on the other hand, that in Italian a word can either begin onlyina voyvel or
in a single consonant, or in a cluster “consonant + r, u, i,” or in the
combination “s + consonant,” the purpose for lengthening the accented
vowel in Italian becomes perfectly clear. Such lengthening precludes thfz
presence of a word boundary after an accented vowel. Accordingly it
occurs only in those positions where such a word boundary could be
surmised, that is, before those phones and combinations of phor.xes
that can also occur initially. Before “m, n, [, r + consonant” a lengthening
of accented vowels would serve no purpose. For after an accented vowel
these combinations are already (phonemic) negative group signals. Only
before the sequence *“s + consonant” can the absence of a lengthened
accented vowel lead to misunderstandings. For example, one could analyse
the sequence *“velocita straordinaria” as “velocitastra ordinaria.” How-
ever, words beginning with *“s (or z) + consonant” account for on}y some-
what less than 8 percent of the entire vocabulary in Italian. Cases in which
the possibility for such misinterpretations exists are therefore: not very
numerous. Lengthening of accented vowels accordingly remains one of
the most important negative nonphonemic group signals of Italian.

1 Cf. W. Radloff, op. cit., pp. 128 ff., 173 ff,, ar!d'199 f. )

2 However, only optionally with strong individual fluctuations. Cf. W.
Steinitz in Jazyki i pis’mennost’ narodov Severa, 1, 202._ ) o ,

3 Likewise also in Yurak-Samoyed, cf. G. N. Prokofjev in Jazyki i pis’ mennost
narodov Severa, 1, 13.




V THE USE OF BOUNDARY SIGNALS

Individual languages vary considerably in their use of boundary signals.
In some languages it is the morpheme boundaries that are signaled pri-
marily or even exclusively, in others it is the word boundaries. To the first
type belongs German, for example. All boundary signals valid for word
boundaries in German are also valid for morpheme boundaries. In addi-
tion, there are several signals that are valid only for morpheme boundaries,
but not for word boundaries, The consonant cluster @/ (as in “redlich”
[honest], “Siedlung” [settlement]) seems to be the only signal in German
which does not relate to the morpheme but to the word. It is a negative
phonemic group signal. Conversely, there are many languages where
morpheme boundaries are not signaled at all but where word boundaries
are indicated by specific boundary signals, Among these is Finnish, where
word boundaries are characterized positively by a fixed initial accent, and
negatively by d and #, geminates (except for ¢, nn, and ss), and consonantal
clusters (except for nt,and s + consonant). Morpheme boundaries, on
the other hand, have no specific marks, and sometimes even fall within a
“long” (geminated) phoneme (e.g., “talo” {house]: illative “taloon”;
“vesi” [water]: partitive * vettd”). Mixed types can be found in many
languages, to be sure. For most languages, however, a certain preference
for either morpheme boundaries or word boundaries can be noted, These
two basic types are important for the entire structure of the vocabulary.
The positive phonemic boundary signals are also used without a delimita-
tive function in loanwords as a substitution for foreign phonemes and
phoneme combinations. This is done without any difficulty in the case of
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positive individual signals. But it is not so easy to transfer a negative
phonemic individual signal to an unusual phonic position. For a German
it is not easy to pronounce “exotic”’ proper names beginning with an y
(“ng”). Equally difficult for a Finn are loanwords beginning in a d or
ending in a ». As far as phonemic group signals are concerned, their use
without a delimitative function to reproduce foreign phoneme combinations
is only possible in those languages where these boundary signals already
characterize morpheme boundaries. In German, words such as *pneu-
matisch” (pneumatic), “Sphire” (sphere), “*Szene” (scene), “Kosmos”
(cosmos), etc., are easily pronounceable because the phoneme cl}Jsters
pn, sf, sc, sm occur also in native German words as phonemic group signals
for morpheme boundaries (e.g., “abnehmen” [reduce], “Ausfuhr"’
[export], “Auszug” [departure], “ausmachen” [amount to]). But in
Avar, where the combination “labial + liquid™ is a group signal not of the
morpheme boundary but of the word boundary, this combination is not
even permitted in loanwords. The way in which individual languages
signal morpheme or word boundaries thus exerts a certain influence on the
receptivity of these languages to loanwords.

Phoneme combinations that function as boundary signals in native

words, but occur without this function in loanwords, are, of course, quite ‘

bothersome. Too frequent a use of loanwords in which such combinations
are present weakens their delimitative capacity. Styles marked by the
frequent use of loanwords are therefore also characterized by a weakening

~ of the delimitative function because the phonemic boundary signals

themselves are weakened. In a language otherwise rich in phonemic

- boundary signals, and specifically oriented toward morpheme delimitation,

a large discrepancy arises between the “ordinary” style and the style
295
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characterized by the use of loanwords. The latter style appears as a particu-
larly cumbersome, strenuous style. This is one of the reasons for the purism -

found in certain languages, that is, the endeavor to create a scholarly 4

language without loanwords. Such-organic purism, which has its roots in

the phonological structure of the language, must in principle be distin- ~ %

guished from an external type of purism conditioned by culture_history.
The German type of purism is more of the organic type. The ‘German
language did not have to fight for its existence or emancipation. For the
role of German as an international language, the absorption of as many
loanwords as possible would be rather advantageous (as is the case, for
example, with English). The fact that in German from time to time strong
puristic tendencies make themsclves successfully felt nevertheless is due for
the most part to the specific phonological structure of German, to the
relatively small number of morpheme types, to their pregnant phonological
structure, and to the large number of phonemic boundary signals by which
the morphemes are clearly delimited from each other.

The distinction between languages that are predominantly delimitative ,
with respect to words and those predominantly delimitative with respect
to morphemes is not the only distinction of significance for the typology
of the delimitative function. It is also very important to determine what
types of boundary signals are preferred and how: these signal types arc
distributed. For example, it is important to determine whether non-
phonemic boundary signals are utilized to mark word boundaries, and
phonemic signals to mark phoneme boundaries. Of importance is, further,
the direction of bilaterally negative boundary signals and the position of
positive individual signals; most languages show a preference for signaling
the beginning of a new word. However, there are also those languages that
primarily signal the end of a word.

Certainly most important for the characterization of a language with
reference to its delimitative capacity is the statistical tabulation of boundary
signals in continuous texts. Boundary signals in general are distributed
with great irregularity. In a sentence containing six syllables, such as “die
Hausfrau wischt mein Hemd™ (the housewife is washing my shirt), all
six morpheme boundaries are signaled: di-haus-frau-vest-main-hems
Yet in another sentence, consisting of ten syllables, not a single morpheme
or word boundary is phonologically marked. For example: “Am Boden
sassen drei kieine Buben™ (three little boys were sitting on the floor).
In larger continuous texts such irregularity of distribution is balanced out,
so that one obtains a mean value for every language. Such a mean value
is different for each language. There are languages that do not only have
very few boundary signals but also use them only very sparingly. Accord-
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ingly only a very insignificant percentage of all word or morphcme bound-
aries is “signaled” in a continuous text. French, for example, bc?lo_ngs' to
languages of this type. 1t attaches very little importance to the dclimitation
of words or morphemes in a sentence. Other languages, on tl.u? other hand,
show an exaggerated preference for boundary signals. In addxtxgn to a fixed
accent that marks all word boundaries, they employ a profusion of other
boundary signals, so that the number of boundary sign.als ina contmuogs
text is at times greater than the number of del; mited umt‘s. For example, in
Tamil approximately 80 percent of all word boundaqes are marked by
special boundary signals (at least in the sample texts 1.ncludef1 by J. R.
Firth in his A Short Outline of Tamil Pronunciation). This despite the fact
that Tamil already has a fixed accent on word-initial syllables (as yell asa
secondary accent on the final syllable of longer words), t?y which the
delimitation of words is sufficiently assured. German, too, is among the
languages “with a predilection for delimitation.” About 50 percent of all
boundaries of accentuable morphemes and proclitic unaccentuable mor-
phemes are marked by special boundary signals. This is only true, however,
of those styles that do not use loanwords excessively. .

Statistics are therefore also indispensable for the study of the delimita-
tive sound function. And in this case the statistical tabulation of text§ is
almost entirely possible. Of course, the same difficulties as in a statistical
study of phonemes emerge here also, and must be overcome in the.sgmc
way. But too little has been done so far with respect to detaxle(? statistical
investigations of various languages. Accordingly almost nothing can be
said on this subject.

1 Cf. the analysis of this example by N. S. Trubetzkoy in Proceedings of the
Second International Congress of Phonetic Sciencc:. pp. 49 f.




APPENDIX I PHONOLOGY AND LINGUISTIC
GEOGRAPHY

1

The phonic differences between two dialects may be of three types: they
may involve the phonological system, or the phonetic realization of individ-
ual phonemes, or the etymological distribution of phonemes within words.
Accordingly we speak of phonological, phonetic, and etymological dialect
differences.

The phonological dialect differences, in turn, are divided into differences
based on inventory and differences in function. A phonological difference
based on inventory exists when a dialect possesses a phoneme that is not
known in another dialect. A difference in phonological function is present
when a phoneme in one dialect occurs in a phonological position in which
it is not found in another dialect. A difference in phonological inventory
exists, for example, between North Great Russian and South Great Russian.
North Great Russian has four unaccented (reduced) vowel phonemes
(i1, 3, d, and 1), while South Great Russian has only three unaccented vowel
phonemes, namely, #, 4, and . It does not have an unaccented 4. A differ-
ence in phonological function exists, for example, between various South
and Central Great Russian dialects. Some of these allow the phoneme 4
only after hard (nonpalatalized) consonants, while others permit it after
hard as well as soft (palatalized) consonants. In this second group of
dialects a difference in phonological function in turn exists between those
dialects in which the unaccented 4 after soft consonants can occur only
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before a hard consonant (e.g., dddu: 6id'05) and those that do not have
this restriction (e.g., dddu: ddd’os).

The phonetic differences may be absolute when they affect the realiza-
tion of a phoneme in all positions, or /imited (combinatory) when they
occur only in certain positions. An absolute phonetic difference exists,
for example, between the Polish dialects that realize the 7 as / (a somewhat
retracted /) and those that realize the / as y. A combinatory phonetic
difference, for example, is found between the South Polish dialects in
which / is palatalized before i (“‘I'is”’/*las”’) and the North Polish dialects
in which it is not modified in that position (“lis”/*las”).

Among the etymological phonic differences there are likewise two types
that can be distinguished. There are etymological phonic differences that
are related to differences in phonological function. Should the function of
a particular phoneme be restricted in one dialect as compared with another
dialect, such restriction would generally occur in favor of the greater use
of a different specific phoneme (in those positions in which the first pho-
neme cannot occur). The functional restriction of the first phoneme is
thus, as it were, compensated for. In cases of this type one can speak of
compensatory etymological sound differences. However, in other cases,
where the etymological phonic differences are not related to any functional
difference, these differences may be designated as free etymological phonic
differences. The relationship between West and East White Russian may
be cited as an example of a compensatory etymological sound difference.
Although in West White Russian the unaccented @ occurs in all positions,
it cannot occur before a syllable containing an accented ¢ in East White
Russian. Words that in West White Russian have an d in that position
generally appear with an 7 in East White Russian. As an example of a free
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k)
etymological sound difference, the dialects of Little Poland may be cited.
In some of these the “close é of Proto-Polish is changed to i, in others,
in the principality of Lowicz, for example, it is changed to e. If one com-
pares these dialects with one another, and in so doing disregards any
historical explanation, the only fact that can be established is that some
words that in the dialects of the first group have the phoneme /, occur with
the phoneme ¢ in the second group. This phenomenon is here not bound by
any particular phonological environment.

2

Up to now dialectology has always operated in diachronic terms. Any
difference in sound was conscquently interpreted as the result of a diver-
gence in phonic development. In a conscious reaction against the doctrine
that sound laws are without exception, modern dialectology or linguistic
geography claims that each individual word that shows a sound change has
its own distributional boundaries, that accordingly the geographical
boundaries of a sound change can never be precisely and sharply drawn.

This claim has its foundation in the fact that the three types of phonic
differences discussed above (i.e., the phonological, the phonetic, and the
etymological) are generally not distinguished.

The thesis of the imprecision and vagueness of dialect boundaries is
entirely correct if by dialectal differences one understands the etymological
differences in sound alone. As far as such differences are concerned, there
can be no question of any complete distributional regularity. An area in
which a particular sound change has been rigorously carried out, that is, in
which an old phoneme {(or an old phoneme combination) has been re-
placed by a specific new phoneme in all words concerned, is generally
bordered by areas where a portion of these words shows a phoneme differ-
ent from the one expected, without any discernible reason for such
“exceptions.” Not far from these areas, however, there are generally still
others in which these *““exceptions” actually form the “rule.” Accordingly
one can say that between the areas of maximal etymological phonic
differences (that is, between the areas where a given phonic difference occurs
in the majority of words) there are always transition areas. In these the
individual words sometimes show the one and sometimes the other of the
particular “treatments” of the old phoneme. The distributional boundaries
for the different sound forms of the individual words are here completely
independent of one another.

As regards phonetic sound differences, the situation is quite different.
If a phoneme is realized differently phonetically in two dialects, it must be
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realized in that way in ail words in which the given phoneme occurs in the
same position. If this were not so, the different ways of phonetic realization
would take on a distinctive function in the linguistic consciousness. Conse-
quently they would acquire phonological vaiidity. In other words, the
phonetic distinction would become a phonoiugical distinction. As far as
phonetic dialect differences are concerned, it is at times difficult to draw any
exact boundary between two areas. The reason for this is that between
regions of maximally opposed phonetic realizations there arc often either
areas of ““ intermediate”’ or “intermediary” phonetic realization, so that the
transition from one type of phonetic realization to the other is a gradual
one. Or it may be that there are areas in between where both types of
phonetic realization occur as optional variants of the same phoneme.
However, in either case, such a phonetic phenomenon must occur in all
words that contain the particular phoneme. Here the term “transition
area” thus takes on quite a different meaning from that in the context of
etymological sound differences.

Turning to phonological differences in sound. we are forced to note that
the term ““transition area’ cannot here be uscd in any sense. A phoneme
or a phoneme combination either can occur in a dialect or it cannot. There
is no third possibility. It is frequently the case that a phonetic opposition in
one dialect, so to speak, paves the way for a phonological opposition in an
adjacent dialect.! We mentioned above the contrast of West White
Russian vdda: vdd{ with East White Russian vjda: vdd]. East White
Russian proper is bordered by those White Russian dialects in which
d, when it precedes a syllable with an accented d, is realized as an
indeterminate vowel 3. Objectively, this vowel is neither identical with } nor
with 4. However, it is not felt as an independent phoneme by linguistic
consciousness, but as a combinatory variant of the phoneme 4. The area
that has the pronunciation vadda: vddi may, so to speak, be considered
as the transition area between East White Russian (vida: vddi) and West
White Russian (vdda: vddi). However, this is only correct from a purely
phonetic standpoint. Phonologically, this arca belongs to West White
Russian. In more precise terms, the difference between the region that
is ““totally West White Russian” and the vida-( ddi area is purely phonetic.
The difference between the latter region and East White Russian is
phonological in nature. And while the delimitation against the *totally
West White Russian™ area may present certain difficulties (especially
because of the gradual transitional shadings between d and J5), the de-
{imitation against East White Russian is quite simple. Where the vowel of
the initial syllable of vjda is felt as identical with the vowel of the initial
syllable of bila, East White Russian phonoleuy is involved. Where this
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Is not the case, White Russian phonology is present. The situation js the
same.xp all similar cases. In contrast with the gradual character of phonetic
;I'.é'lll'lSIthI’lS of §ound, which make the delimitation of phonetically different
ialect ar.eas difficult, phonological differences always have clear and
boundaries, e sharp
The e}bove considerations result in a guide for the mapping of dialectal
sound dxﬁ“er'ences. Etymological differences cannot be mapped simply in the
form of uniform isoglosses. The methods of word geography £gne are
suitable for. differences of this type. The isoglosses for each individual
word shoyvmg the particular sound change must be entered on se arate
maps, which must then be placed on top of one another. The s nI;hetic
map pr.oduced in this fashion reveals the common (i.e. coincidi)r; ) iso~
gloss.es in thick and dark lines. Those isoglosses that do no,t coincide ag eo
as thin and pale lines. The transitional areas are marked by an accurlx)f:llzal.f
tlon. of such‘pale lines, while the areas in which ““the sound chan e is
garrxed out rigorously” is completely, or almost completely, free (;f tghese
lines. The p{zonetic differences can best be mapped by u’sing different
colors or a different type of marking. The areas of transitional sounds, or
thg areas of optional cooccurrence of both sounds, can be indicated’b
mixing the colors of both sounds, or by merging the respective markin sy
This wguld then express the gradual transitions of phonetic realizatiin.
symbolxca}lly. As far as phonological differences are concerned, their
geographical boundaries can either be represented by simple lines ’drawn
sharply and clearly on the map, or the “phonological areas™ may be re
resented by different colors, or both media may be used simult‘aneouslp-
In any case, the mapping of phonological differences is very simple sin “
there are no transitional areas to be considered. P *

3

' In prder to determine etymological differences in sound and their dis-
tributional boundaries, one has to take down the dialectal pronunciation
of th? same words in various parts of the linguistic area. The questionnaire
thjat Is prepared for these purposes will contain the question: “How is
this w?rd pronounced in dialect —— 7" The study of etymoloéical differ-
ences u? sound, accordingly, always presupposes the presence of a more or
le'stsh'umform.uocabulary. A study of this type is therefore only possible
rvzllatlex; ?a :;&de? language, or, at the most, within a group of closely

In ordgr 'to determine phonetic differences in sound and the boundaries
thereof, it is necessary to study the pronunciation (i.e., the phonetic
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realization) of the same phoneme in various localities. It does not matter,
of course, whether the same words are selected as examples everywhere.
What is important is to choose words in which the given dialect shows the
particular phoneme. The study of phonetic differences in sound is thus
independent of the nature of the vocabulary. What it presupposes is the
presence of the same phonological system in all dialects under study, or at
least the existence of similar systems.

In examining phonological differences in sound, the phonological
inventory and the functions of the individual phonemes must be deter-
mined for each dialect. The questions here to be answered by the dialectol-
ogist are as follows: “Does this phoneme occur at all in dialect ——?”
and “‘In which phonological position is this phoneme used in dialect ——?"
It is, of course, quite irrelevant whether all dialects under study have the
same vocabulary or the same grammatical structure. In contrast with the
study of etymological differences in sound, the study of phonological
sound differences can also be pursued outside the boundaries of a language,
even outside the boundaries of a language family. Everything that has been
said before on the mapping of phonological sound differences also applies
if several languages are examined.

There is no question that such an extension of phonological dialectology
across the boundaries of individual languages (without regard to linguistic
relatedness) can be useful. Certain phonological phenomena are distrib-
uted geographically in such a way that they occur in several unrelated,
but geographically adjacent, languages, or, vice versa, that they are absent
from the larger geographical areas in which several languages are spoken.
Roman Jakobson has demonstrated this for the consonantal oppositions
of timbre and the vocalic pitch oppositions. The same could also be shown
for other phonological phenomena. For example, the correlation based on
type of expiration ‘“‘with glottal stop”/* without glottal stop” is common
in all languages of the Caucasus without regard to their origin (that is, not
only in the North and South Caucasian languages, but also in the Indo-
European and Turkic languages of this area). On the other hand, this
correlation does not occur elsewhere in Europe or in the adjacent areas of

Asia and Eurasia. Such geographical distributional areas can also be
determined for individual phonemes. It should be noted here that the dis-
tributional boundaries for phonological phenomena coincide by no means
always with language boundaries. Very often they cut across the area of
one language. Distributional boundaries in such cases can only be
established by phonological dialect investigation.
The existence of common phonological peculiarities in several adjacent,
yet unrelated, languages or dialects has already been confirmed on several
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occasions. But one was too quick to explain these facts on the basis of sub-
stratum theory or by assuming the influence of a “dominant” language
for this purpose. Such interpretations are of no value as long as they only
expla.in individual cases. In general it would be better for the present to
refrain from any interpretation, until such time as all data have been
gathered. Of importance today is the exhaustive collection of data and the
establishment of facts; a comparative description of the languages of the
world from the standpoint of phonological geography is now on the age’ﬁda.

‘But. s.uch a study presupposes a phonological study of the dialects in the
individual languages.

1 Or conversely a phonological difference degenerates into a phonetic differ-

ence in an adlaCellt area. Both COllCcptlonS are equan ustlﬁable floln a static
1y f .
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APPENDIX II THOUGHTS ON
MORPHONOLOGY

By morphonology or morphophonology we understand, as is well known,
the study of the utilization in morphology of the phonological means of
language. Morphonology in Europe has so far been the most neglected
branch of grammar. If one compares the studies of ancient Greece and
Rome with the studies of the Hebrew, Arab, and particularly Sanskrit
grammarians, one is struck by the lack of understanding with which classical
antiquity and the Middle Ages in Europe treated morphonological prob-
lems. This situation has hardly changed in essence, even in modern times.
In modern Semitic studies the morphonoiogical doctrines of the Arab
and Hebrew grammarians were merely taken over without being adapted
to a modern scientific viewpoint. Indo-Europeanists took over the mor-
phonological doctrines of India as the basis for a morphonology of the
Indo-European protolanguage. They developed this morphonology
thoroughly, and thus the so-called Indo-European Ablaut system and the
entire Indo-European root and suffix theory came into existence. But when
we consider these results of modern Indo-European studies we see that
they completely lack the true essence of a morphonological treatment.
The roots (“‘bases”) and suffixes take on the character of metaphysical
entities, and apophony becomes a type of magical operation. In any
event, these studies are characterized by the lack of any relation to a living
language. Root theories, systems of vowel gradation, etc., only appear to
have been possible and necessary in a hypothetical protolanguage.

305




306 THOUGHTS ON MORPHONOLOGY

Historically attested languages show only vestiges thereof, and even these
have been so overlaid by subsequent development that there can be no
question of a system. For Schleicher, who had made the basic distinction
between a primitive period of language evolution and a historical period of
language decay, such a point of view had been entirely justified. Today it is
still subconsciously followed by most Indo-Europeanists, though the
theoretical bases of Schleicher are rejected by all. Ablaut relationships and
the various types of sound change in the individual Indo-European lan-
guages are always represented from a historical point of view. All existing
types of sound change, apart from their present value, are then traced to
their historical origin. Since productive and unproductive morphonological
facts are treated without distinction, and since their function is not taken
into account at all, any regularity in these facts must, of course, go un-
recognized. Indo-Europeanists never liked to admit that morphonology
formed a separate and independent branch of grammar, not only as far as
the protolanguage was concerned but also in every individual language.
Morphonology was regarded as the result of a compromise or an inter-
action of the history of sound and the history of forms. A part of the
morphonological phenomena was therefore discussed in phonology,
another part in morphology.

This state of affairs cannot be permitted to continue. As a link between
phonology and morphology, morphonology must take the place it de-
serves, not only in the grammars of the Semitic and Indo-European lan-
guages but in any grammar. Only those languages that have no morphology
in the proper sense can also do without morphonology. But in languages of
this type certain chapters that would generally be part of morphonology
(as, for example, the phonological structure of morphemes) are shifted to
phonology.

A complete morphonological study comprises the following three parts:
(1) the study of the phonological structure of the morphemes; (2) the study
of combinatory sound changes that take place in the morphemes in mor-
pheme combinations; (3) the study of sound alternation series that fulfill
a morphological function.

Only the first of these three sections applies to all languages. In all
languages that distinguish various morpheme types, the individual
morpheme types have special phonic characteristics. These characteristics
are different for each language. Root morphemes, in particular, show a
variety of structural types. As is known, the nominal and the verbal root
morphemes of the Semitic languages usually consist of three consonants.
These limitations do not hold, however, for pronominal roots. But rules
of this type can also be formulated for other non-Semitic languages. For
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example, in certain languages of the Eastern Caucasus verbal and pro-
nominal root morphemes always consist of one consonant. However,
these limitations are not valid for nominal root morphemes. Indo-European
languages also have similar rules. In the Slavic languages root morphemes
consisting of only a single consonant occur as pronominal roots. Root
morphemes that consist of only a vowel without a consonant are not
found at all in present-day Slavic languages, apart from such relics as v in
Polish “obué.” In Russian nominal and pronominal root morphemes must
have a consonant in final position, etc. Other types of morphemes (such as
final morphemes, prefix morphemes, suffix morphemes, etc.) also show a
limited number of possible types of phonological structure in every lan-
guage. It is the task of morphonology to determine the types of phonic
structure of the various morpheme types.!

The study of combinatory sound changes of morphemes conditioned by
the morpheme combinations corresponds to what is called “internal
sandhi” in Sanskrit grammar. This part of morphonology is not of like
importance for all languages. In certain “agglutinative” languages it
constitutes all of morphonology (together with the study of the phonic
structure of morphemes discussed above). In certain other languages, on
the other hand, it plays no role at all.

Mutatis mutandis, the same can also be said for the third section of
morphonology, that is, for the study of whole series of sound alternations
that fulfill a morphological function.

It is very important, especially for this section of morphonology, to
draw a clear line between productive and nonproductive phenomena, and
to be cognizant of the functional specialization of the various alternation
series. An examination of the morphonology of the Russian language
reveals, for example, that the sound alternation series in the nominal forms
in this language are not the same as those in the verbal forms. It further
reveals that there is a big difference between the series of sound alternations
that are used to make up paradigmatic forms and those used to make up
derivational forms. A similar situation can probably be found in many
other languages.

The change of the phonic shape of morphemes does not play a role only
in the so-called inflectional languages, such as Indo-European, Semitic,
and East Caucasian. We need only to call attention to the morphologically
utilized quantitative and qualitative vowel gradation of Ugric and the
consonant alternation of the Finnish languages. There is no doubt, how-
ever, that in many languages morphemes remain unchanged phonically.
For languages of the latter type, this third section of morphonology is, of
course, omitted.



S b s e

308 THOUGHTS ON MORPHONOLOGY

Morphonology is thus a part of grammar which plays an important role
in almost all languages, but there is hardly any language in which it has
so far been studied. The study of morphonology will considerably deepen
our knowiedge of languages. To be stressed in particular is the importance
of this branch of grammar for the typology of languages. The old typo-
logical classification of languages into isolating, incorporating (poly-
synthetic), agglutinative, and inflectional languages is unsatisfactory ip--
many respects. Morphonology, as mentioned, represents a link between
phonology and morphology. Already by reason of its central position in the
grammatical system it is best qualified to furnish a comprehensive charac-
terization of the peculiarities of each language. It is possible that those
language types that would result from a morphonological treatment would
make it easier to work out a rational typological classification of the
languages of the world.

1 As for languages that do not have different morpheme classes (e.g., Chinese),
one has to establish the possible phonic types of words. However, this is not to
be accomplished in morphonology but in a special chapter on phonology.

APPENDIX III AUTOBIOGRAPHICAL NOTES
ON N. S. TRUBETZKOY

AS RELATED BY ROMAN JAKOBSON

*“I was born in Moscow on April 16, 1890. My father, Prince Sergius
Trubetzkoy (1862-1904), was professor of philosophy at the University
of Moscow. He also took part in the liberal political movement as a writer
for the liberal party and held the post of rector of the University of Moscow
at the time of his death in 1904.

“By the age of thirteen I had already become interested in the sciences.
Originally I studied primarily ethnography and ethnology. In addition to
Russian folk poetry, my interests lay particularly with the Finno-Ugric
peoples of Russia. After 1904 I regularly attended all meetings of the
Moscow Ethnographic Society and established personal contacts with its
president, Professor Vsevolod Fedorovi¢ Miller, the noted authority on
Russian folk epic and Ossetic. At the same time I maintained a close
relationship with Stefan Kirovi¢ Kuznecov, a distinguished archaeologist
who specialized in the study of the Volga Finns. He guided and encouraged
me in my studies in Finno-Ugric ethnography with his suggestions and his
references to literature. Under the influence of S. K. Kuznecov I began to
occupy myself with the Finno-Ugric languages and soon became interested
in general linguistics. As early as 1905 I published two articles on Finno-
Ugric folklore in Ethnografideskoje Obozrenije, the journal of the Moscow
Ethnographic Society. One of these articles discussed traces of an ancient
common Finno-Ugric pagan funeral rite found in a West Finnish folk
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