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Abstract: Social media are perhaps the most popular services of cyberspace to-
day. The main characteristic of social media is that they offer to every internet 
user the ability to add content and thus contribute to participatory journalism. 
The problem in that this content must be checked as far as quality is concerned 
and in order to avoid legal issues. This can be accomplished with the help of 
moderation. The problem is that moderation is a complex process that in many 
cases requires substantial human resources. This paper studies the moderation 
process and proposes a moderation model that can guarantee the quality of the 
content while retaining cost at an affordable level. The model includes various 
moderation stages which determine the applied moderation technique depend-
ing on the publication record of the user that submits the content. 

Keywords: Social Media, moderation, hybrid moderation, pre-moderation, post 
moderation, distributed moderation 

1 Introduction 

Since the invention of the WWW, more than20 years ago we have witnessed a tre-
mendous growth in tools and services. Although at the beginning the internet user was 
considered to be a passive content consumer, nowadays he has the ability to produce 
or reproduce and disseminate content.  This change took place due to the introduction 
of social media, which are perhaps the most popular internet services today. Social 
media can be defined as Internet-based applications that belong to Web 2.0, which 
support the creation and exchange of user generated content. They include web-based 
and mobile based technologies which can facilitate interactive dialogue between or-
ganizations, communities, and individuals. Social media technologies take on many 
different forms including magazines, Internet forums, weblogs, social blogs, mi-
croblogging, wikis, podcasts, photographs or pictures, video, rating and social book-
marking [1]-[3]. 

Supported by the evolution of social media, internet users are now generating great 
amounts of user generated content. This content varies from blog comments and par-
ticipation in online polls to citizen stories that are usually published in media web 
sites [4]. The problem is that in the traditional web sites there is quality control of the 



content. In the case of media web sites journalists act as gatekeepers, ensuring the 
quality of the news content. Thus the authorities of the web site that publishes user 
generated content are responsible for users’ contributions and attempt to check the 
validity of the content in order to prevent legal issues that may arise from such con-
tent. As far as the methods that can be employed in order to deal with the above is-
sues, they can be summarized in user identification and moderation or other oversight 
of user material that can guarantee a certain degree of quality. Although user identifi-
cation is a quite straight forward automatic process, moderation is a complex, costly 
and time consuming process.  

This paper studies techniques for checking the quality of the user generated content 
in the social media, with emphasis on moderation. More precisely by combining ex-
isting moderation techniques (pre-moderation, post-moderation, distributed and auto-
mated), hybrid moderation is proposed and discussed in detail. This type of modera-
tion exploits the various types of moderation in order to achieve small publication 
latency, as well as high quality content. It includes various stages which determine the 
applied moderation technique depending on the publication record of the user that 
submits the content. User generated content is subjected to multiple moderation cy-
cles that guarantee the success of the moderation process. The technique is subject to 
customization depending on the characteristics of web site that adopts it.  

The rest of the paper is organized as follows: Section 2 discuses social media as 
well as user generated content. The types of user generated content are presented in 
the following section. Section 4 deals with the existing mechanisms that ensure the 
quality of the user generated content. The proposed moderation model is presented 
and discussed in section 5. Conclusions and future extensions of this work are includ-
ed in the last section. 

2 The evolution of social media 

There is a growing trend of people shifting from the traditional media (newspaper, 
TV, Radio) to social media in order to stay informed. Social media has often scooped 
traditional media in reporting current events. Although the majority of original report-
ing is still generated by traditional journalists, social media make it increasingly pos-
sible for an attentive audience to tap into breaking news [1]. 

A classification scheme for different social media types includes six types: collabo-
rative projects, blogs and microblogs, content communities, social networking sites, 
virtual game worlds, and virtual social worlds [3].  

One of the most widely used types of social media is social networking. A social 
networking service is a web site that facilitates the building of social networks or 
social relations among internet users that share similar interests, activities, back-
grounds, or real-life connections (http://en.wikipedia.org/wiki/Social_ network-
ing_service). They are web-based services that allow individuals to construct a public 
of semi-public profile within a bounded system, articulate a list of other users with 
whom they share a connection, and view and traverse their list of connections and 
those made by others within the system [5]. Many companies have established a pres-



ence in the most popular social networks (for example Facebook) in order to publish 
their news and attract other members of the social network to their web site. They 
have also integrated social media links in their web articles in order for users to link 
to them through their social network profiles. Users have also the ability to interact 
with the media companies by leaving comments [6]. The most well known and em-
ployed social network is Facebook .The latest data indicate that the number of Face-
book users is above 1,19 billion and 728 million users login to the system every day 
(http://thenextweb.com/facebook/2013/10/30/facebook-passes-1-19-billion-monthly-
active-users-874-million-mobile-users-728-million-daily-users/#!ubaXH). 

Although it appeared later than Facebook, Twitter is another example of social 
media that became quickly very popular among users [1]. Twitter is a social network-
ing and micro-blogging service that enables its users to send and read other users' 
updates, known as tweets. Twitter is often described as the "SMS of Internet", in that 
the site provides the back-end functionality to other desktop and web-based applica-
tions to send and receive short text messages, often obscuring the actual web site it-
self. Tweets are text-based posts of up to 140 characters in length. Updates are dis-
played on the user's profile page and delivered to other users who have signed up to 
receive them. Users can send and receive updates via the Twitter web site, SMS, RSS 
(receive only), or through applications. The service is free to use over the web, but 
using SMS may incur phone services provider fees. Many media companies are using 
twitter in order to alert their readers about breaking news [6]. 

The evolution of the social media created participatory (or citizen) journalism. This 
concept derives from public citizens playing an active role in the process of collect-
ing, reporting, analyzing, and disseminating news and information [7]. Other term 
used is user generated content [8]. Information and Communication technologies 
(social networking, media-sharing web sites and smartphones) have made citizen 
journalism more accessible to people all over the world, thus enabling them to often 
report breaking news much faster than professional journalists. Notable examples are 
the Arab Spring and the Occupy movement. But it is also worth noting that the unreg-
ulated nature of participatory journalism has drawn criticism from professional jour-
nalists for being too subjective, amateurish, and haphazard in quality and coverage 
(http://en.wikipedia.org/wiki/ Citizen_journalism). 

Bowman and Willis [7] characterize participatory journalism as “a bottom-up, 
emergent phenomenon in which there is little or no editorial oversight or formal jour-
nalistic workflow dictating the decisions of a staff”. As a substitute there are various 
concurrent conversations on social networks, as depicted in figure 1. 

The problem is that in the traditional media journalists are responsible for the 
news. They decide the stories to cover, the sources to use, they write the text and 
choose the appropriate photographs. Thus they act as gatekeepers, deciding what the 
public shall receive [9]. But being gatekeepers constitute them responsible for the 
quality of the news content. The new media gives journalists the possibility to provide 
vast quantities of information in various formats. But journalists are responsible not 
only for how much information and in what form they include in the news stories but 
for how truthful the information is [8]. 
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Figure 1: Participatory journalism [7]. 

 
In the case of participatory journalism journalists contribute only part of a news 

story. Thus they feel responsible for users’ contributions and they attempt to check 
the validity of the user generated content. But that is not an easy task, especially in the 
case that they receive a substantial volume of information from users [8]. 

3 Types of User Generated Content 

Participatory journalism can be achieved with the variety of tools and services, name-
ly: discussion groups, user generated content, weblog, collaborative publishing, Peer-
to-Peer, XML Syndication [7]. The format for the user participation may vary and in 
the majority of the cases is under some kind of moderation by professional journalists 
[10]. Next we present and briefly discuss the types of user generated content. 

─ User blog: Users’ blogs hosted on the media web site. 
─ User multimedia material: Photos, videos and other multimedia material submitted 

by users (usually checked by the web sites administrators) 
─ User stories: Users written submission on topical issues, suggestions for news 

stories (selected or/and edited by journalists and published on the media web site) 
─ Collective interviews: Chats or interviews contacted by journalists, with questions 

submitted by users (after moderation) 
─ Comments: Views on a story submitted by users (by filling a form on the bottom of 

the web page) 
─ Content ranking: News stories ranked by users (for example the most read, or the 

most emailed news story) 
─ Forums: a) Discussions controlled by journalists, with topical questions posed by 

the newsroom and submissions either fully or reactively moderated (usually avail-
able for a limited number of days, b) Forums where users are able to engage in 



threaded online conversations on debates (usually available for long periods-weeks 
or even months). The users are given the freedom to initiate these forum topics. 

─ Journalists blogs: Also known as j-blogs, include journalists’ posts on specific 
topics and are open to user comments. 

─ Polls: Topical questions related to major issues, with users asked to make a multi-
ple choice of binary response. They are able to provide instant and quantifiable re-
sults to users 

─ Social networking: Distribution of links to stories through social platforms, for 
example Facebook and Twitter. 

4 Mechanisms for ensuring the quality of the content 

The introduction of participatory journalism in media organization has resulted in a 
cost, related to the need of moderation of the content that can guarantee the quality of 
the content. If we try to outline the basic areas from which problems may arise con-
cerning user generated content we can identify defamation, hate speech, and Intellec-
tual property. As far as the methods that can be employed in order to deal with the 
above issues, are concerned, these can be summarized in user identification and mod-
eration or other oversight of user material [11]. 

4.1 User registration 

User registration involves the procedure in which the user provides his credentials, 
effectively proving his identity upon accessing a web site. Every user can become a 
registered user by providing some credentials, usually in the form of a username (or 
email) and password. After the registration of the user, he can access information and 
privileges unavailable to non-registered users, usually referred to simply as guests. 
The action of providing the proper credentials for a web site is called logging in, or 
signing in (http://en.wikipedia.org/wiki/Registered_user). Although user registration 
is a very common procedure that internet users are familiar with, there is a growing 
trend of social login or social sigh-in. This is a form of single sign-on using existing 
login information from a social networking service (Facebook, Google+ or Twitter). 
By this way logins a simplified for the users and the network administrators are able 
to acquire reliable demographic information [12]. 

4.2 CAPTCHA 

Another mechanism applied for ensuring the quality of user generated content is 
CAPTCHA. It is an acronym based on the word "capture" and standing for "Com-
pletely Automated Public Turing test to tell Computers and Humans Apart” [13]. It is 
a type of challenge-response test used in computing as an attempt to ensure that the 
response is generated by a person. The process usually involves a computer asking a 
user to complete a simple test which the computer is able to grade. These tests are 
designed to be easy for a computer to generate, but difficult for a computer to solve, 



so that if a correct solution is received, it can be presumed to have been entered by a 
human. A common type of CAPTCHA requires the user to type letters or digits from 
a distorted image that appears on the screen, and such tests are commonly used to 
prevent unwanted internet bots from accessing web sites 
(http://en.wikipedia.org/wiki/CAPTCHA; http://www.captcha.net). This is especially 
useful in case of comments from unregistered users to blogs, forums, etc. The 
CAPTCHA technology is widely used in media web sites but sometimes the images 
that the user is called to identify are much distorted thus resulting in frustration on the 
part of the user. 

CAPTCHA is usually employed in the process of user’s registration and in the cas-
es that unregister users are allowed to post comments or upload user generated con-
tent in the media web site (see figure 2). 

 
Figure 2: Captcha identification procedure (depicted from Facebook registration 

process) (http://www.register-facebook.com) 

4.3 Moderation 

A moderation mechanism is the method where the webmaster of a media web site 
chooses to sort contributions which are irrelevant, obscene, illegal, or insulting with 
regards to useful or informative contributions. In other words he decides if the user 
generated content is appropriate for publishing or not [14]. Depending on the site's 
content and intended audience, the webmaster will decide what kind of user content is 
appropriate, and then delegate the responsibility of sifting through content to lesser 
moderators. The purpose of the moderation mechanism is to attempt to eliminate 



trolling, spamming, or flaming, although this varies widely from site to site 
(http://en.wikipedia.org /wiki/Moderation_system). 

There are four types of moderation, namely, pre-moderation, post-moderation, au-
tomated moderation, and distributed moderation [15].  

Pre-moderation: In this type of moderation all content is checked before publish-
ing. Pre-moderation provides high control of the content that is published on the web-
site. But it can result in a substantial reduction of the mount (40% to 50%) of user 
generated content. It also creates a lack of instant gratification on the part of the par-
ticipant, who is left waiting for their submission to be cleared by a moderator. This 
latency might not create problem in some cases (for example in the case of a citizen 
story) but it will create an inconsistency in the case of a blog post or a forum when 
users interact with each other in almost real time. Another disadvantage of pre-
moderation is the high cost involved especially if the user generated content is of high 
volume [15]. 

Post-moderation: This method involves publishing the content immediately and 
moderating it within the next 24 hours. All user generated content is replicated in a 
queue for a moderator to pass or remove it afterwards. The main advantage of this 
moderation type is that conversations may occur in real time, based on the immediacy 
offered by the direct publication of the content. Of course this advantage may cause 
many problems since there is no initial screening of the user generated content, which 
may include inappropriate material. 

Automated moderation: This type of moderation differs from the previous types 
since it does not involve human intervention. It consists of deploying various tech-
nical tools (mainly filters) to process user generated content and apply pre-defined 
rules in order to reject or approve submissions. One of the most typical tool used is 
the word filter, in which a list of banned words is entered and the tool either stars the 
word out or otherwise replaces it with a defined alternative, or blocks or rejects the 
content altogether. A similar tool is the IP ban list which deletes inappropriate exter-
nal links, or deletes content that comes from banned IPs. Of course there are other 
more sophisticated filters. Overall automated moderation is a valuable tool that in-
volves an initial cost, but includes no operational cost [15]. 

Distributed moderation: One other type of moderation is Distributed moderation. 
This is a form of comment moderation that allows users that participate in the process 
of participatory journalism to moderate each other. Distributed moderation can be 
distinguished in two types: User Moderation and Spontaneous Moderation or Reac-
tive moderation [15], [16]. 

User moderation allows any user to moderate any other user's contributions. This 
method works fine in web sites with large active population (for example Slashdot). 
More precisely each moderator is given a limited number of "mod points," each of 
which can be used to moderate an individual comment up or down by one point. 
Comments thus accumulate a score, which is additionally bounded to the range of -1 
to 5 points. When viewing the site, a threshold can be chosen from the same scale, 
and only posts meeting or exceeding that threshold will be displayed 
(http://en.wikipedia.org/wiki/Moderation_system).  



In the case of spontaneous moderation no official moderation scheme exists. Users 
spontaneously moderate their peers through posting their own comments about others' 
comments. One variation of spontaneous moderation is meta-moderation. This meth-
od enables any user to judge (moderate) the evaluation (voting) of another user [17]. 
Meta-moderation can be considered as a second layer of moderation. It attempts to 
increase fairness by letting users "rate the rating" of randomly selected comment 
posts.  

Many media companies use pre and post moderation and others outsourced moder-
ation, by enlisting journalists to moderate the vast amount of content users post on 
various services (blogs etc) offered by the media companies. In many cases the ap-
proach is to over-moderate the user generated content in order to avoid being criti-
cized for trying to manipulating the conversation on various subjects [11]. 

It is obvious that moderation is a complicated issue. Media companies usually em-
ploy various types of moderation depending on the type of user participation. Auto-
mated moderation should be employed in every kind of user generated content. Table 
I includes the types of user generated content versus the moderation type that can be 
employed. It is worth noting that for certain types of user generated content in which 
the probability of arising legal issues is high, pre-moderation is the ideal type of mod-
eration. On the other hand in types of user generated content that do not usually arise 
legal issues, distributed moderation can be applied. In any case all types of distributed 
moderation can be applied in case that the media web site has a large active popula-
tion of users [17]. 

 
Table I: Types of user generated content versus type of moderation. 

Type of user generated content Type of moderation 
User blog Distributed moderation or post moderation 

User multimedia material Pre-moderation 
User stories Pre-moderation 

Collective interviews Pre-moderation 
Comments Distributed moderation 

Content ranking Spontaneous moderation 
Forums Pre-moderation 

Journalists blogs Pre-moderation 
Polls Spontaneous moderation  

Social networking Not applicable* 
*any comments that may accompany a link to a news article can be moderated only 
by the social network. Usually social network moderate user content only after a us-
er’s complaint. 

 



 
Figure 3: Hybrid moderation procedure 

5 Hybrid moderation 

Based on the types of moderation previously presented, we propose a mixed ap-
proach. This hybrid moderation method involves all moderation types. Next we brief-
ly describe the proposed method. Users who are interested in contributing content will 
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be obliged to register to the web site. When a registered user adds content the content 
is submitted immediately to automated moderation. Subsequently the moderation 
process is determined by the user’s record. More precisely, in case that the user has a 
record of good quality content, its contributed content can be assigned for post – 
moderation since there is a high probability that his content is of adequate quality. 
Thus the content is published immediately. The post moderation process is based on 
distributed moderation.  

On the other hand the case that the user has no prior history of good quality user 
generated content or has submitted in the past poor quality content, its contribution is 
published only after it has passed the moderation process (pre-moderation). That 
means that the user is not able to see its content published immediately but this can 
act as a motive for the user to establish a good publication record that will guarantee 
the immediate publication of his content. 

Finally all the published material is subject to meta-moderation.  In all cases con-
tent is subject to three levels of moderation in order to ensure the quality of the con-
tent. The proposed hybrid moderation process is depicted in figure 3. 

The above model can be adapted to the different characteristics of each web site. 
For example in the initial time period of a new web site that accepts user generated 
content, when the registered users will be limited and most of them would not have 
history of content contributions, all submitted content will be subject to pre-
moderation by the authorities of the web site. As the time will pass and the number of 
registered users grows distributed moderation will be initiated as well as meta-
moderation. Thus the hybrid model can be adapted to the requirements of each stage 
of the evolution of web site. 

It is worth noting that different contributed content may require different modera-
tion process. For example text contributions can be easily checked by automatic mod-
eration but this is not easy in the case of multimedia content. The content heterogenei-
ty is a difficult parameter for the moderation process. This is an issue that needs fur-
ther investigation.   

     

6 Conclusions and future extensions. 

The modern ICTs have changed considerably journalism. Participatory journalism is 
one of the most profound changes that have occurred. Every user has now the ability 
to become content producer. There is a great variety of tools that can be employed in 
participatory journalism. Of course this new type of journalism has many negative 
issues that raise many concerns (defamation, hate speech, intellectual property). The 
solution to these problems is the control of the user generated material. This can be 
achieved with the registration of the users that contribute material and with the mod-
eration of the user generated material. The registration process is a well known pro-
cess to the users, since it has been employed for many years in many internet services 
(for example, e-mail services, social networks, etc.). On the other hand moderation 
can be very time consuming and the media company may have to dedicate many hu-



man recourses to this task. Of course there are many different types of moderation 
(post-moderation, distributed moderation, or even the proposed hybrid moderation) 
that may alleviate to some extent this problem. The proposed hybrid moderation mod-
el combines all existing moderation techniques and applies them based on the publi-
cation record of the user. Thus it is able to overcome in many cases the necessary 
latency that is required in order for the user generated content to be checked. The 
model also guarantees that all content is subject to three moderation stages. 

There is no doubt that participative journalism is an issue that no media company 
can choose to adopt or disregard without great consideration. As usual the solution to 
this problem is a compromise. The media company chooses to implement some type 
of citizen participation, usually gradually by imposing strict moderation in order to 
prevent legal issues. Of course this means that a great deal of user generated material 
that may be rejected will be of good quality, but will be rejected just in case it might 
produces legal problems for the media company, thus resulting in a negative effect on 
its credibility. 

One solution to this problem is the training of the users that contribute in participa-
tive journalism, in order to act as responsible e-citizens. Another proposal involves 
the careful selection of the issues that are being developed with user generated con-
tent. Future extension of this work will involve the detail study of the moderation 
mechanism employed in participative journalism in order to locate steps in the pro-
cess that may be improved. 

One other issue that demands further study is the automatic moderation of multi-
media material. Applicable video indexing can be deployed taking advantage of mo-
tion and/or color features, while the interaction with audio parameters is very power-
ful towards multimodal event detection, and summarization [18]. This is also fuelled 
by the evolution of machine learning algorithms and hybrid expert systems that facili-
tate many interdisciplinary research topics and knowledge management application 
areas [19]. However, there are many difficulties in such content recognition and se-
mantic analysis scenarios, which are related with content massiveness and heteroge-
neity, especially in user contributed content [20]. Nevertheless such focused ap-
proaches in such orientation already have been initiated and look promising [21]. 
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